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A B S T R A C T
In this paper, a controller is proposed to automate the injection of propofol and remifentanil during
general anesthesia using bispectral index (BIS) measurement. To handle the parameter uncertainties
due to inter- and intra-patient variability, an extended estimator is used coupled with a Model
Predictive Controller (MPC). Two methods are considered for the estimator: the first one is a multiple
extended Kalman filter (MEKF), and the second is a moving horizon estimator (MHE). The state and
parameter estimations are then used in the MPC to compute the next drug rates. The methods are
compared with a PID from the literature. The robustness of the controller is evaluated using Monte-
Carlo simulations on a wide population, introducing uncertainties in all parts of the model. Results
both on the induction and maintenance phases of anesthesia show the potential interest in using this
adaptive method to handle parameter uncertainties.

1. Introduction
The main objective of anesthesiologists during general

anesthesia is to supervise and regulate the infusion rates of
intravenous drugs to attain the required degree of hypnosis
and analgesia while maintaining stable physiological param-
eters. With the emergence of fast-acting intravenous drugs
like propofol and remifentanil, as well as the introduction
of EEG-based hypnotic indicators such as the bispectral
index (BIS), researchers have explored the possibility of
automating the drug delivery process [1].

The goal of developing a closed-loop method for ad-
ministering anesthesia drugs is to improve the patient’s state
evolution and reduce the workload for anesthesiologists. So
far, studies have demonstrated the benefits of using closed-
loop control for anesthesia drugs [2], [3], but research is
ongoing to identify the best and most reliable control meth-
ods [4]. The task of automating drug dosage during general
anesthesia is a complex and active area of research that has
been a focus for the control community for over the last two
decades. The high level of required reliability, along with the
uncertain nature of the system, makes it a difficult task to
design a controller. Numerous closed-loop control strategies
have been proposed, see surveys [5] and [6] for instance.
The main intravenous drug to induce and maintain hypnosis
is propofol and most of the papers focus on the propofol-
BIS single-input single-output (SISO) system, which is the
kind of controller most widely clinically tested. However, the
dosage paradigm employed during real surgery is much more
complex, as the anesthesiologist needs to use remifentanil to
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induce analgesia, thus leading to the need to take into ac-
count the synergic effect between remifentanil and propofol
[7] and the side effects of those drugs on the hemodynamic
system. Although there is ongoing research on the subject,
there does not exist yet a reliable indicator for the analgesia
level. In this paper, the problem of designing a controller for
the multiple-inputs, single-output (MISO) system propofol-
remifentanil to BIS is addressed.

The problem of control design for propofol and remifen-
tanil rates given the BIS measurements has already been
studied during the last decade. In [8] and [9], an extended
prediction self-adaptive control (EPSAC) has been designed
using a linearized model of drug synergies, and simulations
on a small set of patients have shown the superiority of this
method compared to an approach with heuristic rules for
the injection of remifentanil. In [10], a dual PID along with
a heuristic-based approach has been clinically tested with
good performance. Work [11] proposes a positive control
law allowing real-time tuning of the propofol-remifentanil
balance while ensuring stability. In [12], a Reinforcement
Learning method has been used to address the challenge of
the MISO system control design with simulation testing. The
authors of [13] put forward a mid-range controller strategy
that leverages the use of remifentanil for short-term and
small-scale modulation of the bispectral index (BIS) while
relying on propofol for longer-term interventions. This idea
has been then formalized in [14] and [15] where an 𝐻∞and an MPC controller have been respectively tested with
clinical trials and simulations. More recently in [16], [17],
and [18], the authors have used the idea of fixing the ratio
between drug flow rates to propose a PID and an MPC
controller. To assess the robustness of those last controllers,
uncertainties have been introduced in the model and Monte-
Carlo simulations have been performed. The PID has been
then clinically tested with promising results [19].
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In this study, either a multiple extended Kalman filter
(MEKF) or a moving horizon estimator (MHE) is used to
estimate both the state and the pharmacodynamic parameters
of the patient model. The estimated parameters are then used
in a model predictive controller (MPC) to compute the next
drug rates. The use of MPC rather than simpler methods such
as PID is motivated by the fact MPC can make use of the es-
timation of patient sensitivity to individualize the controller
online and to obtain a controller easily adaptable to multiple-
input multiple-output systems. In fact, uncertainties are the
limiting factor for controller performance [20], and using a
model updated online is a method to overcome this issue.
Analogous ideas to deal with the model parametric uncer-
tainties for reducing the inter-patient variability for the SISO
system propofol-BIS have been considered in [21], [22] and
more recently in [23]. The idea of using multiple Kalman
filters to handle patient uncertainties has also been investi-
gated in [24] to regulate mean arterial pressure and cardiac
output in critical care subjects. The novelty of this approach,
compared to the literature on this application, resides in a
method that can address the uncertainties in the nonlinear
functions involved in the anesthesia model. This research is
intended as a preliminary investigation to demonstrate the
feasibility of the control strategy before addressing more
complex multiple-input multiple-output systems, where the
mean arterial pressure could be used as an additional output,
for instance.

The estimation methods used in this paper have been
already presented and tested separately on clinical data in
[25] and [26]. The first paper introduces the MHE method
and tests it on clinical data. The second paper introduces
MEKF and concludes that both MHE and MEKF have simi-
lar estimation performance indicators on simulated systems,
while the MEKF outperforms the MHE on clinical data. In
this paper, the estimation methods are appropriately adapted
to improve the convergence of the BIS signal to the desired
target. Moreover, the full closed-loop method is tested on
both the induction and maintenance phases. Induction is
the first part of the anesthesia when the patient falls asleep
and corresponds to a set-point regulation problem. Main-
tenance corresponds to the surgical time when the state of
the patient must remain as stable as possible; the control
problem corresponds to a disturbance rejection task. Results
are compared to the PID presented in [16]. A preliminary
version of this work has been presented in [27] where only
the MHE combined with MPC are compared to the PID on
the induction phase.

The paper is organized as follows. In Section 2, the
standard drug models for anesthesia are recalled, along
with the associated uncertainties used in the simulations.
Section 3 provides a comprehensive description of the es-
timation methods, while Section 4 describes the control
design. Section 5 presents the simulation setup, the tuning
of the different methods, and the associated results. Finally,
Section 6 provides an analysis of those results, and Section 7
some concluding remarks.

2. Standard Anesthesia Model
Drug models involved in anesthesia dynamics modeling

are usually composed of two parts: the pharmacokinetic
(PK) and the pharmacodynamic (PD). The PK model de-
scribes the dynamics of the drug concentrations in the pa-
tient’s body, whereas the PD one represents the link between
the drug concentrations and their physiological effects.
2.1. Compartments Pharmacokinetic Model

For pharmacokinetic (PK) models of both drugs, propo-
fol and remifentanil, a common approach is to use a four-
compartment model. This model divides the body into three
physical compartments: blood, muscles, and fat; and a vir-
tual effect-site, as illustrated in Fig. 1. The compartment
model results in a linear system represented by the following
equations:
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where 𝑥1, 𝑥2, 𝑥3, and 𝑥4 respectively represent the drug
concentrations in blood, muscle, fat, and effect-site. The
coefficients can be determined from Eq. (2) below, except
for 𝑘𝑒 which is not related to a physical meaning:

𝑘10 =
𝐶𝑙1
𝑉1

, 𝑘12 =
𝐶𝑙2
𝑉1

, 𝑘13 =
𝐶𝑙3
𝑉1

,

𝑘21 =
𝐶𝑙2
𝑉2

, 𝑘31 =
𝐶𝑙3
𝑉3

(2)

with 𝑉𝑖 and 𝐶𝑙𝑖 (𝑖 = 1, 2, 3) respectively the volumes
and the clearance rates of each compartment, which can be
computed from a population-based model as in [28] and
[29]. The input 𝑢 is the drug infusion rate. In this paper, as
in [16], the maximum infusion rate of propofol is 6.67𝑚𝑔∕𝑠
and that of remifentanil is 16.67𝜇𝑔∕𝑠. Next, the notation 𝑥𝑝and 𝑥𝑟 for the states of the compartment models for propofol
and remifentanil is used. Also, 𝐴𝑝, 𝐵𝑝, 𝐴𝑟, and 𝐵𝑟 are the
transition matrices of both drugs. Finally, both compartment
models can be described by the decoupled system:
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)
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(3)

2.2. Pharmacodynamic Model
The impact of a drug concentration on the patient’s

hypnosis level is usually measured using the bispectral index
(BIS). This indicator varies between 0 and 100, where 100
means a fully awake patient and 0 is a flat EEG. During
surgery, the typical target range for BIS is between 40 and
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Figure 1: Scheme of the PK-PD compartments model

60 depending on the surgeon’s need. From a modeling point
of view, a Hill function is used to link drug concentration
and drug effect on BIS. Due to the synergetic effect between
propofol and remifentanil, the effect can be modeled as a
response surface model [30]:

𝐵𝐼𝑆(𝑡) = 𝐸0

(

1 −
𝐼(𝑡)𝛾

1 + 𝐼(𝑡)𝛾

)

(4)

with 𝐸0 the initial BIS, 𝛾 the slope coefficient of the
surface and 𝐼(𝑡) the interaction term defined by:

𝐼(𝑡) =
𝑥𝑝4(𝑡)
𝐶50𝑝

+
𝑥𝑟4(𝑡)
𝐶50𝑟

. (5)

In these equations, 𝑥𝑝4 and 𝑥𝑟4 are the propofol and
remifentanil concentrations of the effect-site, 𝐶50𝑝 and 𝐶50𝑟are the propofol and remifentanil half-effect concentrations
for BIS (i.e., the concentrations to obtain half of the effect of
the drugs).

Finally, the fully discretized model subject to noise can
be summarized by the following structure:

{

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘)
𝐵𝐼𝑆(𝑘) = ℎ(𝑥(𝑘)) +𝑤(𝑘)

(6)

where ℎ is the non-linear output function from Eq. (4)-
(5) and 𝑤models both the measurement noise and the output
disturbances.

2.3. Model Parameters and Uncertainties
Several studies have been conducted in order to link the

patient characteristics (age, height, weight, sex) to the PK
parameters. The most recent are the models developed in
[31] for propofol and in [32] for remifentanil. Those models
have been validated on clinical datasets and include diverse
populations. To simulate uncertainties in our testing proce-
dure, Monte-Carlo simulations are used with a log-normal

Table 1
Nominal values are for a woman of 75 kg, 165 cm, and 35
years old. Log std stands for logarithmic standard deviation.

propofol remifentanil
nominal log std nominal log std

𝑉1 6.72 0.78 6.78 0.32
𝑉2 6.03 0.75 11.34 0.34
𝑉3 68.89 0.77 0.87 0.9
𝐶𝑙1 1.45 0.51 2.59 0.14
𝐶𝑙2 1.17 0.59 1.97 0.23
𝐶𝑙3 1.93 0.46 0.13 0.53
𝑘𝑒 0.17 0.83 2.91 1.12

Table 2
Parameters of the log-normal distribution for the PD parame-
ters

nominal log std
𝐶50𝑝 4.47 0.18
𝐶50𝑟 19.3 0.76
𝛾 1.43 0.30
𝐸0 97.4 0

distribution for each parameter. The standard deviations used
are those given in the papers cited above, nominal values are
available in Table 1.

For the response surface model, the values from [33] are
used, as outlined in Table 2.

3. State and Parameter Estimation
As previously discussed, drug models are characterized

by parameters that might significantly vary from patient
to patient. It is then necessary to identify such parameters
to improve the control performances, mostly when using
controllers strongly relying on the model, as for model
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predictive control employed here. To address this issue, two
different estimators are proposed to estimate both the states
and the unknown parameters of the output function. More
particularly, a multiple extended Kalman filter (MEKF) and
a moving horizon estimator (MHE) are proposed. Those two
methods have been already presented and compared in [26]
for this application. While the results were slightly better for
MHE on simulated data, the MEKF method overperformed
the MHE on clinical data.

Since the impact of PD variability uncertainty is more
significant than PK variability uncertainty [34], the uncer-
tain parameters of the PD system can be considered un-
known and are represented by the vector 𝜃 = (𝐶50𝑝, 𝐶50𝑟, 𝛾).The estimation methods are used to estimate both the states
and the parameters of the pharmacodynamic model, while
the MPC is used to compute the control input to apply. The
estimation methods have been improved with respect to [26]
to ensure the convergence of the BIS signal to the desired
target. In this section, the extended system considered in
estimators is first described, then the two estimation methods
are presented.
3.1. Extended System and Observability

Here, in addition to estimating the states of the system
and the PD parameters, the estimator also estimates a distur-
bance added to the output to ensure the convergence of the
closed loop. The considered states are �̄� =

(

𝑥, 𝜃, 𝑑
)

and
the model is given by:

�̄�(𝑘 + 1) = �̄��̄�(𝑘) + �̄�𝑢(𝑘)
𝐵𝐼𝑆(𝑘) = ℎ(𝑥(𝑘), 𝜃(𝑘)) + 𝑑(𝑘) = ℎ̄(�̄�(𝑘)),

(7)

with �̄� =

(

𝐴 08×4
04×8 𝐼4×4

)

, �̄� =

(

𝐵
04×2

)

, and ℎ̄ the new
output function parameterized by �̄�.

Analysing the observability of such a non-linear system
is not trivial and non-linear tools must be used [35]. Comput-
ing the observability matrix, one can notice that this system
is not directly observable. However, the two subsystems
defined by the states

(

𝑥, 𝜃
)

and
(

𝑥, 𝑑
)

are structurally
observable. This means that an optimal observer can either
estimate

(

𝑥, 𝜃
)

or
(

𝑥, 𝑑
)

but not all the PD parameters
and the disturbance at the same time. Thus, in the MHE, a
time-dependent cost matrix will be used to either estimate
either 𝜃 or 𝑑.
3.2. Multiple Extended Kalman Filter

To determine the pharmacodynamic (PD) parameters,
the MEKF method employs a set of extended Kalman filter
(EKF), with each filter corresponding to a specific realiza-
tion of a vector selected from a grid in the parameter space.
The grid is carefully designed to encompass the reasonable
variability of the parameter vector. Following this, the active
vector is chosen using a model-matching criterion. Fig. 2
illustrates the principle of the method.

Figure 2: Multiple Extended Kalman Filter scheme

EKF is a state estimation method that relies on the
linearization of a non-linear model [36]. The equations are
the same as in a standard Kalman filter, except that the
standard output matrix 𝐶 , such that 𝑦 = 𝐶𝑥, is not con-
stant but time-dependent. The linearization is done around
the previously estimated state �̂�(𝑘 − 1). In this paper the
EKFs are parameterized by a scalar 𝑅𝑀𝐸𝐾𝐹 denoting the
noise covariance and a matrix 𝑄𝑀𝐸𝐾𝐹 denoting the model
uncertainty covariance.

The aim of MEKF is to dynamically select the optimal
observer at each time step, utilizing a criterion proposed in
[37]. Originally designed for choosing an estimator among
those with different gains, this method employs the estima-
tion error on the output, denoted as 𝑒𝑖(𝑘) = 𝐵𝐼𝑆(𝑘) −
ℎ(�̂�(𝑘), 𝜃𝑖) for the filter 𝑖, to construct a selection criterion
for each observer. The dynamics of the criterion for the 𝑖𝑡ℎ
observer are expressed as follows:

𝜂𝑖(𝑘 + 1) = 𝜈𝜂𝑖(𝑘) + |𝑒𝑖(𝑘)|2 + 𝜆|𝐾𝑖(𝑘)𝑒𝑖(𝑘)|2. (8)
Here, 𝜆, and 𝜈 ∈ [0, 1] are positive design parameters,

and 𝐾𝑖(𝑘) is the gain of each EKF at the time step 𝑘. The
criterion is dependent on both the output estimation error
𝑒𝑖(𝑘) and the correction effort of the observer 𝐾𝑖(𝑘)𝑒𝑖(𝑘).The following equation can be deduced from Eq. (8):

𝜂𝑖(𝑘) = 𝜈𝑘𝜂𝑖(0)+
𝑘−1
∑

𝑗=0
𝜈𝑘−𝑗−1(|𝑒𝑖(𝑗)|2+𝜆|𝐾𝑖(𝑗)𝑒𝑖(𝑗)|2). (9)

where 𝜂𝑖 can be interpreted as a cost and the objective
is to choose the observer with the minimal cost at each time
step, denoted by 𝑖∗.

To prevent frequent switches between observers, a pa-
rameter 𝜖 ∈ (0, 1] is introduced. A switch occurs at time
step 𝑘 only if there exists 𝑖 ≠ 𝑖∗ such that 𝜂𝑖(𝑘) < 𝜖𝜂𝑖∗ (𝑘).

3.3. Moving Horizon Estimator
The MHE is an optimal observer that estimates the states

and the parameters of the system by minimizing a cost
function [38]. This cost function uses a fixed number𝑁𝑀𝐻𝐸of past measurements and control inputs. The advantage of
this method is that it can directly deal with non-linear sys-
tems and constraints on the states. Due to the non-linearity
of the system, the convergence of the optimization is not
guaranteed. However, the estimator can estimate the states
and the parameters of the system with good accuracy, as
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shown in [25]. The cost function of the MHE at time step
𝑘 is given by:

𝐽𝑁 (�̄�, ̂̄𝑥(𝑘 −𝑁𝑀𝐻𝐸),𝐁𝐈𝐒,𝐮) =
𝑘
∑

𝑖=𝑘−𝑁𝑀𝐻𝐸

‖𝐵𝐼𝑆(𝑖) − ℎ̄(�̄�(𝑖))‖2𝑅𝑀𝐻𝐸

+
𝑘
∑

𝑖=𝑘−𝑁𝑀𝐻𝐸+1
‖�̄�(𝑖) − (�̄��̄�(𝑖 − 1) + �̄�𝑢(𝑖 − 1))‖2𝑄

+ ‖�̄�(𝑘 −𝑁𝑀𝐻𝐸) − ̂̄𝑥(𝑘 −𝑁𝑀𝐻𝐸)‖2𝑃 (𝑘)

where �̄� represents the state over the estimation horizon
(decision variable) up to time 𝑘 and ̂̄𝑥(𝑘 − 𝑁𝑀𝐻𝐸) is the
previously estimated state at time 𝑘 − 𝑁𝑀𝐻𝐸 . Note that in
this equation and in the following of the paper, bold notation
is used to represent sequences of variables. The remaining
arguments, namely 𝐁𝐈𝐒 and 𝐮, represent the output and the
input measurements profiles over the estimation horizon,
𝑄𝑀𝐻𝐸 , 𝑅𝑀𝐻𝐸 , and 𝑃 represent the penalty matrices, and
𝑁𝑀𝐻𝐸 is the length of the estimation window. Note that, as
[25], the time-varying penalty matrix 𝑃 has been tuned for
modulating in time the priorities of either the PD parameters
or the disturbance estimations, to overcome observability
issues. 𝑃 is a diagonal matrix where the non-constant term
is given by:

𝑝𝑀𝐻𝐸
𝑗𝑗 (𝑘) = 𝛽𝑗1 + 𝛽𝑗2𝑒

−𝛽𝑗3𝑒
−𝛽𝑗4𝑘 , (10)

for 𝑗 ∈ {9, 10, 11, 12}. 𝛽𝑗𝑖 are real, tuned to prioritize ei-
ther the estimation of the PD parameter 𝜃 or the disturbance
𝑑. The final MHE optimization problem is given by:

̂̄𝐱(𝑘) = argmin
�̄�

𝐽𝑀𝐻𝐸(�̄�)

subject to �̄�(𝑘 + 𝑖 + 1) = �̄��̄�(𝑘 + 𝑖) + �̄�𝑢(𝑘 + 𝑖)
for 𝑖 ∈ [−𝑁𝑀𝐻𝐸 ,−1].

(11)
Note that both estimators are initialized with a null con-

centration and the nominal PD parameters at the beginning
of the anesthesia. Thus, the first injection is only dependant
on the control part of the close loop, which is presented in
the next section.

4. Controller Design
The novelty of this paper is to use the estimators coupled

to a Model Predictive Control (MPC) strategy, the overall
control scheme is given in Fig 3.

Since the problem is a set-point tracking problem, the
equilibrium that the MPC should target must be computed
first, as illustrated in the next section. Afterward, the MPC
is presented and, finally, the PID controller used as a baseline
is described.
4.1. Equilibrium Computation

The equilibrium control input 𝑢𝑒𝑞 is designed to stabilize
the system at a desired BIS level. Due to the long-time

Figure 3: Control scheme

constants of the slow compartments in the pharmacokinetic
(PK) model, such as muscle and fat, the control input is
computed to stabilize only the blood and effect site com-
partments of each drug. The drug concentrations in the slow
compartments are assumed to remain constant within the
near future. This separation between fast and slow compart-
ments is justified by the fact that the slow compartments
take hours to converge, whereas the concentrations to be
controlled stabilize in a few minutes. With this purpose, the
following matrices are defined for each drug:

𝐴𝑓𝑎𝑠𝑡 =

(

−(𝑘10 + 𝑘12 + 𝑘13) 0
𝑘𝑒 −𝑘𝑒

)

, 𝐵𝑓𝑎𝑠𝑡 =

(

1∕𝑉1
0

)

,

𝐸𝑠𝑙𝑜𝑤 =

(

𝑘12 𝑘13
0 0

)

,

(12)
where 𝑘10, 𝑘12, 𝑘13, and 𝑘𝑒 are the coefficients of the PK

model and 𝑉1 is the volume of the blood compartment. The
equilibrium input for one drug at time 𝑡 should respect this
equation:

𝐴𝑓𝑎𝑠𝑡

(

𝑥1,𝑒𝑞
𝑥4,𝑒𝑞

)

+𝐵𝑓𝑎𝑠𝑡𝑢𝑒𝑞 +𝐸𝑠𝑙𝑜𝑤

(

𝑥2(𝑡)
𝑥3(𝑡)

)

= 0. (13)

Consider now the matrices for both drugs:

𝐴𝑒𝑞 =

(

𝐴𝑓𝑎𝑠𝑡,𝑝 02×2
02×2 𝐴𝑓𝑎𝑠𝑡,𝑟

)

, 𝐵𝑒𝑞 =

(

𝐵𝑓𝑎𝑠𝑡,𝑝 02×2
02×2 𝐵𝑓𝑎𝑠𝑡,𝑟

)

,

𝐸𝑒𝑞 =

(

𝐸𝑠𝑙𝑜𝑤,𝑝 02×2
02×2 𝐸𝑠𝑙𝑜𝑤,𝑟

)

.

(14)
The fast and slow state vectors are denoted 𝑥𝑓𝑎𝑠𝑡 =

(𝑥𝑝1, 𝑥𝑝4, 𝑥𝑟1, 𝑥𝑟4) and 𝑥𝑠𝑙𝑜𝑤 = (𝑥𝑝2, 𝑥𝑝3, 𝑥𝑟2, 𝑥𝑟3), respec-
tively. Note that the output of the system (6) only depends
on the fast states.

The equilibrium control input 𝑢𝑒𝑞 is computed at each
step to consider the current estimated values of both the
PD parameter and the slow state vector. The following
optimization problem (denoted as equilibrium computation
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in Fig. 3) is thus solved online:

(𝑢𝑒𝑞 , 𝑥𝑓𝑎𝑠𝑡,𝑒𝑞) = arg min
𝑢,𝑥𝑓𝑎𝑠𝑡

(

𝐵𝐼𝑆𝑟𝑒𝑓 − ℎ̃
(

𝑥𝑓𝑎𝑠𝑡, �̂�(𝑘), 𝑑(𝑘)
)

)2

+
(

𝑢𝑝
√

𝑟𝑀𝑃𝐶
1 − 𝑢𝑟

√

𝑟𝑀𝑃𝐶
2

)2

subject to 𝐴𝑒𝑞𝑥𝑓𝑎𝑠𝑡 + 𝐵𝑒𝑞𝑢 + 𝐸𝑒𝑞�̂�𝑠𝑙𝑜𝑤(𝑘) = 0
𝑢 ∈ 𝕌,

where 𝑢𝑝, and 𝑢𝑟 are the elements of the vector 𝑢, and 𝕌
is the set of feasible control inputs, as specified in Section
2. Thus, 𝑢𝑒𝑞 is the control input that stabilizes the system at
𝐵𝐼𝑆𝑟𝑒𝑓 according to the estimated PD parameters. ℎ̃ is the
output function parameterized by 𝑥𝑓𝑎𝑠𝑡, 𝜃, and 𝑑. Moreover,
�̂�(𝑘), 𝑑(𝑘), and �̂�𝑠𝑙𝑜𝑤(𝑘) are the observed PD parameters,
disturbance, and slow states at time step 𝑘. In this equation
𝑟𝑀𝑃𝐶
1 and 𝑟𝑀𝑃𝐶

2 are chosen to set the ratio between 𝑢𝑝 and
𝑢𝑟 at the equilibrium. They are similar to the role of 𝑟 in the
PID, in fact, 𝑟 =

√

𝑟𝑀𝑃𝐶
2 ∕𝑟𝑀𝑃𝐶

1 .

4.2. Model Predictive Control
Model Predictive Control is an advanced control method

that consists of solving online an optimization problem to
obtain the optimal control input in the presence of con-
straints on the state and the input [39]. In the case of set-
point tracking, MPC often employs the precomputed value
of the target equilibrium state and input, see Section 4.1.

In our case, though, using 𝑥𝑓𝑎𝑠𝑡,𝑒𝑞 as concentration tar-
gets in the MPC could degrade the control performance.
In fact, due to the uncorrelated dynamics of propofol and
remifentanil, this approach would decouple the MPC into
two independent tracking problems. Although this method
is computationally simpler, as it removes all nonlinearities,
it is less efficient since achieving the BIS target is the real
control objective rather than attaining the equilibrium con-
centrations. For instance, if propofol is overdosed, leading
to a concentration excess, an uncorrelated MPC would not
reduce the remifentanil dose to compensate for it, as the
controller aims only at the equilibrium concentrations. This
limitation is significant given the asymmetry in the avail-
able control inputs, where negative rates are not allowed.
Therefore, the difference between the predicted BIS and the
target BIS is directly employed in the MPC problem cost.
While there are no convergence guarantees for this nonlinear
optimization problem, it leads to good performances in
practice, as demonstrated later.

Thus, the cost of the optimization problem is given by:

𝐽𝑀𝑃𝐶 (�̄�,𝐮) =
𝑁𝑀𝑃𝐶
∑

𝑖=1
‖𝐵𝐼𝑆𝑟𝑒𝑓 − ℎ̄(�̄�(𝑘 + 𝑖))‖2

+ ‖𝑢(𝑘 + 𝑖) − 𝑢𝑒𝑞‖
2
𝑅𝑀𝑃𝐶

,

(15)

where �̄�, and 𝐮 are respectively the predicted states and
control inputs over the prediction horizon.𝐵𝐼𝑆𝑟𝑒𝑓 is the BIS

Figure 4: PID controller

target (50 in our simulation), 𝑅𝑀𝑃𝐶 = 𝑑𝑖𝑎𝑔(𝑟𝑀𝑃𝐶
1 , 𝑟𝑀𝑃𝐶

2 )
is the input weighting matrix, 𝑁𝑀𝑃𝐶 is the prediction hori-
zon and 𝑢𝑒𝑞 is the equilibrium control input computed as in
Section 4.1.

The final optimization problem of the MPC is given by:
𝐮 =argmin

𝐮
𝐽𝑀𝑃𝐶 (�̄�,𝐮)

subject to �̄�(𝑘 + 𝑖 + 1) = �̄��̄�(𝑘 + 𝑖) + �̄�𝑢(𝑘 + 𝑖)
for 𝑖 ∈ [0, 𝑁𝑀𝑃𝐶 − 1]

𝑢(𝑘 + 𝑖) ∈ 𝕌 for 𝑖 ∈ [0, 𝑁𝑀𝑃𝐶 − 1]
�̄�(𝑘) = ̂̄𝑥(𝑘).

(16)

Then at each step time, the control input 𝑢(𝑘) applied to
the patient is the first element of the optimal control input 𝐮.

With the proposed formulation of MPC, the inputs con-
verge to proportional drug rates at the equilibrium, but
during the transition, the balance between propofol and
remifentanil is managed implicitly by the optimization prob-
lem. Thus, the concentration of propofol and remifentanil
might be different than that produced by a controller with a
controller using a strict proportional relation between both
drug rates.

4.3. PID Controller
The PID controller, presented in [16] and illustrated in

Fig. 4, is used as a benchmark to compare the performances
of the proposed control scheme. In this method, the rates
of propofol and remifentanil are proportional, and the fixed
ratio between the two drugs is given by 𝑟 (𝑢𝑟 = 𝑟 ⋅ 𝑢𝑝). The
control input is computed as follows:

𝑢𝑝(𝑡) = 𝐾𝑝

(

𝑒(𝑡) + 1
𝑇𝑖 ∫

𝑡

0
𝑒(𝜏)𝑑𝜏 + 𝑇𝑑

𝑑𝑒(𝑡)
𝑑𝑡

)

, (17)

where 𝑒(𝑡) is the regulation error defined by 𝑒(𝑡) =
𝐵𝐼𝑆𝑟𝑒𝑓 − 𝐵𝐼𝑆(𝑡). Before applying the control input to the
patient, the outputs of the controller are saturated to satisfy
the constraint of the system. Additionally, an anti-windup
strategy is used to prevent integration wind-up. Two different
sets of parameters are used, one for each phase of anesthesia
(induction and maintenance). During the parameter switch
from induction to maintenance, the PID states are reset to
ensure continuous control.
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5. Closed-loop Simulations
In this section, three controllers are tested, using the

same tuning method and scenario to ensure a fair compar-
ison.
5.1. Simulation Setup and Performance Criteria

To evaluate the performances of the controllers, sim-
ulations are conducted with 1000 different patients using
random uniform sampling to determine age, gender, height,
and weight. Age is between 18 and 70 years old, height
between 150 and 190cm, and weight between 50 and 100kg.
Uncertainties are then introduced to both the PK and PD
models through log-normal sampling, as described in Sec-
tion 2.3. The simulation consists of an induction phase
followed by a maintenance phase starting at a time equal
to 10 minutes, incorporating a step disturbance of +10 in
BIS at 10 minutes and -10 at 15 minutes, resulting in a
total simulation time of 20 minutes. This simple disturbance,
previously utilized in the literature, allows one to evaluate
the disturbance rejection performance of the controller. To
simulate the system in conditions similar to the real clinical
ones, a sampling time of one second is used for the patient
simulation and estimation, and the control period is set to
five seconds, as in the real implementation of the PID made
recently in [40]. Additionally, white noise with a standard
deviation of 3, filtered by a second-order low-pass filter with
a cutoff frequency of 0.03 Hz, is added to the output.

The performance criteria differ from those typically used
in the literature, as criteria more relevant to clinical practice
are selected. For the induction phase, the criteria include:

• IAE: Integral of the absolute error between BIS and
the reference.

• Sleep Time: Time to achieve and maintain a BIS level
lower than 60.

• Low BIS time: Time spent with BIS value lower than
40.

• Lower BIS value: Minimum BIS value reached.
• Settling time: Time to reach and maintain the interval

[40;60].
• Drug doses: Total volume of propofol and remifen-

tanil used relative to the patient’s weight.
For the maintenance phase, the criteria include:

• IAE: Integral of the absolute error between BIS and
the reference.

• Time out of range: Time spent with BIS outside the
interval [40;60].

• Lower BIS value: Minimum BIS value reached.
• Higher BIS value: Maximum BIS value reached.

• Drug doses: Total volume of propofol and remifen-
tanil used relative to the patient’s weight.

The optimization problems are solved using CASADI
software [41] with IPOPT solver. The entire simulation code
presented in this paper is written in Python and is available at
https://github.com/BobAubouin/TIVA_Drug_Control, utilizing
[42] for execution.
5.2. Controller Tuning

For tuning, 𝑁𝑝𝑎𝑡𝑖𝑒𝑛𝑡 = 32 random patients are con-
sidered, not included in the set of 1000 used for testing.
Demographic data for patients in the train and the test set
are illustrated in Fig. 5. One can observe that the training
distribution reflects the distribution of the test set. Each
controller is tuned using the same criterion, given by:

𝐽 = mean
𝑖=1,…,𝑁𝑝𝑎𝑡𝑖𝑒𝑛𝑡

(𝑁𝑠𝑖𝑚
∑

𝑘=1
𝑓𝑐𝑜𝑠𝑡(𝐵𝐼𝑆𝑖(𝑘), 𝐵𝐼𝑆𝑟𝑒𝑓 , 𝑘)

)

(18)

with:

𝑓𝑐𝑜𝑠𝑡(𝑥, 𝑦, 𝑘) =

{

(𝑥 − 𝑦)2 if 𝑥 > 𝑦 − 10 or 𝑘 ⋅ 𝑡𝑠 ≥ 600
|𝑥 − 𝑦|2.6 otherwise

where 𝐵𝐼𝑆𝑟𝑒𝑓 is the reference BIS value (50), 𝐵𝐼𝑆𝑖(𝑡)is the BIS value of patient 𝑖 at time step 𝑘, and 𝑡𝑠 is
the sampling time. This specific asymmetric cost function
is chosen to penalize undershooting during the induction
phase, to prevent overly aggressive controllers, and to obtain
a time to sleep between two and three minutes. Sustained
BIS values below 40 are particularly undesirable, as they
are associated with post-operative morbidities [43]. The
cost is symmetric during maintenance since, in this phase,
it is equally important to avoid excessively deep or light
hypnosis.

All controllers are tuned using a tree-structured Parzen
estimator from [44], a black-box optimization method se-
lected for its ability to handle both continuous and discrete
parameters, especially in large hyperparameter spaces.

For PID tuning, the propofol-to-remifentanil rate ratio is
set to two, a common value. Subsequently, all parameters
are tuned for both induction and maintenance, resulting in
six hyperparameters. For MEKF-MPC and MHE-MPC, the
estimator and controller are jointly tuned. For MPC, the
three hyperparameters are the prediction horizon (𝑁𝑀𝑃𝐶 )
and the control weighting matrix (𝑅𝑀𝑃𝐶 ) for induction
and maintenance. Note that the ratio between the diagonal
coefficients of 𝑅𝑀𝑃𝐶 is fixed to achieve behavior similar to
that of PID, specifically

√

𝑟𝑀𝑃𝐶
2 ∕𝑟𝑀𝑃𝐶

1 = 2. For MEKF,
the tuning parameters include 𝜆, 𝜖,𝑅𝑀𝐸𝐾𝐹 (the scalar repre-
senting output noise covariance for the EKF), and 𝑞𝑀𝐸𝐾𝐹 (a
scalar multiplying the matrice 𝑄𝑀𝐸𝐾𝐹 of state uncertainties
covariance in the EKF). For MHE, the tuning parameters
are the prediction horizon (𝑁𝑀𝐻𝐸) and the weighting scalar
𝑅𝑀𝐻𝐸 .
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Figure 5: Demographic patient density for both the train and the test set.
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Figure 6: Time-varying weights in 𝑃 matrix used in the MHE
to penalize PD parameters and disturbance estimation.

For MHE, note that the parameters of Eq. (10) have been
tuned to first identify the PD parameters during induction
and then to estimate the disturbance. The resulting time-
dependant weights are illustrated on Fig. 6.

5.3. Results
The mean and standard deviation of the simulation tra-

jectories for 1000 patients are depicted in Fig. 7 for the
three controllers. Moreover, specific results for the three
controllers are presented in Table 3.

Regarding the computational resources, the methods are
quite disparate with a mean step time duration of 0.01ms
for PID, 63ms for MEKF-MHE, and 43ms for MHE-MPC.
Despite the use of three optimization problems for the MHE-
MPC method against two in the MEKF-MPC method, the
MHE is faster using the optimized parameters.

Performance criteria of the three controllers for the spe-
cific phase of induction are available in Table. 4, and in
Table 5 for the maintenance phase.

Table 3
General results for the tested controllers. The cost is computed
over 1000 patients.

Proposed cost (×10−4) Percentage of patients
Controller mean ± std max with BIS under 40

PID 15.4 ± 10.0 89.7 11.1%
MEKF-MPC 14.0 ± 9.4 80.8 12.3%
MHE-MPC 11.2 ± 8.0 104.2 10.4%

The concentrations of propofol and remifentanil in the
effect site concentration are available in Fig. 8.

Finally, Fig. 9, 10, and 11 show the dependency of the
total IAE, the sum of induction and maintenance IAE, with
respect to patient age, gender, and patient drug sensitivity.
Note that the impact of gender on the performance of MHE-
MPC is significant (t(998) = -2.09, p < 0.05, using a student
test to confirm the hypothesis).

6. Discussion
For induction, results indicate that the MPC methods

outperform the PID in terms of IAE, with a 24% reduction
in mean IAE between MHE-MPC and PID. While this is
already a significant improvement the difference in terms
of IAE is less pronounced than the one in terms of the
proposed cost in Eq. (18) as shown in Table 3 where the
cost is reduced by 27% over the whole simulation. This
difference demonstrates the importance of the tuning cost
which should be carefully chosen according to the speci-
fication. The MHE-MPC achieves to reach both the fastest
mean sleep time and the minimum mean time under a BIS
of 40, denoting a better trade-off between these two opposite
performance criteria. The MEKF-MPC method is a bit better
than the PID in terms of IAE but is far from the MHE-MPC
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Figure 7: Mean BIS across 1000 patients for the three controllers. The plot displays the mean value ± standard deviation.

Table 4
Performance criteria for the three controllers in the induction phase.

IAE Sleep Time (m) Settling time (m) Low BIS time (s) Lower BIS Propo volume (𝑚𝑔∕𝑘𝑔) Remi volume (𝜇𝑔∕𝑘𝑔)
Controller mean ± std max mean ± std mean ± std mean ± std max mean ± std min mean ± std max mean ± std max

PID 5151 ± 2140 14842 2.4 ± 2.0 2.7 ± 2.2 10.4 ± 43.0 468.0 46.3 ± 5.4 19.7 2.3 ± 1.0 10.0 4.6 ± 2.1 19.9
MEKF-MPC 4847 ± 2255 16946 2.6 ± 2.6 2.9 ± 2.6 9.7 ± 37.3 353.0 46.1 ± 5.9 18.3 2.0 ± 1.0 9.4 5.2 ± 2.2 20.9
MHE-MPC 3900 ± 1723 12055 1.7 ± 1.6 2.0 ± 2.0 8.0 ± 35.9 386.0 44.6 ± 4.5 13.0 2.4 ± 1.0 8.3 5.4 ± 2.9 26.7

performances. However, the MHE-MPC method reaches an
average lower BIS value. Its good performance also comes at
the cost of increased consumption of remifentanil, although
the propofol consumption is similar, leading to higher effect-
site concentration as shown in Fig. 8. While this is an
important point to consider, it could be addressed in the
future by introducing constraints on drug concentration in
the MPC optimization problem.

Looking at the extreme values, one can observe that
MHE-MPC gets the worst undershoot and also obtains the
worst proposed cost. However, the controller with a longer
time with a BIS below 40 is the PID with more than seven
minutes below the threshold.

For maintenance, the MHE-MPC method also outper-
forms the other methods with 10% improvement of IAE
and 30% less time out of range compared to PID. The
MEKF-MPC obtains the worst mean IAE due to a long
convergence time after the positive disturbance as visible in
Fig. 7. Despite those differences, all the controllers obtain
correct performances which fulfill the clinical requirements.

Concerning the impact of age on the controller’s perfor-
mance, Fig. 9 shows that the mean total IAE increases with
age. This is particularly true for the MEKF-MPC method
which becomes worse than PID for the group older than
fifty years old. The PID method manages to obtain a similar

Table 5
Performance criteria for the three controllers in the maintenance phase.

IAE Time out of range (s) Lower BIS Higher BIS Propo volume (𝑚𝑔∕𝑘𝑔) Remi volume (𝜇𝑔∕𝑘𝑔)
Controller mean ± std max mean ± std max mean ± std min mean ± std max mean ± std max mean ± std max

PID 2532 ± 995 5634 64.7 ± 68.4 348.0 38.0 ± 2.2 30.4 63.1 ± 2.5 74.7 1.6 ± 0.8 7.8 3.3 ± 1.6 15.6
MEKF-MPC 2664 ± 1053 10266 55.2 ± 72.5 596.0 41.5 ± 3.1 32.8 63.6 ± 3.4 80.6 1.0 ± 0.6 5.7 4.4 ± 2.1 17.2
MHE-MPC 2268 ± 660 5227 44.2 ± 40.9 294.0 37.6 ± 2.2 25.0 61.2 ± 2.7 72.6 1.2 ± 0.6 4.7 4.1 ± 2.1 19.5
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Figure 8: Mean propofol (in 𝜇𝑔∕𝑚𝐿) and remifentanil (𝑛𝑔∕𝑚𝐿)
in concentrations across 1000 patients. The plot displays the
mean value ± standard deviation.

performance for all the groups younger than sixty years
old. Nevertheless, the worst performance of the MHE-MPC
still outperforms the best performance of PID. This graph
denotes the disparity of performance across different groups
of patients. On the same topic, on Fig. 10 one can observe
that all methods perform better on female than on male.

Fig. 11 shows how the dependence of the total IAE on the
patient sensitivity, expressed by the half effect concentration
of each drug. Although 𝐶50𝑝 does not seem to be a major de-
terminant factor of the total IAE, 𝐶50𝑟 is well correlated with
the performance criterion (an analogous test on the slope
coefficient 𝛾 reveals no correlation either). One can notice
looking at this figure that the MHE-MPC methods manage
to reduce this dependency on these parameters thanks to the
online identification process.

Both the conclusions about age and patient sensitivity on
controller performance must be taken carefully due to the
high level of variability in those results and the important
number of variables to consider. A proper statistical analysis
could be performed in the future to obtain more insightful
assessments.

Overall, the MHE-MPC outperforms the other tested
methods. However, its increased remifentanil consumption
during induction and computational complexity compared
to PID warrants careful consideration for clinical implemen-
tation. Despite the MEKF-MPC’s inferior performances,
previous studies [26] have demonstrated its superiority over
MHE on clinical data, suggesting its potential suitability for
clinical trials.

The study is also affected by some limitations:
• The simulated population is not representative of a

real population due to the uncorrelated and uniform
sampling of the demographic data. If this is a way to
partially reproduce the real world complexity in our
dataset, it is also a problem since those results will not
fully represent clinical trial populations.

• The simulation might not represent accurately the real
world. First, if noise has been identified from clinical
data it could be different in practice. Moreover, this
study does not consider a delay from BIS measure-
ment while it might be considered such as in [45].
Finally, the probabilistic distribution used to sample
patient parameters might not be representative. For the
pharmacodynamic part, values have been extracted
from [33], a study including only twenty patients. In
this sense, the variability of 𝐶50𝑟 might be exagger-
ated.

• The three controllers compared in this study might
not be directly applicable in practice. Some aspects
such as missing measurements or low signal quality
index are not considered here. Moreover, an effort to
reduce the number of drug rate changes could be done
with event-based control such as in [46] to obtain a
behaviour closer to the anesthesiologist actions.

• In the study, a population-based PID has been used
as a baseline but an individualized version has also
been proposed by the same authors in [17]. The simple
version has been used since easier to implement. The
individualized version might better handle different
patients as recently demonstrated in [47].

• Finally, comparing PID and MPC methods using only
performance criteria might not be fair and one should
also consider the importance of the PID sobriety
which allows a fast understanding, implementation,
and maintenance of this method compared to MPC-
based methods.

Conclusion
In this paper, a novel control method for the co-admini-

stration of propofol and remifentanil driven by BIS measure-
ment has been proposed. The method consists of an extended
estimator along with a model predictive controller to regu-
late the patient’s depth of hypnosis. Two estimation methods
are compared: the Multiple Extended Kalman Filter and the
Moving Horizon Estimator, alongside a PID controller used
as a baseline. Results obtained from simulations involving
1000 virtual patients are discussed using the proposed per-
formance criteria.

These findings underscore the efficacy of the MHE-MPC
method during the induction and maintenance phase, where
it strikes a better balance between convergence speed and
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Figure 9: Mean total IAE for different age groups for the three controllers. Error bars denote the standard deviation.
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Figure 10: Mean total IAE for the two genders for the three
controllers. Error bars denote the standard deviation.

overshoot compared to MEKF-MPC and PID control. How-
ever, the bigger consumption of remifentanil coupled with
the complexity of the method temper the overall efficacy of
the MPC approach.

Beyond evaluating specific control methods, this paper
demonstrates the feasibility of conducting fair comparisons
among closed-loop methods using clinically relevant in-
dicators. Furthermore, it highlights the importance of the
controller tuning and thus the choice of the cost function for
tuning. While it is not intended to replace clinical trials, com-
parison using numerical simulation allows the controllers to
be tested under standardized conditions. This is a first step to
ensure the reliability of the control method before moving to
clinical trials. We believe that the open-source philosophy
should be encouraged in the research community as it is a
key point to ensure the reproducibility of the results, further
comparisons and trust within the clinical community.
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