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1.  Introduction
Climate change adaptation decision-making is an interdisciplinary research field that requires close collabora-
tion between climate science and decision science in order to adequately support decision-making. The kind 
of climate information needed for a specific adaptation decision is thereby determined by the decision-making 
method applied, which in turn is determined by the decision context (Helgeson, 2018; Hinkel et al., 2019, 2015; 
Weaver et al., 2017).

For many long-term climate change adaptation decisions the context is shaped by two characteristics. On the one 
hand, the portfolio of necessary adaptation actions includes large investments in infrastructure, which exhibit 
long lead and life times, specifically in the water sector (Cooley et al., 2022). For example, dikes exhibit lead 
times of 5–25 years and life times above 30 years (Climate-ADAPT, 2016). On the other hand, future projections 
about critical climate variables are highly uncertain due to, amongst others, future greenhouse gas emissions and 
a poorly constrained climate sensitivity. For example, sea levels in 2100 could range between 28 and 101 cm 

Abstract  Adaptation decision-scientists increasingly use real-option analysis to consider the value of 
learning about future climate variable development in adaptation decisions. Toward this end learning scenarios 
are needed, which are scenarios that provide information on future variable values seen not only from today 
(as static scenarios), but also seen from future moments in time. Decision-scientists generally develop learning 
scenarios themselves, mostly through time-independent (stationary) or highly simplified methods. The climate 
learning scenarios thus attained generally only poorly represent the uncertainties of state-of-the-art climate 
science and thus may lead to biased decisions. This paper first motivates the need for learning scenarios by 
providing a simple example to illustrate characteristics and benefits of learning scenarios. Next, we analyze 
how well learning scenarios represent climate uncertainties in the context of sea level rise and present a novel 
method called direct fit to generate climate learning scenarios that outperforms existing methods. This is 
illustrated by quantifying the difference of the sea level rise learning scenarios created with both methods to the 
original underlying scenario. The direct fit method is based on pointwise probability distributions, for example, 
boxplots, and hence can be applied to static scenarios as well as ensemble trajectories. Furthermore, the direct 
fit method offers a much simpler process for generating learning scenarios from static or “ordinary” climate 
scenarios.

Plain Language Summary  Many climate change adaptation decisions require large investments in 
infrastructure (e.g., dikes), while at the same time future projections about critical variables (e.g., sea level rise) 
are highly uncertain. Decision-scientists address these challenges with methods based on flexibility and staged 
decision-making. For example, a coastal decision-maker could implement a dike with a wider foundation, 
and, if necessary, upgrade the dike height in the future. The decision-maker will learn by observing future sea 
level rise if higher dike protection levels are actually necessary in the future. In order to assess whether it is 
economically beneficial to wait for future learning through observations, and thus to justify additional expenses 
for flexible infrastructure investments, learning scenarios are required. Learning scenarios provide projections 
of critical variables seen from today and from future moments in time. For example, learning scenarios of sea 
level rise contain sea level rise projections seen from 2050 onward, depending on a certain amount of sea level 
rise observed until 2050. In this paper, we provide a simple example to illustrate coastal decision-making with a 
learning scenario, propose a new method to generate learning scenarios, and apply this method to generate sea 
level rise learning scenarios.
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within a 66% likely range across the spectrum of emission pathways considered in the sixth Assessment Report 
(AR6) of the Intergovernmental Panel on Climate Change (IPCC) (Fox-Kemper et al., 2021). Against this back-
ground, it is challenging for public authorities to design long-lasting infrastructure and to justify such expensive 
investments.

One set of decision-making methods that is considered specifically suitable for contexts with large infrastructure 
investments and high uncertainties are so-called adaptive decision-making methods (Oppenheimer et al., 2019). 
These methods emphasize the design of flexible measures and infrastructure, the postponement of decisions and/
or staged decision-making, thereby taking into account that learning through observing future climate variables 
will reduce climate uncertainty (New et al., 2022).

Various adaptive decision-making methods exist, an emerging one of them being real-option analysis. Real-option 
analysis methods identify optimal adaptation decision rules with respect to probabilistic information about 
future development of climate variables (Wreford et  al.,  2020). Similar to real-option analysis, more broadly 
defined dynamic planning methods use control theory to optimize adaptation decision rules over time (Herman 
et al., 2020). Note that standard real-option analysis can only be applied to climate scenarios that incorporate 
probabilistic information, for example, only within one SSP scenario (Kwakkel, 2020). To develop decision rules 
that consider multiple SSP scenarios, methods such as robust decision-making and dynamic adaptive pathways 
planning need to be applied on the output of ROA methods. For an example, see Lawrence et al.  (2019) and 
van der Pol et  al.  (2021). Other prominent adaptive decision-making methods are adaptive planning (Walker 
et al., 2001), adaptation pathway analysis (Haasnoot et al., 2012), and dynamic adaptive policy pathways (Haasnoot 
et al., 2013). Adaptive planning generates a basic plan which is updated over time once new information is avail-
able (Walker et al., 2001). Adaptation pathway analysis explores different sequences of adaptation policies under 
alternative external factors changing over time (Haasnoot et al., 2012). Visualizing the different pathways and 
transitions between them yields a so-called adaptation pathway map. Dynamic adaptive policy  pathways extend 
adaptation pathway analysis with a framework for monitoring climate variables (signposts) over time and trigger-
ing adaptation actions if predefined variable thresholds are crossed (Haasnoot et al., 2013).

Here, we focus on real-option analysis and its key advantage to quantify the value of learning in combination with 
flexible adaptation options (Kind et al., 2018). Thus, real-option analysis can justify whether implementing flexi-
ble adaptation options today are worth the extra costs, or if waiting for further knowledge is beneficial (Buurman 
& Babovic, 2016). This is specifically relevant for public decisions that involve expensive and long-lasting infra-
structure, because in such cases, the public sector needs to justify that public money is spent wisely. For example, 
coastal authorities are confronted with the question of whether it is meaningful to upgrade dikes today or accept 
temporarily higher flood risks and upgrade in the future when more information about sea level rise is available.

The critical prerequisite for real-option analysis is the availability of probabilistic information of uncertain 
climate variables that incorporate future learning, for example, projections seen from a future moment in time 
considering observations until this point in time. We call these projections learning scenarios, as introduced by 
Hinkel et al. (2019).

Although climate learning scenarios are critical for the economic analysis of adaptation decisions, literature 
rigorously developing learning scenarios based on the state-of-the-art climate science is scarce. Until now, learn-
ing scenarios are not available from authoritative sources such as the IPCC and decision-scientists generally 
generate learning scenarios about climate variables themselves based on available static scenarios (projections 
seen from today, see Section 2.1) or historic data. Even though learning scenarios could have a major influence 
on the outcomes of decisions (see Section  2.2), the generation of climate learning scenarios is to date only 
superficially linked to climate science (e.g., no sea level rise learning scenarios based on state-of-the-art climate 
science, i.e., sea level rise projections of AR5 and AR6, exist) (Völz & Hinkel, 2023a). Furthermore, there is 
hardly any literature that has analyzed how good learning scenarios represent the underlying climate scenarios 
(Völz & Hinkel, 2023a). See Section 2.3 for a detailed presentation of state-of-the-art climate learning scenarios 
with a special focus on sea level rise.

We address these research gaps by (a) providing a simple adaptation example to illustrate the characteristics 
and benefits of learning scenarios for nondecision-scientists, (b) presenting a novel method called direct fit to 
generate learning scenarios from the static IPCC AR6 sea level rise scenarios as well as the underlying ensemble 
trajectories, and (c) developing a goodness of fit metric to analyze how good the learning scenarios developed to 
represent the underlying scenarios.
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2.  State-Of-The-Art
2.1.  Static Scenarios Versus Learning Scenarios

Static scenarios provide information on future variable values seen from 
today, without considering that these estimations can change over time 
depending on future learning (Völz & Hinkel, 2023a). Well-known examples 
of static scenarios are the global mean sea level rise projections of the IPCC 
as shown in Figure 1 (yellow). Dissimilar to standard IPCC sea level rise 
plots, which plot the data as time-series of given percentile (e.g., median, 
17th, and 83rd percentiles), we plot these as sequences of boxplots, because 
this more accurately represents actual IPCC data. The sea level rise scenarios 
of AR6 are probability distributions of future sea level rise, given for differ-
ent moments in time (10 years time steps). Plotting this data as continuous 
time-series, for example, by connecting the median values of each time step, 
can lead to misinterpretations. For example, if the median value of sea level 
rise will be observed in 2040, this does not mean that future sea level rise is 
going to continue on this median time-series. Plotting the AR6 scenarios as 
a discrete time series of boxplots emphasizes that the data actually does not 
contain any information on the connection between time steps.

In contrast to static scenarios, we define learning scenarios as scenarios that 
provide information on future variable values seen not only from today, but 

also seen from future moments in time (Hinkel et al., 2019; Völz & Hinkel, 2023a). The information seen from a 
future moment in time is an updated estimation that is based on learning that occurs until that future moment in 
time, for example, learning based on observing a climate variable between now and that future moment in time. 
Please refer to Völz and Hinkel (2023a) for a precise mathematical definition of static scenarios and learning 
scenarios. In contrast to static scenarios, learning scenarios provide information on the connection between time 
steps. For example, a sea level rise learning scenario plotted in Figure 1, which has the form of a directed graph 
and captures a learning effect based on the observed increase of sea level rise every 10 years, provides informa-
tion on how likely it is to observe the 25th percentile in 2040 and then experience the 50th percentile in 2050.

2.2.  A Stylized Decision Using Adaptation Pathways, Learning Scenarios and Real-Option Analysis

We use a simple sea level rise learning scenario and illustrate how it can support a simple adaptive adaptation 
decision of building a fixed height dike or a flexible dike (i.e., a more expensive dike with the option to upgrade 
it in the future). Assume a coastal adaptation decision-maker has three adaptation options (two fixed height dikes 
and one flexible dike) to protect against rising sea levels with respective implementation costs given in Table 1. 
We illustrate this setting with an adaptation pathway map in Figure 2. Dissimilar to standard adaptation pathway 
maps, which use a set of alternative and one-dimensional x-axes to represent different static sea level rise scenar-
ios (Haasnoot et al., 2013), we use our two-dimensional learning scenario to represent sea level rise at the bottom 
of Figure 2. This reveals one crucial advantage of learning scenarios: we not only have information on alternative, 
disjoint developments of a climate variable seen from today (as offered by static scenarios), but also information 
on how the different developments of a climate variable are connected with each-other over time.

Using the information from the learning scenario, we can now calculate the 
average adaptation costs occurring in the planning periods 2060 and 2100, 
depending on the action chosen in 2030. If action A, building a 0.5 m dike, 
is chosen in 2030, there is a chance of 50% that we will observe low sea level 
rise in 2060, and we then know that the 0.5 m dike will be effective until 
2100. Similarly, there is a 50% chance that we will observe high sea level rise 
in 2060 and then action A might be insufficient in 2100. Hence, transferring 
from action A to B in 2060 will  be necessary for a risk-averse decision-maker 
that is not willing to take a 50% chance of being under-protected. Thus, the 
average adaptation costs when choosing action A in 2030 are: 0.5 × 1$ + 0.5 
× (1$ + 2$) = 2$. Analogously, choosing action B leads to average costs of 2$ 

Figure 1.  Static sea level rise scenario from Intergovernmental Panel on 
Climate Change sixth Assessment Report for the shared socioeconomic 
pathway SSP 2–4.5 plotted as pointwise boxplots (yellow) and a simple 
learning scenario derived from the static scenario (blue). The yellow boxplots 
show the minimum value, the 25th percentile value, the median (black line), 
the 75th percentile value, and the maximum value.

Adaptation action Costs (Mio $)

A 0.5 m dike 1

B 1 m dike 2

C 0.5 m dike with upgrade option 1.2

A → B Upgrade dike A to 1 m 2

C → B Upgrade dike C to 1 m 1

Table 1 
A Simple Example: Adaptation Actions and Implementation Costs
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and action C to 1.7$. Hence, this analysis justifies the additional implementa-
tion costs for flexible adaptation action C. In this example, we have neglected 
the issue of discounting in order to keep the illustration clear and simple. In 
real-world case studies, either private (i.e., risk free rate of return) or social 
discount rates should be considered because future values are generally worth 
less than current values due to a range of factors including economic growth, 
inflation, returns on alternative investments, etc. Furthermore, the discount 
rate often has significant implications on the outcome of cost-optimal adap-
tation decisions (Martello & Whittle, 2023).

Whether additional costs for flexible adaptation measures are economically 
beneficial depends, among others, on the magnitude of future learning. For 
example, modifying the learning scenario by shifting the medium sea level 
rise node in 2100 to 0.7 instead of 0.5 m changes the outcome. Switching 
from action A (or C) to B is always necessary in 2060 for a risk-averse 
decision-maker, as low sea level rise in 2060 cannot rule out future sea levels 
above 0.5 m. Then, the average costs for action B are 2$, costs for action A 
are 3$, and costs for action C are 2.2$. Hence, under the modified learning 
scenario, building a 1 m dike in 2030 is economically more efficient then a 
flexible 0.5 m dike.

2.3.  Existing Literature of Climate Learning Scenarios and Application 
to Sea Level Rise

Climate learning scenarios have been developed for a variety of 
climate-dependent variables such as precipitation (Liu et  al.,  2018), flood 
damage (Abadie et al., 2017), sea level rise (Gersonius et al., 2012), water 
supply (Erfani et  al.,  2018), river discharge (Kind et  al.,  2018), climate 
damages (Bauer et  al.,  2023; Daniel et  al.,  2019) and soil fertility (Schou 

et  al.,  2015). The majority of these developments thereby apply stationary stochastic processes based on the 
method of Cox et al. (1979) (Abadie et al., 2017; Gersonius et al., 2013, 2012, K. Kim et al., 2017; M.-J. Kim 
et al., 2019; Kontogianni et al., 2014; Liu et al., 2018; Oh et al., 2018; Park et al., 2013; Ryu et al., 2018). This 
method consists in fitting a stationary Geometric Brownian motion to a historic climate variable trajectory and 
then using this to construct a learning scenario in the form of a graph. A few publications generate climate learn-
ing scenarios based on simple, ad-hoc assumptions such that uncertainty is fully reduced at some future point in 
time (Bruin & Ansink, 2011; Hino & Hall, 2017; Jeuland & Whittington, 2014; Schou et al., 2015; van der Pol 
et al., 2015, 2013). Others use simplified physical models to generate climate learning scenarios by rerunning the 
models with future virtual observations (Guillerminet & Tol, 2008; Guthrie, 2019; Webster et al., 2008). More 
recently, researchers have been using of Bayesian learning to generate nonstationary climate learning scenarios 
through updating projections with future virtual observations (Dittes et al., 2018; Fletcher, Strzepek, et al., 2019; 
Guthrie, 2019; Hui et al., 2018; Webster et al., 2008). Two methods (Dittrich et al., 2019; Fletcher, Lickley, & 
Strzepek, 2019) generate climate learning scenarios on the basis of nonstationary climate model output given as 
trajectories. Both analyze ensemble trajectories to determine transition probabilities for precipitation learning 
scenarios.

In the domain of sea level rise, learning scenarios have rarely been applied and the majority of adaptation decision 
analyses use static sea level rise scenarios (van der Pol & Hinkel, 2019). Even though recent publications empha-
size the option to wait for further knowledge about rising sea levels under appropriate circumstances (Slangen 
et al., 2022), only very few learning scenarios for sea level rise exist. The few existing sea level rise learning 
scenarios are generated by random sampling of distribution parameters (Woodward et al., 2014), a stochastic 
process (Gersonius et al., 2013), updating distribution parameters (Linquiti & Vonortas, 2012), simple physical 
models (Webster et al., 2008) or ad-hoc assumptions (van der Pol et al., 2013).

All of the applied methods to generate learning scenarios for sea level rise are of rather simple nature and not 
well-grounded on sea level rise science (Völz & Hinkel, 2023a). For example, the stationary stochastic process 
assumes a constant growth rate and a constant variance over the whole time horizon (Gersonius et al., 2013), 

Figure 2.  A simple example: adaptation pathway map extended by a sea level 
rise learning scenario. We choose the probability of transitioning from any 
node to any of its two next nodes to be 50%. Note that any other combination 
of probabilities adding up to 1 would in principle be an equally suitable 
choice, because the value of sea level rise attained at the two next nodes is 
computed based on these probabilities.
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which is inadequate to represent sea level rise uncertainties as sea level rise does not exhibit constant growth 
rates nor a constant variance over time. Further, the existing learning scenarios (Gersonius et al., 2013; Linquiti 
& Vonortas, 2012; van der Pol et al., 2013; Webster et al., 2008; Woodward et al., 2014) do not provide any infor-
mation on how well the learning scenarios represent the underlying data, and neither AR5 nor AR6 sea level rise 
projections were used as underlying data (Völz & Hinkel, 2023a). We address these shortcomings by developing 
nonstationary learning scenarios for sea level rise that are based on IPCC AR6 and further use a metric to provide 
information on how well the learning scenarios represent the underlying data.

A challenge for generating sea level rise learning scenarios lies in the uncertainty of sea level rise projections due 
to its generation process, as there is no single integrated model that yields trajectories of rising sea levels. Instead, 
several separate models for each sea level rise component (e.g., Antarctic ice sheet, Greenland ice sheet, thermal 
expansion etc.) exist, whereas no probabilities can be assigned to the different models for one component and 
each model has its own parameter and projection uncertainties. This leads to quantifiable uncertainty within each 
model and ambiguity between the different models for sea level rise components (Kopp et al., 2022). In AR6, 
multiple probability distributions for different subsets of component models, called workflows, where developed 
and combined through a p-box approach within FACTS (Framework for Assessing Changes To Sea level) (Kopp 
et al., 2023). FACTS considers seven different workflows and uses Monte-Carlo sampling to produce 20,000 
ensemble trajectories (time-series) for each workflow. The particular p-box approach in AR6 combines proba-
bility distributions of several workflows into one static scenario (see Figure 1) by taking the minimum quantile 
value of all workflow quantile values below 50%, the mean of all 50% quantile values, and the maximum quantile 
value of all workflow quantile values above 50%.

The application of state-of-the-art methods to generate learning scenarios for sea level rise is limited due to the 
characteristics of sea level rise projections. A Bayesian approach similar to Fletcher, Lickley, and Strzepek (2019) 
would only work for each sea level rise component separately, not for the sum of all components. Generation 
methods based on analyzing trajectories can only be applied to ensemble trajectories of each workflow, not to the 
static p-box scenario. So far, no generation methods based on quantile functions, as it would be needed for the 
static p-box scenario, exist.

The contribution of this paper to the climate and sea level scenario literature is threefold. First, we develop a new 
nonstationary method called direct fit for the generation of learning scenarios, which is based on a highly flexible 
and efficient algorithm and can be applied to either static scenarios or ensemble trajectories. Second, we provide 
a goodness of fit metric that can be used to analyze how well learning scenarios represent the underlying data. 
Both of these methods can be applied to any probabilistic scenario data. Third, we apply our direct fit method 
to generate sea level rise learning scenarios based on IPCC AR6 scenarios and ensemble trajectories, and use 
our metric to prove that the learning scenarios sufficiently represent the underlying data. The resulting sea level 
learning scenarios can be used by anyone appraising coastal adaptation options and adaptation pathways.

3.  Methods
3.1.  Direct Fit Method

To generate our direct fit learning scenario, we first define a graph structure and then position the nodes of the 
graph in accordance with the static scenario in each time step. From here on, we refer to the graph as lattice or 
scenario lattice.

3.1.1.  Step 1: Definition of the Lattice Structure

We first define our lattice structure with a fixed number of nodes for each time step and fixed transition proba-
bilities between horizontal neighboring nodes. We choose a binomial and recombining lattice structure, similar 
to Cox et al.  (1979), meaning that each node of the graph transitions into two other nodes in the consecutive 
time step and that two vertical neighboring nodes transition to the same node in the consecutive time step. This 
ensures linear growth in the number of nodes with increasing time steps. In contrast to Cox et al. (1979), our 
method does not rely on a (stationary) stochastic process. Instead, the scenario lattice is fitted directly onto 
the static scenario, generating a highly flexible and nonstationary lattice shape without any prior distributional 
assumptions. We enumerate the lattice nodes in each time period with 𝐴𝐴 𝑡𝑡 =

{

𝑙𝑙𝑛𝑛
𝑡𝑡
, 𝑛𝑛 = 1, . . . , 𝑡𝑡

}

 for t = 1, …, T. 
Note that our binomial and recombining lattice structure defines the cardinality of nodes in each time step as 
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𝐴𝐴 |𝑡𝑡| = 𝑡𝑡 . We set the probability p to move upwards to 0.5, similar to the lattice parameters defined by Jarrow and 
Rudd (1983). The probability p defines the occurrence probability for each node in the lattice and could be set to 
any number between 0 and 1, as the node positioning process described in the following Section 3.1.2 adjusts the 
node positions with respect to p.

3.1.2.  Step 2: Positioning of the Lattice Nodes

We position all nodes 𝐴𝐴 𝐴𝐴𝑛𝑛
𝑡𝑡
 of the scenario lattice in accordance with the respective quantile function Qt(q) of the 

underlying static scenario. To do this, we define t vertical intervals in each time step t (according to the number 
of nodes in each time step) and position each node within one interval. We adjust the position and length of the 
intervals with respect to the occurrence probability of each node 𝐴𝐴 𝐴𝐴𝑛𝑛

𝑡𝑡
 and the quantile function Qt(q). The occur-

rence probability for each node seen from the first time step is given by the binomial distribution:

𝑃𝑃
(

𝑙𝑙
𝑛𝑛

𝑡𝑡

)

=

(

𝑡𝑡 − 1

𝑛𝑛 − 1

)

𝑝𝑝
𝑛𝑛−1

(1 − 𝑝𝑝)
𝑡𝑡−𝑛𝑛

.� (1)

The binomial distribution is shifted by −1 because the indices of 𝐴𝐴 𝑡𝑡 start with n = 1, whereas the binomial 
distribution formula has to start with n = 0. To generate t vertical intervals for the node positions, t + 1 interval 
boundaries are required. To be able to generate t + 1 interval boundaries, based on 𝐴𝐴 𝑡𝑡 with cardinality t, we define 
an artificial node 𝐴𝐴 𝐴𝐴0

𝑡𝑡
 with 𝐴𝐴 𝐴𝐴

(

𝑙𝑙0
𝑡𝑡

)

= 0 for each time step. Now we have t + 1 nodes that we process to t + 1 interval 
boundaries for each time step. We assign a probability value to each node n by summing over the occurrence 
probability of all nodes lying vertically below the node n in time t. Hence, the interval boundaries for each vertical 
interval Φn,t are given by:

Φ𝑛𝑛𝑛𝑛𝑛 =

[

𝑛𝑛−1
∑

𝑘𝑘=0

𝑃𝑃
(

𝑙𝑙
𝑘𝑘

𝑡𝑡

)

,

𝑛𝑛
∑

𝑘𝑘=0

𝑃𝑃
(

𝑙𝑙
𝑘𝑘

𝑡𝑡

)

]

� (2)

for n = 1, …, t and t = 1, …, T. To position the nodes 𝐴𝐴 𝐴𝐴𝑛𝑛
𝑡𝑡
 within the intervals Φn,t, we use the quantile value of the 

arithmetic mean of the intervals with

𝑙𝑙
𝑛𝑛

𝑡𝑡 = 𝑄𝑄𝑡𝑡

(

Φ𝑛𝑛𝑛𝑛𝑛

)

= 𝑄𝑄𝑡𝑡

(

∑𝑛𝑛−1

𝑘𝑘=0
𝑃𝑃
(

𝑙𝑙𝑘𝑘
𝑡𝑡

)

+
∑𝑛𝑛

𝑘𝑘=0
𝑃𝑃
(

𝑙𝑙𝑘𝑘
𝑡𝑡

)

2

)

� (3)

for n = 1, …, t and t = 1, …, T. In case the quantile functions Qt(q) are only defined for a discrete set of quantiles, 
q1, …, qm, we use the quantile from this set with the minimal distance to the mean of the interval boundaries

𝑙𝑙
𝑛𝑛

𝑡𝑡 = 𝑄𝑄𝑡𝑡

(

argmin
𝑞𝑞∈𝑞𝑞1 ,. . . ,𝑞𝑞𝑚𝑚

|Φ𝑛𝑛𝑛𝑛𝑛 − 𝑞𝑞|

)

� (4)

for n = 1, …, t and t = 1, …, T. Note that our binomial and recombining lattice structure together with our node 
positioning process is suitable for a smooth climatic process without abrupt changes, as it forces two transitions 
of one node to relatively close values in the consecutive time step. As sea level rise scenarios display a smooth 
climatic process that increases steadily over time, we assume that the direct fit method is suitable to generate 
learning scenarios for sea level rise.

3.2.  Enhancements of Direct Fit

Here, we present two enhancements of the direct fit lattice to improve the goodness of fit to the underlying static 
scenario at the cost of an increasing number of nodes, which increases the runtime of the decision framework. 
Increasing the number of nodes of a lattice potentially improves the goodness of fit because this increases the 
number of data points that store information about quantile values. These enhanced methods could be useful in 
settings where more precise learning scenarios are needed, for example, because the normal direct fit method 
does not exhibit a sufficient goodness of fit, and the decision framework does not face computational restrictions 
due to the increased number of nodes of the shift or skip enhancement.

3.2.1.  Shift

The first enhancement is based on the idea to expand the lattice by doubling the time steps and fitting only the 
second horizontal half of the lattice to the static scenario. This results in a shift of the lattice to the left by the 
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number of total time steps T. The lattice then contains T + 1 nodes instead of one node in the first time step and 
2T + 1 nodes instead of T nodes in the last time step. To generate the shifted direct fit learning scenario, we 
simply use the formulation in Section 3.1, set the maximum time step to 2T instead of T, and position all nodes 
before the new first time step (T + 1) at any arbitrary value.

3.2.2.  Skip

The second enhancement is based on the observation that the direct fit lattice has a better fit to the static scenario 
in odd time steps compared to even time steps. In odd time steps, the number of nodes is odd and according to the 
binomial distribution one node is positioned directly on the median. In even time steps, the nodes are positioned 
next to the median. This results in a zig-zag course over time. We therefore decide to generate a lattice only with 
odd numbers of nodes in each time step by skipping all even time steps. This creates a trinomial scenario lattice. 
Similar to the shift method, we use the formulation in Section 3.1 and set the maximum time step to 2T. We start 
to position the first node of the lattice on the median value of the quantile function of the first time step. We 
position the next two following nodes of the lattice at any arbitrary value. Then, the following three nodes of the 
lattice are positioned according to their occurrence probability (consider odd and even time steps for the binomial 
distribution) and the quantile function in the second time step. We alternate like this between positioning one 
vertical node set on arbitrary values (skipping these nodes) and positioning one vertical node set according to the 
quantile function, until all lattice nodes are positioned.

3.3.  Generating Sea Level Rise Learning Scenarios and Analyzing Goodness of Fit

We generate learning scenarios based on the static p-box scenario and on ensemble trajectories from workflow 
1f (Fox-Kemper et al., 2021; Garner et al., 2021a; Garner et al., 2021b) by applying the direct fit method (plus 
enhancements) and the stationary method of Cox et al. (1979) based on a stochastic process. To apply the direct fit 
methods onto ensemble trajectories, we calculate pointwise quantile functions based on the trajectories and apply 
the method on these quantile functions. We choose workflow 1f, as this workflow does not rely on Gaussian Process 
emulations, which model each point in time independently and thus cannot be interpreted as ensemble trajectories 
(Edwards et al., 2021; Kopp et al., 2023). Instead, workflow 1f uses AR5 data to model the Antarctic ice sheet 
and glaciers and a parametric ISMIP6 approach to model the Greenland ice sheet (Kopp et al., 2023). All learning 
scenarios in this manuscript are developed for the global SSP 2–4.5 scenario under medium confidence. We further 
provide results for learning scenarios based on SSP 1–1.9 and SSP 5–8.5 in the Supporting Information. A detailed 
description of our implementation of the method by Cox et al. (1979) can be found in the Supporting Information.

To visualize how good a learning scenario represents the underlying static sea level rise scenario, we conduct 
a Monte-Carlo analysis to obtain quantile functions per time step for each learning scenario. To do so, we draw 
10,000 realizations of sea level rise development by randomly choosing a pathway through the scenario lattice. 
We then generate a sample set with 10,000 data points for every time step according to the realizations. Based on 
the sample set in each time step, we can calculate quantile values. We can then compare the quantile functions 
from the learning scenario to the quantile functions of the AR6 sea level rise scenario.

We further develop a metric to quantify the gap between the learning scenario and the underlying static scenario. 
We use this metric to analyze the gap seen from today and seen from future moments in time, based on artificial 
observations. As a metric, we use the Wasserstein distance, which quantifies the distance between two probability 
distributions, to determine the distance between both quantile functions. Stemming from optimal transportation 
problems, the Wasserstein distance Wp for two probability densities f and g with cumulative distribution functions 
F and G is defined as (Kolouri et al., 2017):

𝑊𝑊𝑝𝑝(𝑓𝑓𝑓 𝑓𝑓) =

(

∫

1

0

|𝐹𝐹
−1
(𝑧𝑧) − 𝐺𝐺

−1
(𝑧𝑧)|

𝑝𝑝
𝑑𝑑𝑑𝑑

)

1

𝑝𝑝

.� (5)

We will use the one-dimensional case p  =  1, which is also known as the earth mover's distance (Levina & 
Bickel, 2001). Considering that the inverse cumulative distribution functions in our case are given as discrete 
quantile functions, we apply the following Euclidean metric to measure the distance between the learning 
scenario quantile function 𝐴𝐴 𝐴𝐴𝐿𝐿

𝑡𝑡
(𝑞𝑞) and the AR 6 sea level rise quantile function Qt(q) at time step t and quantile q′:

𝑑𝑑
(

𝑡𝑡𝑡 𝑡𝑡
′
)

= |𝑄𝑄𝑡𝑡

(

𝑞𝑞
′
)

−𝑄𝑄
𝐿𝐿

𝑡𝑡

(

𝑞𝑞
′
)

|.� (6)
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We further quantify the gap between the learning scenario and the underlying static scenario with an average 
distance, called overall earth mover's distance. To do so, we sum earth mover's distances over all quantiles and 
time steps and divide this sum by the number of quantiles and time steps:

𝑑𝑑𝑄𝑄𝑄𝑄𝑄𝐿𝐿 =
1

𝑇𝑇 × 𝑚𝑚

𝑇𝑇
∑

𝑡𝑡=1

𝑞𝑞𝑚𝑚
∑

𝑞𝑞=𝑞𝑞1

𝑑𝑑(𝑡𝑡𝑡𝑡𝑡 ).� (7)

Moreover, we compute the average distance for several subsets that contain only a few time steps or quan-
tiles. We compute the earth mover's distance for three time intervals (𝐴𝐴 1 = [2020, 2050] , 𝐴𝐴 2 = [2060, 2100] , 

𝐴𝐴 3 = [2110, 2150] ) to analyze the time-dependent fit of the learning scenarios. We further compute the average 
distance for the subset of quantile values below 5% and above 95% to analyze the fat tails fit.

In addition to the goodness of fit analysis mentioned above, which only analyses the fit as seen from today, we 
add a goodness of fit analysis as seen from future moments in time, based on artificial observations. This analysis 
can only be done for learning scenarios based on ensemble trajectories, as we need to analyze the information 
on the transition between time steps, which trajectories provide by definition, but static scenarios do not contain 
any information on the transition between time steps (see Section 2.1). To test how well a learning scenario 
can predict a potential future sea level rise range, given a specific sea level observation at a specific future 
moment in time, we define observation windows. An observation window is defined by an observation year 
and a minimum and maximum value of sea level rise observations. We then filter all sea level rise trajectories 
from the workflow and all Monte-Carlo sampled learning scenario pathways that are lying in this observation 
window (see Figure  7). Based on these filtered trajectories and filtered learning scenario pathways, we can 
calculate quantile functions for both sea level projections conditional on the given observation. We then apply 
the earth mover's distance to quantify the gap between both quantile functions. We consider observation windows 
at all time steps (2040, 2050, …, 2140) with 20 observation windows in each time step, defined by the quantile 
values 0%, 5%, …, 95%, 100%. We present average earth mover's distances for three subsets of observation years 

𝐴𝐴 (𝑇𝑇1 = [2030, 2050], 2 = [2060, 2100], 3 = [2110, 2140]) and the lowest (0%–5%) and highest (95%–100%) 
observation windows.

4.  Results
The sea level rise learning scenarios generated by the direct fit (plus enhancements) methods and the stochas-
tic process method are visualized in Figure 3 for the static p-box scenario and in Figure 4 for the workflow 1f 
trajectories.

We visualize how good the learning scenarios represent the underlying scenario as seen from today by using the 
Monte-Carlo analysis described in Section 3.3 and plot the resulting quantile functions as boxplots in Figure 5 for 
the static p-box scenario and Figure 6 for the workflow 1f trajectories.

Quantifying the gap between the learning scenario quantile functions and the underlying scenarios yields abso-
lute earth mover's distances (Equation 6) for each quantile value and time step, which are plotted as histograms 
for the static p-box scenario and the workflow 1f trajectories in the Supporting Information. Table 2 presents the 
average earth mover's distances together with the number of unique nodes for each learning scenario for the static 
p-box scenario and workflow 1f. The smaller the earth's mover's distance is the less deviation between the learn-
ing scenario quantile function and the underlying static scenario exists. In other words, the smaller the earth's 
mover's distance is, the better the learning scenario mimics the underlying static scenario.

We further analyze how well the learning scenarios based on workflow 1f trajectories represent future sea level 
rise as seen from future moments in time, based on artificial observations. Figure 7 illustrates how we filter the 
trajectories and Monte-Carlo sampled learning scenario pathways by one observation window. The resulting 
quantile functions representing future sea level rise, plotted as boxplots, can then be used to calculate the earth 
mover's distance.

We present the average earth mover's distances for different learning scenarios and subsets of observation 
windows in Table 3.

The learning scenario by Cox et al. (1979) based on a stochastic process exhibits a good fit for the last time step 
(the stochastic process is fitted to the last time step, see Supporting Information S1 for details), but is insufficient 
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Figure 3.  Learning scenarios (blue) based on static p-box SSP 2–4.5 AR6 sea level rise scenario (yellow), which is plotted as 
pointwise boxplots. Learning scenarios are generated by (a) a stochastic process by Cox et al. (1979), (b) direct fit, (c) direct 
fit and skip, and (d) direct fit and shift. The boxplots show the minimum value, the 25th percentile value, the median (black 
line), the 75th percentile value, and the maximum value.

Figure 4.  Learning scenarios (blue) based on trajectories of SSP 2–4.5 AR6 sea level rise workflow 1f (gray), which are 
plotted as pointwise boxplots (green). Learning scenarios are generated by (a) a stochastic process by Cox et al. (1979), (b) 
direct fit, (c) direct fit and skip, and (d) direct fit and shift. The boxplots show the minimum value, the 25th percentile value, 
the median (black line), the 75th percentile value, and the maximum value.
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to represent sea level rise in the rest of the time horizon. It clearly shows in the quantile function comparison 
based on the Monte-Carlo Analysis in Figures 5 and 6, and even in the learning scenario plot in Figures 3 and 4, 
that the exponential shape of the learning scenario is insufficient to represent sea level rise development. The 
scenario deviations (18/12 cm on average and often up to 50/30 cm, especially for high end sea level rise, see 
Table 2 and the histogram figures in the Supporting Information, lead to a severe underestimation of flood risks 
and are problematic if coastal protection measures are aligned to it. For example, in our adaptation example 
(Section 2.2), a deviation above 20 cm would clearly lead to highly imprecise adaptation decisions.

Our direct fit method clearly outperforms the stochastic process method for all average distances to the underlying 
scenario, while having exactly the same number of lattice nodes (Tables 2 and 3). We can reduce the distances 
at the cost of additional lattice nodes by applying the shift or skip enhancement, whereas the direct fit and shift 
method with the highest number of nodes clearly outperforms all other methods. The histograms in the Support-
ing Information show that the direct fit methods rarely exhibits a distance to the underlying scenario greater than 
10 cm, which is an acceptable deviation for planning coastal protection measures, for example, dike heights are 
not planned in increments below 10 cm. Table 3 reveals that the direct fit method applied to workflow 1f trajecto-
ries (average deviation below 5 cm) reasonably represents the underlying data seen from future moments in time, 
based on artificial observations.

The earth mover’s distances for time step subsets reveal that the goodness of fit decreases over time within all 
direct fit learning scenarios (Table 2). The quantile subsets show that all learning scenarios based on the static 
p-box scenario are considerably better in modeling low sea level rise values than high sea level rise values, 
whereas this effect is negligible for workflow 1f scenarios.

5.  Discussion
Our results show that the stationary method based on a stochastic process, which is often applied to generate 
climate learning scenarios, is insufficient in the case of sea level rise. The method was originally developed to 

Figure 5.  Learning scenario quantile functions (blue) generated through Monte-Carlo analysis of each learning scenario. 
Learning scenarios are generated by (a) a stochastic process by Cox et al. (1979), (b) direct fit, (c) direct fit and skip, and (d) 
direct fit and shift. All learning scenarios are based on the static p-box SSP 2–4.5 AR6 sea level rise scenario (yellow). All 
quantile functions are plotted as pointwise boxplots, which show the minimum value, the 25th percentile value, the median 
(black line), the 75th percentile value, and the maximum value.
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model stock price developments by assuming constant growth rates, that is, a stationary Geometric Brownian 
motion. It should thus not surprise that the constant growth rate assumption is not valid for climate variables such 
as sea level rise. Recently, Sims et al. (2021) argued that Geometric Brownian motions often fail to represent 
climate scenarios. We provided evidence for this hypothesis with our quantitative analysis. Furthermore, the 
method of Cox et al. (1979) was once developed to project economic variable development based on one historic 
time-series and later adopted by climate adaptation studies to project climatic variables. However, usually not 
only historic data about physical climate variables exist, instead, detailed scenarios about future climate variable 

Figure 6.  Learning scenario quantile functions (blue) generated through Monte-Carlo analysis of each learning scenario. 
Learning scenarios are generated by (a) a stochastic process by Cox et al. (1979), (b) direct fit, (c) direct fit and skip, and (d) 
direct fit and shift. All learning scenarios are based on the trajectories of SSP 2–4.5 AR6 sea level rise workflow 1f (green). 
All quantile functions are plotted as pointwise boxplots, which show the minimum value, the 25th percentile value, the 
median (black line), the 75th percentile value, and the maximum value.

Learning scenario #Nodes Data

Earth mover's distance (cm)

Overall 𝐴𝐴 𝐴𝐴 ∈ 1  𝐴𝐴 𝐴𝐴 ∈ 2  𝐴𝐴 𝐴𝐴 ∈ 3  q < 5% q > 95%

Stochastic process 105 p-box 17.6 6.4 24.1 20.0 8.6 47.6

wf 1 12.3 4.4 17.2 13.2 5.7 19.2

Direct fit 105 p-box 3.2 1.6 3.4 4.4 2.8 13.8

wf 1 1.5 0.8 1.5 2.2 2.5 3.0

Direct fit and skip 196 p-box 2.4 1.3 2.1 3.5 1.3 6.7

wf 1 1.1 0.6 1.0 1.5 1.6 1.8

Direct fit and shift 287 p-box 1.6 0.4 1.5 2.8 0.7 3.8

wf 1 0.8 0.2 0.7 1.4 0.7 1.1

Note. Average earth mover's distances (overall), earth mover's distances for several subsets of quantiles and time steps 𝐴𝐴 (𝑇𝑇1 = [2020, 2050], 2 = [2060, 2100], 3 = [2110, 2150]) 
and the number of nodes (#Nodes) for each learning scenario are provided.

Table 2 
Earth Mover's Distances Between Quantile Functions Stemming From Different Learning Scenarios Compared to the Quantile Function From the Static p-Box SSP 
2–4.5 Scenario or the Trajectories of Workflow 1f
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developments based on physical knowledge are often available. Given this knowledge, it is unreasonable to use 
stationary assumptions based on constant growth rates, instead of using the information from science-based 
climate scenarios.

We have shown that our direct fit learning scenarios, applied to the IPCC ensemble trajectories, are able to 
reasonably represent future sea level rise transition behavior between time steps, conditional on future observa-
tions, with average deviations below 5 cm (Table 3). This is not obvious, as the direct fit method is exclusively 
based on quantile functions (calculated from the ensemble trajectories) and hence static probabilistic scenarios, 
which, by definition, represent sea level rise as a lottery held for each time step separately without transition 
information. To fill in this information, our method makes assumptions about the transition behavior between 
different time steps. The assumption on the transition behavior in our model is less restrictive compared to Cox 
et al. (1979), as all nodes can have flexible positions and no distributional assumptions are made. The predefined 
assumption of a binomial recombining lattice structure forces the two transitions of one node to relatively close 
values in the following time step, instead of, for example, jumping to highly deviating quantile values. We have 
shown with our analysis in Table 3 that this assumption is suitable in the case of sea level rise scenarios, where 
large abrupt changes in sea level rise are physically impossible and, instead, sea level scenarios rise steadily over 
time. When applying our method to other climate variables where only static scenarios are available, it is impor-
tant to check that the underlying climatic process is smooth, that is, does not exhibit massive abrupt changes.

Learning scenarios based on the static p-box scenario allow decision-scientists to consider the ambiguity of sea 
level rise projections stemming from different component models, whereas learning scenarios based on ensemble 
trajectories enable a highly precise analysis for one specific component model subset (Tables 2 and 3). The better 
fit of learning scenarios based on ensemble trajectories can be explained by the availability of any quantile values 

Figure 7.  Workflow 1f trajectories (left) and direct fit learning scenario (right) filtered by an observation window. The 
observation window filters all sea level rise values in 2070 lying between the 50% and 70% quantile value of workflow 1f. 
Based on the filtered trajectories or on the filtered pathways in the learning scenario, future sea level rise boxplots seen from 
the observation in 2070 are plotted.

Learning scenario

Earth mover's distance (cm)

Overall 𝐴𝐴 𝐴𝐴 ∈ 1  𝐴𝐴 𝐴𝐴 ∈ 2  𝐴𝐴 𝐴𝐴 ∈ 3  q < 5% q > 95%

Stochastic process 16.2 8.1 17.4 16.6 10.2 18.9

Direct fit 4.5 4.8 5.1 3.9 3.9 4.8

Direct fit and skip 4.7 5.8 5.1 3.8 4.6 5.3

Direct fit and shift 2.4 2.0 2.6 2.5 2.0 2.5

Note. We define 20 observation windows in each year of observation through the workflow 1f quantile function, for example, 
0%–5% quantile value. We present average earth mover's distances for all observation windows in all learning years (overall), 
average earth mover's distances for subsets of observation years 𝐴𝐴 (𝑇𝑇1 = [2030, 2050], 2 = [2060, 2100], 3 = [2110, 2140]) 
and average earth mover's distances for the lowest and highest observation windows.

Table 3 
Earth Mover's Distances Based on Future Observation Windows Between Quantile Functions Stemming From Different 
Learning Scenarios (Based on Workflow 1f) Compared to the Quantile Function From Trajectories of Workflow 1f (SSP 
2–4.5)
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from the ensemble trajectories, whereas the static p-box scenario only contains 107 quantile values and we need 
to take the nearest quantile value for the quantile value we actually need in the direct fit method. Theoretically, 
any quantile value could be generated for the static p-box scenario, but at the moment AR6 output only provides 
107 values. This effect can be seen in the learning scenarios, the learning scenarios based on ensemble trajec-
tories are smoother (Figure 4), whereas the learning scenarios based on the stat p-box approach exhibit zig-zag 
pathways to one of the 107 quantile values (Figure 3).

An advantage of our direct fit method for generating learning scenarios is that it allows a computationally efficient 
decision analysis, because it creates learning scenarios with a binomial and recombining lattice structure. While 
the stationary stochastic process method of Cox et al. (1979) and the stationary methods of Bauer et al. (2023) 
and Daniel et al. (2019) exhibit such a recombining binomial lattice structure, none of the recent nonstationary 
approaches relying on climate science exhibits a binomial and recombining structure. The latter methods generate 
either nonrecombining (Erfani et al., 2018; Kind et al., 2018) or non-binomial (Dittrich et al., 2019; Fletcher, 
Lickley, & Strzepek, 2019; Hui et  al.,  2018) learning scenarios, which have the advantage of flexible lattice 
structures that can represent nonexponential and nonsmooth climate variables. Nonrecombining learning scenar-
ios exhibit exponential growth in the number of nodes as the time horizon increases and nonbinomial learning 
scenarios exhibit a large number of transitions. Both create a computational burden that restricts the number of 
time steps or learning variables in a decision framework (Herman et al., 2020). The computational efficiency of 
the direct fit method offers a great opportunity to consider nonstationary learning scenarios for multiple climate 
and also other (e.g., socioeconomic) variables at the same time (Haasnoot et al., 2018), which has, to our knowl-
edge, not been done yet. However, combining multiple climate variables within one learning scenario can be 
beneficial, for example, observing changes in the Antarctic snow accumulation can detect a forthcoming collapse 
of the Antarctic ice sheet, leading to rapid sea level rise, whereas observations of sea levels cannot detect this 
forthcoming collapse before sea levels actually start to rise rapidly (Scambos et al., 2017).

Further improvements in sea level rise learning scenarios could be gained if climate scientists working on sea 
level rise projections are aware of learning scenarios and incorporate this in the generation process. For exam-
ple, the land-ice emulator output of Edwards et al.  (2021) cannot be interpreted as ensemble trajectories due 
to yearly independent emulation; however, the awareness of decision-scientists’ demand for ensemble trajecto-
ries could be incorporated into the next generation land-ice models and emulators. If land-ice emulators enable 
yearly dependent emulation, learning scenarios could be fed by new land-ice projections based on additional 
emulation runs with artificial future sea level observations as input parameters. Another option for improved 
learning scenario generation methods would be to incorporate a Bayesian approach similar to Fletcher, Lickley, 
and Strzepek (2019) within the sea level rise component framework (FACTS) for each sea level rise component 
model (Kopp et al., 2023).

It is important to note that all learning scenarios that we discussed in this paper consider future learning based on 
observations and not on other ways of scientific knowledge gain such as improvements in numerical models. The 
latter, however, also contributes to future learning about sea level rise and other climate variables. For example, 
the understanding of ice sheet processes improved remarkably between the IPCC fourth assessment report in 
2007 and the special report in 2019 (Oppenheimer et al., 2019). Another example is the new storyline approach 
within the IPCC AR6 that determines the potential for a high-end sea level scenario (IPCC, 2021). It is therefore 
advisable to monitor not only future sea level rise observations and other climate variables, but also scientific 
advances in the respective field of science.

Finally, the question remains how the direct fit learning scenarios will influence the outcome of a decision 
framework compared to other learning scenarios. While it is uncontroversial that more precise learning scenarios 
should be applied within adaptation decisions, the impact on the outcomes of such adaptation decisions needs to 
be demonstrated on a case by case basis, as this depends not only on the underlying climate data, but also on the 
kind of adaptation options available, in particular on their lead times, life times, costs and flexibility.

6.  Conclusion
Expensive and long-lasting adaptation measures in combination with highly uncertain future developments lead 
to challenging decision-making problems. In this paper, we provided a simple adaptation decision-making exam-
ple showing how real-option analysis, based on adaptivity and the consideration of future learning by using 
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climate learning scenarios, can support such adaptation decisions through providing information on whether it 
is cheaper to implement more costly flexible adaptation measures or cheaper inflexible ones. The merits of this 
approach, however, depend on how well the learning scenarios represent the uncertainties in the underlying phys-
ical systems and the methods used for generating sea level rise learning scenarios up to now, have not delivered 
very precise results.

In order to fill this gap, we introduced a novel method called direct fit to generate climate learning scenarios. 
We have shown that this method has a better fit to underlying state-of-the-art sea level rise scenarios than a 
commonly used method based on a stochastic process. By analyzing the direct fit learning scenario conditional 
on future artificial sea level observations, we have shown that the method is able to reasonable represent sea level 
rise development over time and hence future learning through observations. We recommend that real-option 
analysis which consider learning about climate uncertainty use the direct fit method rather than stationary meth-
ods, if static future scenarios or ensemble trajectories about climate variable development are available, because 
(a) the shape of the learning scenario is highly flexible to precisely represent climate uncertainties, (b) a small 
number of nodes ensure computational efficiency, and (c) the generation process is simple. Follow-up case stud-
ies could explore the value of learning scenarios within adaptive decision-making methods in comparison to 
static decision-making methods, for example, cost-benefit analysis.
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