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Variational minimization scheme for the one-particle reduced density matrix
functional theory in the ensemble N-representability domain

Matthieu Vladaj,1 Quentin Marécat,1 Bruno Senjean,1 and Matthieu Saubanère1, 2, ∗
1ICGM, Université de Montpellier, CNRS, ENSCM, Montpellier, France
2Univ. Bordeaux, CNRS, LOMA, UMR 5798, F-33400 Talence, France

The one-particle reduced density-matrix (1-RDM) functional theory is a promising alternative
to density-functional theory (DFT) that uses the 1-RDM rather than the electronic density as
a basic variable. However, long-standing challenges such as the lack of Kohn–Sham scheme and
the complexity of the pure N -representability conditions are still impeding its wild utilization.
Fortunately, ensemble N -representability conditions derived in the natural orbital basis are known
and trivial, such that almost every functionals of the 1-RDM are actually natural orbital functionals
which do not perform well for all the correlation regimes. In this work, we propose a variational
minimization scheme in the ensemble N -representable domain that is not restricted to the natural
orbital representation of the 1-RDM. We show that splitting the minimization into the diagonal
and off-diagonal part of the 1-RDM can open the way toward the development of functionals of the
orbital occupations, which remains a challenge for the generalization of site-occupation functional
theory in chemistry. Our approach is tested on the uniform Hubbard model using the Müller and
the Töws–Pastor functionals, as well as on the dihydrogen molecule using the Müller functional.

I. INTRODUCTION

Over the last two decades, density functional theory
(DFT) has played a major role in the study of the
physico-chemical properties of molecules and materials.
The key idea behind DFT, formulated by Hohenberg and
Kohn [1], is to replace the N -electron wavefunction by
the electronic density as the fundamental variable of the
many-electron problem. Within the Kohn–Sham (KS)
decomposition scheme [2], the electronic repulsion effects
are treated implicitly by a Hartree-exchange-correlation
(Hxc) functional of the density, thus leading to a good
ratio between computational cost and accuracy. How-
ever, despite the numerous Hxc functionals developed in
the past decades [3, 4], KS-DFT still faces issues when
dealing with systems that exhibit strong (or static) cor-
relation effects [5, 6].

Alternatively, replacing the density by the one-particle
reduced density-matrix (1-RDM) as the fundamental
variable leads to the 1-RDM functional theory (1-
RDMFT) [7–10] and has several advantages. First, ki-
netic and exchange energy contributions are expressed
exactly and analytically with respect to the 1-RDM.
Second, fractional occupations of the orbitals are nat-
urally obtained within 1-RDMFT, thus allowing for the
proper description of bond dissociation where static cor-
relation effects are significant. Despite these advantages,
1-RDMFT does not yet compete with DFT, partially
due to the lack of an efficient KS scheme. Indeed, the
non-idempotent 1-RDM of an interacting system can-
not be mapped to its non-interacting equivalent that is
idempotent by construction, as it results from a single-
electron Schrödinger equation [11]. Besides, the proper
minimization of the energy functional of the 1-RDM is
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highly non-trivial as it requires maintaining the pure N -
representability conditions of the 1-RDM (also known as
the generalized Pauli constraints [12–14]) which number
increases significantly with the number of electrons and
orbitals [15]. Instead, the 1-RDM is usually written in
the natural orbital (NO) representation, and the mini-
mization is performed via a Langrangian-based system of
differential equations where both the NOs and their occu-
pation numbers are optimized while satisfying the more
trivial ensemble N -representability conditions [9, 16, 17].
Because these conditions are known in the NO basis, Hxc
functionals are almost all NO-functionals (NOFs) [18–
27]. The most recent and efficient ones are the Piris natu-
ral orbitals functionals (PNOFs) [28–38] based on the cu-
mulants [39]. Note that despite promising results, NOFs
do not perform well for all the correlation regimes [40–
44], although recent progress are worth mentioning [45].

Solving the aforementioned non-linear differential
equations is computationally demanding, so that alter-
native strategies have been developed to define efficient
and robust algorithms to perform the energy functional
minimization. Gilbert proposed to determine the NOs
using a non-local potential for functionals that are ex-
plicitly dependent on the 1-RDM [8], whose existence
was later shown by Pernal in the case of NOFs [46].
In this approach, partially occupied orbitals are all de-
generate. A faster scheme for the NO optimization is
based on a hermitian matrix built from the Lagrange
multiplier, as proposed by Piris and Ugalde [33]. One
can also use the Hessian and couple the optimization of
the NOs and occupation numbers [14]. Another inter-
esting scheme called the local 1-RDMFT was developed
by Lathiotakis and coworkers, where the minimization
of the NOs is restricted to a domain where the orbitals
are eigenfunctions of a single-electron Hamiltonian with
a local potential, thus bridging the 1-RDMFT and KS-
DFT approaches [47, 48]. Written in the NO represen-
tation, these methods as well as methods based on an
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analogy with the temperature are particularly suited for
NOFs [49–52]. Indeed, in that case the energy does only
depend explicitly on the occupation numbers while the
dependence on the NOs is implicitly accounted to in the
Hartree and exchange integrals. Alternatively, minimiza-
tion schemes based on a different representation than nat-
ural orbitals were also proposed, for instance using pro-
jected gradient-based algorithms constrained to preserve
ensemble N -representability conditions [53].

In this work, we introduce a new variational minimiza-
tion scheme so-called density-matrix interpolation varia-
tional ansatz (DIVA) which relies on remarkable topo-
logical properties of the ensemble N -representable set of
1-RDM. In contrast to the usual minimization schemes
adapted to NOFs, DIVA aims to minimize the energy
functional of the 1-RDM expressed in any orthonormal
orbital basis, thus motivating the development of new
1-RDM functionals beyond NOFs. By separating the
minimization over the diagonal and off-diagonal part of
the 1-RDM, one can also make a connection between 1-
RDMFT and DFT in a lattice, also called site-occupation
functional theory (SOFT) [54–57]. We show how this
separation can be used to estimate Hartree Hxc poten-
tials, thus paving the way toward the development of
functionals of the orbital occupations which is the cur-
rent limitation for the implementation of SOFT in chem-
istry [58, 59].

The paper is organized as follows. In Sec. II, we give
a brief introduction to 1-RDMFT. The separation of the
minimization process into that bridges 1-RDMFT and
SOFT is then presented in Sec. III. Our variational min-
imization strategy and its various implementations are
described in Sec. IV, and tested on the Hubbard model
and the hydrogen molecule in Sec. V. Finally, conclusions
and perspectives are provided in Sec. VI. Note that in
the following, we will use ‘1-RDM’ and ‘density matrix’
to refer to the same object, i.e. the one-particle reduced
density matrix.

II. REDUCED DENSITY-MATRIX
FUNCTIONAL THEORY

Let us consider the second-quantized electronic Hamil-
tonian written in an orthonormal basis set, referred to
as the computational basis set and composed of N spin-
orbitals {φi(x)} that are different from the set of natural
spin-orbitals {ϕi(x)},

Ĥ = T̂ + Û

=
N

∑
ij

tij ĉ
†
i ĉj +

1

2

N

∑
ijkl

Uijklĉ
†
i ĉ

†
j ĉk ĉl, (1)

where ĉ†i (ĉi) corresponds to the creation (annihilation)
of an electron in φi(x). The one-body integrals

tij = ∫ dxφ∗i (x)(−
∇2

2
+∑

I

ZI

∣r −RI ∣
)φj(x) (2)

contain the kinetic and external potential contributions,
while the two-body integrals

Uijkl = ∫ dx1dx2

φ∗i (x1)φ∗j (x2)φk(x2)φl(x1)
∣r1 − r2∣

(3)

contain contributions from the electron-electron interac-
tions. The summation in Eq. (2) runs over the number
of atoms at positions RI and xi = (ri, σi) corresponds to
the position ri and spin σi of the electron i.
In 1-RDMFT, the basic variable γ is the 1-RDM given

by

γij = ⟨Ψ∣ĉ†i ĉj ∣Ψ⟩, (4)

with ∣Ψ⟩ the ground-state wavefunction of Ĥ. The energy
can in principle be written as a functional of the 1-RDM,

E[γ] = T [γ] +W [γ], (5)

where

T [γ] =∑
ij

tijγij (6)

is an explicit functional of the 1-RDM and W [γ] is
the energy functional describing the electronic repulsion.
The analytical form of this functional remains unknown
and is usually approximated, though it can be written
using the Levy–Lieb formalism as follows,

W [γ] = min
Ψ→γ
⟨Ψ∣ Û ∣Ψ⟩ , (7)

where the notation Ψ→ γ refers to any wavefunction giv-
ing the one-particle density matrix γ. Within the vari-
ational principle of 1-RDMFT, the ground-state energy
E0 can be obtained as a saddle point,

E0 =min
γ

E[γ]. (8)

More precisely, as a corollary of the Hohenberg–Kohn
theorem (later extended by Gilbert [8] to non-local po-
tential), there exists a one-to-one mapping between the
ground-state wavefunction and the 1-RDM, thus allow-
ing to determine the ground-state energy variationally.
The conditions for γ to derive from a Ne-electron wave-
function – so-called N -representability conditions – are
highly non-trivial [12–14] and cannot be used in practice
to define the domain in which the minimization of Eq. (8)
takes place. However, the conditions for γ to be ensemble
N -representable are known and straightforward [9] and
are given as follows,

N

∑
k=1

ηk = Ne, 0 ≤ ηk ≤ 1, (9)

where ηk is the occupation number of the k-th natural or-
bital. Hence, it is common to use the natural orbital rep-
resentation of the density matrix, i.e. γ ≡ ({ηk},{∣ϕk⟩}).
As originally proposed by Gilbert [8], these conditions
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are fulfilled during the minimization by introducing a
Lagrangian function in the ensemble N -representable do-
main,

E = E[{ηk},{∣ϕk⟩}] − µ(∑
k

cos2(θk) −Ne)

−∑
jk

λjk(⟨ϕj ∣ϕk⟩ − δjk), (10)

where µ and {λjk} are Lagrange multipliers, the first
term (ηk = cos2(θk)) fulfills Eq. (9) and the second term
the orthonormality of the natural orbitals {∣ϕk⟩}. Mini-
mizing Eq. (10) with respect to the whole set of occupa-
tion numbers and NOs leads to two non-linear differential
equations,

∂E
∂θk
= (µ − ∂E

∂ηk
) sin(2θk) = 0, (11)

and

∂E
∂⟨ϕk ∣

= ∂E

∂⟨ϕk ∣
−∑

j

λjk ∣ϕj⟩ = 0, (12)

that are solved successively but with slow conver-
gence [60]. This situation contrasts with the varia-
tional equations in KS-DFT and SOFT that are solved
efficiently through the definition of a single-particle
Schrödinger equation [2, 54].

III. LINK BETWEEN 1-RDMFT AND SOFT

Rather than decomposing the 1-RDM into natural or-
bitals and occupation numbers, we decompose it in terms
of its diagonal elements, i.e. orbital (or site) occupations,
n ≡ {γii}i and theN(N−1) off-diagonal elements denoted
by γ≠ such that γ = n ⋅1+γ≠, where 1 refers to the iden-
tity matrix. The energy functional in Eq. (5) therefore
reads

E[γ] = T [n,γ≠] +W [n,γ≠]. (13)

Following the KS decomposition, Eq. (13) can be alter-
natively written as

E[γ] = Ts[n] + F [n,γ≠], (14)

where Ts[n] represents the one-body (kinetic and poten-
tial) energy contributions of the non-interacting system
with orbital occupations n and F [n,γ≠] is a functional
containing all non trivial terms defined by

F [n,γ≠] = T [n,γ≠] − Ts[n] +W [n,γ≠]. (15)

In analogy with the natural orbital representation, the
minimization of the energy leads to two saddle-point
equations. The first saddle-point equation reads

δn

⎧⎪⎪⎨⎪⎪⎩

δTs[n]
δn

+ δF [n,γ≠]
δn

∣
γ≠

⎫⎪⎪⎬⎪⎪⎭
= 0, (16)

and leads to a KS-like equation:

ĥKS[n]∣ΦKS⟩ = (T̂ + V̂Hxc[n]) ∣ΦKS⟩ = EKS∣ΦKS⟩ (17)

with VHxc[n] ∶= VHxc[n]∣γ≠ = δF [n,γ≠]/δn∣γ≠ being the

Hxc potential defined at the saddle point of γ≠ and

ĥKS[n] is the KS single-particle Hamiltonian. Eq. (17)
is determined concomitantly with the other saddle point
equation:

δγ≠ { δF [n,γ
≠]

δγ≠
∣
n=nKS

} = 0, (18)

where nKS are the orbital occupations resulting from
Eq. (17). In practice, solving Eq. (17) appears nu-
merically easy when VHxc[n] is known, however solving
Eq. (18) remains difficult, in particular due to the non-
trivial representability conditions that γ≠ has to fulfill.
Interestingly, one can also use a Levy–Lieb formalism

to derive similar equations,

E0 = min
n
{min
γ→n
{E[n,γ≠]}}

= min
n
{min
γ→n
{Ts[n] + F [n,γ≠]}}

= min
n
{Ts[n] +min

γ→n
{F [n,γ≠]}} , (19)

where γ → n corresponds to density matrices with orbital
occupations n. In that framework, the Hxc potential is
defined as

VHxc[n] =
δ

δn
min
γ→n
{F [n,γ≠]} , (20)

thus bridging 1-RDMFT and SOFT, where the Hxc po-
tential functional of the orbital occupations can be ob-
tained after solving Eq. (18) for a fixed orbital occupation
n.

IV. DENSITY-MATRIX INTERPOLATION
VARIATIONAL ANSATZ

A. Topological properties of the ensemble
N-representable domain of the 1-RDM

Let us consider the spaceMN(R) of N ×N symmetric
and real matrices, N being the number of spin-orbitals in
the system. In this section we denote by Ωγ the domain
of ensemble N -representable density matrices that is in-
cluded in MN(R), Ωγ ⊂ MN(R). A significant advan-
tage of working with natural orbitals is that the ensem-
ble N -representable conditions are straightforward, i.e.
a matrix γ ∈MN(R) is ensemble N -representable if all
the occupation numbers ηk fulfill 0 ≤ ηk ≤ 1. Similarly, it
means that γ is ensemble N -representable if both γ and
1−γ are positive semi-definite, i.e. both showing positive
or null eigenvalues ηk ≥ 0 and 1− ηk ≥ 0 for all 1 ≤ k ≤ N .
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Hence, the domain of ensemble N -representable density
matrices reads

Ωγ = {γ ∈MN(R) ∣ ηk ≥ 0 & 1 − ηk ≥ 0, ∀k} . (21)

Interesting topological properties for the ensemble N -
representable 1-RDM domain Ωγ follow from these defi-
nitions. The first remarkable property of Ωγ is the con-
vexity, see proofs in Appendix A. It follows that given a
set of ensemble N -representable matrices {γ(i) ∈ Ωγ}, all
matrices constructed as

γ(z) =∑
i

ziγ
(i) (22)

also belong to Ωγ if all zi ≥ 0 and ∑i zi = 1.
Let us now define Ω̊γ the ensemble of matrices γ such

that both γ and 1 − γ are positive definite (in contrast
to Eq. (21) where they are positive semi-definite), i.e.

Ω̊γ = {γ ∈MN(R) ∣ ηk > 0 & 1 − ηk > 0, ∀k} . (23)

The convexity of Ω̊γ follows the same proof as in Ap-
pendix A for Ωγ . Besides, we introduce

δΩγ = Ωγ / Ω̊γ , (24)

such that δΩγ contains the density matrices γ that
exhibit at least one integer eigenvalue ηk = {0,1}.
Contrary to Ωγ and Ω̊γ , δΩγ is not convex. We show

in Appendix B that Ω̊γ corresponds to the topological
interior of Ωγ , δΩγ is the topological boundary of Ωγ

and Ωγ = Ω̊γ ∪ δΩγ is a topological closed set.

Finally, let us define δΩ∗γ ⊂ δΩγ the set of idempotent

matrices, i.e. γ = γ2 if γ ∈ δΩ∗γ and

δΩ∗γ = {γ ∈ Ωγ ∣ηk = {0,1} , ∀k} , (25)

which is also non convex. δΩ∗γ corresponds to the set of
extreme points of Ωγ , i.e. given γ∗ ∈ δΩ∗γ there is no

γA and γB in Ωγ such that γ∗ = zγA + (1 − z)γB with
0 < z < 1. Following the Krein–Milman theorem, there
exists a decomposition in terms of idempotent matrices,
i.e. for any γ ∈ Ωγ ,

γ(z) =∑
i

ziγ
(i)
∗ , (26)

with z = {zi}, ∑i zi = 1 and γ
(i)
∗ ∈ δΩ∗γ . Given Eqs. (8)

and (26), it follows the variational ansatz:

E0 =min
z

E[γ(z)]. (27)

Hence, the energy is minimized with respect to the
weights z defining the interpolation of γ(z) in terms of
idempotent 1-RDM. We show in Appendix C that for
each γ ∈ Ω̊γ , the sum in Eq. (26) runs up to 2N idempo-
tent matrices. It follows that the number of variational

parameters rapidly becomes prohibitive when the size of
the system increases. To reduce the number of parame-
ters, one could define the trial set as every Slater determi-
nants corresponding to the singly- and doubly-excited de-
terminants with respect to the Hartree–Fock state. The
efficiency and accuracy of such ansatz strongly depends

on the size and relevance of the trial set of {γ(i)∗ }.
Rather than interpolating γ in terms of idempotent

1-RDM, we can use the property that for each γ ∈ Ωγ

there exists a decomposition in terms of boundary matri-
ces belonging to δΩγ [see Eq. (24)]. Then, Eq. (26) turns
to

γ(z) =∑
i

ziγ
(i)
B . (28)

As γ
(i)
B can be seen as a linear combination of γ

(i)
∗ , one

can expect the amount of variational parameters {zi}
to be drastically reduced when too much {γ(i)∗ } would
be needed to reproduce γ. Indeed, any non-idempotent
γ ∈ Ω̊γ can in principle be obtained by interpolating only
two boundary matrices. Hence, while the set of idempo-

tent matrices {γ(i)∗ } in Eq. (26) is very large but straight-

forward to construct, only a small relevant set of bound-

ary matrices {γ(i)B } would suffice but is non-trivial to

find. An efficient algorithm would consist in construct-

ing this non-trivial set of relevant {γ(i)B } on which the

minimization in Eq. (27) is performed. Eqs. (27) and
(28) constitute the density-matrix interpolation varia-
tional ansatz (DIVA). Note that by construction, all den-
sity matrices of the form given by Eq. (28) are ensemble
N -representable.

Interestingly, the topological properties presented in
MN(R) also hold if we restrain the considered metric

space to MNe

N (R) and Mn
N(R), corresponding to the

spaces of N × N symmetric and real matrices with a
fixed trace (fixed number of electron Ne) and fixed diag-
onal part n, respectively. Considering these restrictions
should automatically reduce the number of trial 1-RDMs
in Eq. (28).

B. Iterative gradient-based implementations of
DIVA

Let us now turn to the numerical implementations of
DIVA. Starting from a guess γ(0) that already belongs to
Ωγ , we want to construct iteratively a minimal trial set
of boundary density matrices to minimize the 1-RDMFT
energy [Eq. (27)] according to Eq. (28),

γ(z) = z0γ(0) +∑
i

ziγ
(i)
B . (29)

In the following, we highlight two ways of minimizing the
energy functional within DIVA. The first one consists in
minimizing the energy functional with respect to only
one variational parameter zi at each iteration i and is
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FIG. 1: Illustration of the mono-parameter DIVA. The
set Ωγ is illustrated by the union of δΩγ (blue circle)
and the topological interior. Red arrows represent the

direction of the energy gradient, used to find the γ
(i)
B

belonging to the border of the representability domain
(δΩγ). Each γ(i) is obtained as an interpolation

between γ(i−1) and γ
(i−1)
B . The star represents the

ground-state 1-RDM γ0 (at the level of the functional
approximation) that is recovered after convergence.

called the mono-parameter DIVA. For the second one,
the minimization is done over the whole set of parameters
{zj}j≤i at iteration i, and is called the multi-parameter
DIVA. These approaches are pictured in Figs. 1 and 2
and detailed below.

1. Mono-parameter DIVA

The mono-parameter DIVA is implemented according
to the following steps.

1. Initialization (iteration i = 0): set γ(0) to be
the (idempotent) density matrix coming from an
Hartree–Fock or KS-DFT calculation, thus ensur-
ing that γ(0) belongs to Ωγ , and even to δΩ∗γ ⊂
δΩγ ⊂ Ωγ . To avoid divergence of the energy gradi-

ent with respect to γ(0) having occupation numbers
equal to 0, which happens for many NOFs, the first

gradient is set to ∇ij[γ] = (1 − δij)γ(0)ij .

2. Search the boundary density matrix γ
(i)
B ∈ δΩγ fol-

lowing the opposite direction of the energy gradi-
ent. This is done in two steps:

(a) search for γout = γ(i) − θ∇[γ(i)] by increment-
ing θ until γout ∉ Ωγ

(b) Once γout is found, vary θ using a bracketing

method until γout ∈ δΩγ and set γ
(i)
B = γout

FIG. 2: Illustration of the multi-parameter DIVA. The
set Ωγ is illustrated by the union of δΩγ (blue circle)
and the topological interior. Red arrows represent the

direction of the energy gradient, used to find the γ
(i)
B

belonging to the border of the representability domain

(δΩγ). Each γ(i>2) is a linear combination of all γ
(j)
B

with j < i. The star represents the ground-state 1-RDM
γ0 (at the level of the functional approximation) that is

recovered after convergence.

3. start a new iteration, i = i + 1

4. Interpolate between γ(i−1) and γ
(i−1)
B to find γ(i) =

(1 − zi)γ(i−1) + ziγ(i−1)B such that

∂E[γ(i)]
∂zi

= 0. (30)

5. Compute the energy gradient ∇[γ(i)]. Note that
the number of electrons is conserved by setting the
diagonal part ∇ii[γ(i)] = ∇ii[γ(i)]−µ(i) with µ(i) =
(1/N)∑i∇ii. If the orbital occupations should be

kept unchanged, set ∇ii[γ(i)] = 0, ∀i.

6. If δE = ∣E(i−1) −E(i)∣ < υ and δγ = ∣γ(i−1) −γ(i)∣ < ε
where υ and ε are the convergence criteria, set
γopt = γ(i), which should be equal to the ground-
state 1-RDM γ0 corresponding to the level of ap-
proximation of the chosen 1-RDM functional (the
star in Fig. 1). Else, go to step 2.

At convergence, the density matrix fulfills Eq. (28),

γ(z) = ∑M
i Ziγ

(i)
B , with Zi = zi+1∏M

i+2(1− zi) and M the
number of iterations needed to achieve convergence. Fol-
lowing Ref. [53], step 2 of the algorithm could be made

more efficient by projecting γ(i) to the boundary domain

δΩγ . However, it would lead to a γ
(i)
B that deviates from
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the direction pointed by the gradient. Also, the opposite
energy gradient direction can be replaced by the conju-
gate gradient. This is what we implemented in this work,
as we observed a much faster convergence using it.

2. Multi-parameter DIVA

Apart from step 4, the multi-parameter approach re-
mains the same as the mono-parameter one. Rather than

doing the interpolation between γ(i−1) and γ
(i−1)
B only,

the interpolation is done over the whole set of previously

determined γ
(j)
B with j < i:

γ(i) = z(0)γ(0) +
i−1
∑
j=1

zjγ
(j)
B . (31)

The minimization is done over the whole set of parame-
ters z = (z0, . . . , z(i−1)),

∂E[γ(i)]
∂z

= 0. (32)

In contrast to the previous implementation, we expect to
achieve a much faster convergence at the expense of more
expensive optimizations of the z parameters.

3. SOFT-DIVA

According to Sec. III, by splitting the variational mini-
mization of the energy into successive minimizations over
the orbital occupations and the off-diagonal elements of
the 1-RDM, one can extract the Hxc potential, functional
of the orbital occupations used in SOFT [see Eq. (20)].
Everytime the second saddle point equation in Eq. (18)
is fulfilled, the Hxc potential of Eq. (17) is computed. In
practice Eq. (18) is solved via the DIVA algorithm while
setting the diagonal part of the energy gradient to zero,
such that the orbital occupations are fixed (see step 5
in Sec. IVB1). At convergence of the DIVA algorithm,
the Hxc potential can be extracted by aligning the chemi-
cal potentials of the interacting and non-interacting (KS)
systems as follows

VHxc[n] =
δF [n,γ≠]

δn
∣
γ≠

= δE[n,γ≠]
δn

∣
γ≠
− δTs[n]

δn
,

= δE[n,γ≠]
δn

∣
γ≠
− εH[n], (33)

where εH[n] is the HOMO orbital energy of the non-
interacting system with fixed orbital occupations n.
Hence, the Hxc potential is updated every time the min-
imizing off-diagonal elements of the 1-RDM are found.

0.0 0.2 0.4 0.6 0.8 1.0
n

-1.2

-0.8

-0.4

0.0

E
n
e
rg

y
 (

t)

BA
Tows-Pastor
Muller

U/t = 8

U/t = 4
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FIG. 3: Ground-state energy of the 1D Hubbard model
as a function of the electron filling n at different values
of the Coulomb integral U/t. Results are given for the
exact Bethe–Ansatz (gray dots), and using DIVA with
the Töws–Pastor functional (full orange lines) and the

Müller functional (dashed blue lines).

This Hxc potential is then plugged into the single-particle
Hamiltonian (or Fock matrix), thus generating a new
idempotent 1-RDM with a new set of orbital occupa-
tions. The off-diagonal elements will then be optimized
again using DIVA, and so on. Upon convergence, one ob-
tains a numerical Hxc potential, functional of the orbital
occupations, with a level of theory corresponding to the
1-RDM functional approximation used for the calculation
of the energy.

V. RESULTS AND DISCUSSIONS

We propose to study the performance of DIVA on the
one-dimensional (1D) Hubbard model and on a simple
molecular system. For the 1D Hubbard model, in the
spirit of Mitxelenal et al. [42], we compare a NOF (the
Müller functional) with a functional derived in lattice
representation such as proposed by Töws and Pastor to
approximate the correlation energy [61–63]. For molecu-
lar systems, only NOFs are available and we also employ
the Müller functional.

A. Hubbard model

The homogeneous Hubbard model can be defined by
the following Hamiltonian,

Ĥ = −t ∑
⟨ij⟩,σ

ĉ†iσ ĉjσ +
U

2
∑
i

∑
σσ′

ĉ†iσ ĉ
†
iσ′ ĉiσ′ ĉiσ (34)

where the notation ⟨⋅⟩ refers to first neighbor lattice
sites. In contrast to Eq. (1), the indices correspond to
spatial orbitals (or sites) and σ = {↑, ↓} denotes the spin.
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Focusing on the homogeneous model allows us to bypass
Eq. (17) and to solely focus on the solution of Eq. (18)
within the DIVA framework. In practice, chains with 202
sites have been considered with periodic boundary con-
ditions, and the bisection algorithm has been employed
for bracketing and line minimization in steps 2b and 4,
respectively (see Sec. IVB1). We have considered the
Müller functional, defined as a function of the natural
orbital occupation number (Blöch function for periodic
systems), and the Töws–Pastor functional that is de-
fined in the lattice site representation. Note that the
Müller functional has been investigated in the context
of finite Hubbard chains [42, 64], and the Töws–Pastor
functional has been applied in the context of the Ander-
son model [61–63]. In terms of performance, we found
that fast convergence is achieved with DIVA (5 iteration
max to reach an energy difference of δE/t < 10−7) for
both functionals. However, computational time is smaller
for the Töws–Pastor functional compared to the Müller
one. Indeed, for the Müller functional depending only
on natural orbital occupation numbers, a standard mini-
mization algorithm in the natural orbital representation
appears well-suited [33], while a minimization scheme di-
rectly in the lattice representation such as DIVA appears
more adapted for the Töws–Pastor functional. For the
latter, the computation of the energy and energy gradi-
ents (needed several time at each minimization step) do
not require to switch between lattice and natural orbital
representations.

In Fig. 3, the ground-state energy is shown as a func-
tion of the electron filling n. It shows that the Töws–
Pastor functional is in fair agreement with the exact
Bethe–Ansatz (BA) solution [65, 66] regardless of the
electron filling and the strength of the Coulomb repul-
sion U/t. On the contrary, the Müller functional leads
to inaccurate energies away from the half-band filling
and especially for large U/t. Note that this wrong be-
haviour goes together with an unphysical negative value
of ∂E/∂U corresponding to the number of double occu-
pations (not shown). These unphysical results for the
Müller functional arises from equivalent spin on-site ex-
change contributions to the energy, associated with the

operator ĉ†iσ ĉ
†
iσ ĉiσ ĉiσ that is supposed to be nil.

In Fig. 4, the occupation numbers of the natural
orbitals are represented as a function of the plane-
wave number k, at different electron fillings n, different
strengths of the Coulomb repulsion U/t, and for both the
Töws–Pastor and Müller functionals. At half-band filling
(n = 1), the Töws–Pastor and the Müller functionals lead
to very similar occupation numbers with a k-dependency
that is close to a step function, which is due the local na-
ture of the Coulomb interaction. The step-function-like
behaviour also explains the fast convergence of the algo-
rithm as it corresponds to a quasi homogeneous renormal-
ization of all off-diagonal terms of the density matrix in
the lattice site representation, and thus to a renormaliza-
tion of the kinetic energy. Turning to the three-quarter
band filling, this behavior remains, however with large
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FIG. 4: Occupation numbers as a function of the Blöch
wave number k for the half-band filled 1D Hubbard

model at U/t = 1,4 and 8 (in ascending order following
the black arrow). The top panel corresponds to the
half-band filling (n = 1) case while the bottom panel
corresponds to a three-quarter filling case (n = 3/2).
Results are shown using the Töws–Pastor functional
(full orange lines) and the Müller functional (dashed

blue lines).

discrepancies between the Töws–Pastor and the Müller
functional. As already mentioned away from half-band
filling, the Müller functional leads to negative double oc-
cupations in particular when U/t increases, which comes
along with a drastic reduction of the kinetic energy and
thus drastic modification of the occupation numbers. In
contrast, occupation numbers obtained with the Töws–
Pastor functional are less dependent on U/t, which is
consistent with the kinetic energy remaining finite even
in the strongly interacting regime away from half-band
filling.

Let us now investigate the SOFT exchange and corre-
lation potential Vxc obtained by Eq. (33). In Fig. 5, Vxc

obtained using the Töws–Pastor functional is compared
with the exact BA one and with the Bethe–Ansatz Local
Density Approximtion (BALDA) [56, 57], with respect to
the electron filling n and for different values of U/t. Vxc is
not shown for the Müller functional as it leads to unphys-
ical results away from half-band filling. A major positive
result for the Töws–Pastor functional is the ability to
fairly reproduce the Vxc discontinuity at half-band filling,
enabling the description of the Mott–Hubbard transition
from metal to insulating regimes. This highlights the
ability to design sound exchange and correlation poten-
tials for SOFT from 1-RDMFT approximations. Away
from half-filling (0 ≤ n < 1 and 1 < n ≤ 2), the Töws–
Pastor functional leads to a monotonous behavior of Vxc,
in contrast to BALDA that shows unphysical inflection
points and even positive values for Vxc, particularly in
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FIG. 5: SOFT exchange and correlation potential Vxc

for the 1D Hubbard model as a function the electron
filling n and at different values of the Coulomb integral

U/t. Results for the Töws–Pastor functional are
compared with BALDA and with BA. The embedded

subplot shows the curve associated to U/t = 1.

the weakly correlated regime away from the half-filled
case (see the zoomed panel in Fig. 5). This unphysical
behaviour was already observed and shown in Eqs. (31)
and (32) in Ref. [67]. Finally, in contrast to BALDA
that has been specifically designed for the 1D Hubbard
model, the Töws–Pastor functional can a priori be ap-
plied to any lattice dimension.

B. Molecular sytems

In contrast to the Hubbard model, both Eqs. (17) and
(18) have to be solved for molecular systems. As a proof
of concept, we apply our three different DIVA implemen-
tations described in Sec. IVB to the hydrogen molecule
H2 in the 6-31G basis, using the Müller functional. As
DIVA is general and not tight to any particular orbital
representation, we decided to work in the orthogonal
atomic orbital (OAO) basis whose first orbital occupa-
tions are given by a DFT calculation using a local spin
density approximation functional (SVWN) from the PSI4
program [68]. Numerical energy gradients with respect
to γ≠ and n have been computed with finite difference.

1. Convergence of the mono-parameter, multi-parameter,
and SOFT-DIVA

In Fig. 6, we compare the convergence of the energy
with respect to the number of iterations, using either
the mono- or multi-parameter DIVA implementations,
for an interatomic distance of R = 1.0 Å. A conver-
gence criteria of 10−8 Hartree for the energy and 10−5
for the Frobenius norm of the 1-RDM have been used.
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1.134

1.132

1.130

1.128

E
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rg
y 
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a)

SOFT-DIVA
mono-parameter
multi-parameter

FIG. 6: 1-RDMFT energy with respect to the number
of iterations, using SOFT-DIVA, mono-parameter

DIVA, and multi-parameter DIVA, for R = 1.0 Å. The
6-31G basis and the Müller functional were used.

As expected, the multi-parameter implementation con-
verges in much fewer iterations than the mono-parameter
one, although it does not mean that it is computation-
ally faster than the mono-parameter DIVA. Indeed, each
iteration of mono-parameter DIVA has the same cost,
i.e. the cost of the optimization of a single variational
parameter z. On the contrary, the number of parame-
ters to optimize in multi-parameter DIVA increases at
each additional iteration. Hence, there is a trade-off be-
tween the number of iterations and the cost of optimizing
many parameters at once. Note that in this work, multi-
parameter DIVA was always computationally much faster
than mono-parameter DIVA. Besides, the former always
converges in around 20 iterations while thousands of it-
erations are sometimes required using mono-parameter
DIVA for some interatomic distances. This very slow con-
vergence has also been observed in other gradient-based
algorithms and is attributed to the fact that NOFs are
not proper functionals of the 1RDM, since these function-
als are not invariant with respect to the rotation of two
orbitals having degenerate occupation numbers [53]. We
believe that the convergence of mono-parameter DIVA
could be significantly improved by using analytical gra-
dients. Alternatively, considering a simultaneous pertur-
bation stochastic approximation can reduce significantly
the number of energy evaluations needed to compute the
numerical gradient, compared to standard finite differ-
ence. This is left for future work.

Let us now consider the convergence of SOFT-DIVA,
where the multi-parameter implementation has been
used for the optimization of the off-diagonal elements of
the 1-RDM [Eq. (18)]. As readily seen in Fig. 6, there is
no numerical advantage in splitting the variational princi-
ple into two parts. Indeed, although constraining the or-
bital occupations fixed leads to faster convergence when
solving Eq. (18), one has to do it for each new orbital
occupations obtained when solving Eq. (17) with the pre-
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Dots correspond to the reference results obtained with

MOLGW.

viously obtained Hxc potential, which is manifested by
each peak of SOFT-DIVA in Fig. 6. However, in practice
it allows for the estimation of the Hxc potential, func-
tional of the orbital occupation, at the Müller functional
level of approximation.

2. Energies and occupation numbers

In order to check the accuracy of our implementation,
we compare the energy and occupation numbers obtained
by multi-parameter DIVA with the 1-RDMFT imple-
mented in MOLGW [69, 70]. As readily seen in Figs. 7
and 8, the multi-parameter DIVA energy and occupation
numbers are on top of the reference ones obtained with
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FIG. 9: OAO occupations with respect to the
interatomic distance. For symmetry reasons, there are

only two different OAO occupation values
(corresponding to the 1s and 2s of the hydrogens),
shown in blue and orange, respectively. Converged
DIVA occupations and DFT ones are depicted with
circles and squares, respectively. SOFT-DIVAn

corresponds to the n-th iteration of SOFT-DIVA.

MOLGW. One can also see how the fractional occupa-
tion numbers of the natural orbitals in Fig. 8 are slowly
getting degenerate when stretching the bond, which is a
very well known result showing that 1-RDMFT can eas-
ily account for static correlation, in contrast to KS-DFT
for which the 1-RDM is idempotent by construction.

Turning to SOFT-DIVA, by stopping the algorithm at
each new update of the Hxc potential, one can see how
much the change in orbital occupations impacts the en-
ergy. In other words, one can look at the best 1-RDM
functional energy corresponding to a fixed orbital occu-
pation (in the OAO basis), where only the off-diagonal
elements of the 1-RDM have been optimized. In Fig. 7,
the energy of the first iteration deviates from the refer-
ence one when stretching the hydrogen bond, meaning
that the orbital occupations are not optimal in this case.
This deviation is already corrected at the second itera-
tion, corresponding to the first update of the Hxc poten-
tial that gives sufficiently accurate orbital occupations
for the energy to be on top of the converged one.

Turning to the orbital occupations, the occupations of
the OAO are given for the first three iterations of SOFT-
DIVA in Fig. 9. Note that the initial orbital occupations
of SOFT-DIVA are obtained by taking the diagonal (in
the OAO basis) of the Hxc potential from the converged
DFT calculation, which explains why they are not equal
but close to the DFT occupations. According to Fig. 9,
the OAO occupations at the second iteration of SOFT-
DIVA are indeed much closer to the converged one, thus
explaining why the energy in Fig. 7 matches the con-
verged one. However, another iteration is required to get
very accurate OAO occupations.



10

VI. CONCLUSIONS AND PERSPECTIVES

We have introduced a new variational minimization
scheme for 1-RDMFT called density-matrix interpola-
tion variational ansatz (DIVA) that works in any or-
bital basis representation while satisfying the ensemble
N -representability conditions. We have derived differ-
ent implementations and successfully tested them on the
uniform Hubbard model with the Müller and the Töws–
Pastor functionals, as well as the hydrogen molecule with
the Müller functional. In summary, every implementa-
tions give the correct 1-RDM and energy. The mono-
parameter DIVA converges in a few iterations for the
Hubbard model, but exhibits very slow convergence for
the hydrogen molecule. The multi-parameter DIVA led
to a much faster convergence, at the expense of more
involved optimizations of the variational parameters. Fi-
nally, by allowing the estimation of the exchange and
correlation potential for a given orbital occupation vec-
tor, the SOFT-DIVA implementation contributes to the
development of orbital occupation functionals for chem-
istry. Besides, we stress that DIVA is more adapted to
the computational basis representation, as it would re-
quire less swapping between the computational and the
NO basis for the calculation of energy and energy gradi-
ents, thus motivating the future development of 1-RDM
functionals beyond NOFs. Work is in progress in these
directions.
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Appendix A: Convexity of the ensemble
N-representable 1-RDM domain.

The ensemble N -representable domaine Ωγ is convex
if, for any ensemble N -representable 1-RDM γA and γB ,
γ = zγA + (1 − z)γB with z ∈ [0,1] is also ensemble N -
representable.
Let us consider a N dimensional vector x. Thus we have

xTγx = zxTγAx + (1 − z)xTγBx ≥ 0 (A1)

since xTγAx ≥ 0 and xTγBx ≥ 0 (γA and γB are positive
semi-definite) and 0 ≤ z ≤ 1. Consequently, γ is also
positive semi-definite. Similarly,

xT (1 − γ)x = zxT (1 − γA)x + (1 − z)xT (1 − γB)x ≥ 0
(A2)

since 0 ≤ z ≤ 1 and xT (1 − γA)x ≥ 0 and xT (1 − γB)x ≥
0) since 1 − γA and 1 − γB are positive semi-definite.
Consequently, 1−γ is also semi positive definite. Finally,

γ and 1 − γ being positive semi-definite, γ is ensemble
N -representable and Ωγ is convex.

Appendix B: Interior and boundary of Ωγ

We define the neighborhood N (γ) of a matrix γ ∈
MN(R) as the open ball

N (γ) = {γ′ ∈MN(R) ∣ ∣∣γ − γ′∣∣ < ϵ, ϵ→ 0} (B1)

where ∣∣ ⋅ ∣∣ refers to the Frobenius norm. We consider
γ′ ∈ N (γ) and δγ = (γ′ − γ) /λ with λ = ∣∣γ′ − γ∣∣ < ϵ,
such that

γ′ = γ + λδγ. (B2)

Following a perturbation approach with γ′ = γ+λδγ and
λ→ 0, we propose to develop the eigenvalues η′ = η+λδη
and eigenvectors u′ = u+λδu as a power of infinitesimal λ
where the η and u correspond to the eigenvalues diagonal
matrix and eigenvector matrix of γ, respectively,

γu† = u†η. (B3)

The unitary transformation u′ that diagonalizes γ′ cor-
responds to

γ′u′† = u′†η′, (B4)

and Eq. (B3) is recovered at the zero order development.
At first order it reads

δγu† + γδu† − δu†η − u†δη = 0. (B5)

Multiplying by u on the left side leads to

uδγu† + uγδu† − uδu†η − uu†δη = 0
uδγu† − δη + [η,uδu†] = 0. (B6)

On the diagonal part of Eq. (B6), the last term on the
right hand side cancels, such that

δη = uδγu†. (B7)

Let us define

d(γ) =min (η1,1 − ηN) , (B8)

where the eigenvalues are sorted in ascending order. d(γ)
appears as a pseudo-distance from δΩγ as d(γ) ≥ 0 for

γ ∈ Ωγ , d(γ) > 0 for γ ∈ Ω̊γ , d(γ) = 0 for γ ∈ δΩγ and
finally, d(γ) < 0 for non-representable matrices γ ∉ Ωγ .
It follows that

d(γ′) =min (η1 + δη1,1 − (ηN + δηN)) , (B9)

and d(γ′) is contained in the interval d(γ′) ∈ ]d(γ) −
λ, d(γ) + λ[ since ∣δη∣ ≤ λ∣uδγu†∣ ≤ λ.
Consequently, for each γ ∈ Ω̊γ there is a neighborhood

with ϵ < d(γ) such that N (γ) ⊆ Ωγ , thus making Ω̊γ the
topological interior of Ωγ . On the contrary, for γ ∈ δΩγ ,
since d(γ) = 0 it becomes trivial to find matrices in N (γ)
that do not belong to Ωγ . Hence, δΩγ is the topological
boundary of Ωγ .
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Appendix C: Density-matrix decomposition

We show that for any non-idempotent γ, there exists at
least one decomposition in terms of (up to 2N ) idempo-

tent matrices such that γ = ∑i ziγ
(i)
∗ with ∑i zi = 1. To

that aim, we propose the following iterative algorithm.
Consider γ ∈ Ωγ/δΩ∗γ that has F (γ) fractional eigenval-
ues.

1. Choose one among the F (γ) fractional eigenvalues
ηk

2. Construct, in the diagonal representation of γ,

γ′(λ) = γ + λγ(k) (C1)

γ
(k)
ij = 0∀ (i, j) ≠ (k, k), andγ

(k)
kk = 1 (C2)

with λ a scalar and γ′(λ) ∈ Ωγ for λ ∈ [−λA, λB]
with λA = ηk and λB = 1 − ηk. By construction,

F (γ′(−λA)) = F (γ′(λB)) = F (γ) − 1.

3. Decompose γ in terms of matrices with higher num-
ber of integer eigenvalues,

γ = (1 − ηk)γ′(−λA) + ηkγ′(λB) (C3)

Repeat steps 1 and 2 for γ′(−λA) and γ′(λB) and in-
sert their decomposition into Eq. (C3). Continue the
algorithm until

γ =∑
i

ziγ
(i)
∗ , (C4)

with γ
(i)
∗ ∈ δΩ∗γ and ∑i zi = 1. Each iteration of the

algorithm multiplies by two the number of matrices in
the decomposition, making the sum in Eq. (C4) running

ultimately up to 2F (γ) elements.
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