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Abstract
Deep learning-based speech synthesis has significantly im-

proved realistic audio deepfakes. Despite advanced techniques
such as self-supervised learning (SSL) and datasets, current
state-of-the-art (SOTA) detection systems fail in out-of-domain
scenarios due to the inability to generalize. This work explores
the generalization problem through comprehensive experimen-
tation on cross-data evaluation. We observed how training data
impacts model generalization, revealing that even SOTA sys-
tems struggle with consistent performance across different eval-
uation settings. This indicates a lack of extensive generalization
abilities, especially in SSL approaches. To address this prob-
lem, we propose a multi-stage training framework alongside an
ensemble of different systems to enhance the robustness and
reliable detection in known and unknown out-of-domain sce-
narios. Experimental evaluation underscores the importance of
an ensemble approach to mitigate the limitations in individual
systems.

1. Introduction
The advancement in biometric technology has also advanced
the generation of deepfakes. ’Deepfakes’ refers to creating re-
alistic images, videos, or audio of a person’s likeness with an-
other person using deep learning techniques [1]. Among these,
the generation of audio deepfakes has become increasingly so-
phisticated and is becoming hard to spot.

Audio deepfakes fall into two categories, Text-to-speech
(TTS) and voice conversion (VC), where the significant dif-
ference lies in the input. In the case of TTS, a text is trans-
formed into speech resembling a human voice using technology.
On the other hand, voice conversion takes an individual’s voice
and alters it to sound like another person’s while preserving the
original speech’s linguistic attributes. Deep learning-based TTS
and VC systems have made remarkable progress over the years
[2, 3]. These technologies generate highly natural-sounding
speech that is challenging to differentiate from authentic audio.
While these technologies offer various conveniences in our day-
to-day lives, such as virtual assistants, translation services, and
navigation services, they also seriously threaten social security.
With the easy access of deepfake tools 1, voice cloning is be-
coming easier every passing day. One of the most notable in-
stances of audio deepfakes involved a series of robocalls in New
Hampshire that mimicked President Joe Biden’s voice [4, 5].
Notably, it took only 20 minutes and 1 US dollar to generate

1https://github.com/topics/deepfake

the fake audio of President Biden, discouraging voters to cast
their ballots by a street magician [6].

In the digital era, where privacy is becoming increasingly
crucial, it is imperative to develop robust detection mechanisms
to detect authentic media from doctored media. In recent years,
there has been a growing number of efforts aimed at advanc-
ing the field of audio deepfake detection [7, 8, 9, 10, 11]. Most
of these studies either include a front-end feature extractor and
a back-end classifier, which has been the standard framework
for many years, or an end-to-end approach utilizing a model
that jointly optimizes feature extraction and classification by di-
rectly processing raw audio waveforms [12]. However, despite
the promising performance of previous studies on audio deep-
fake detection, the research remains largely fragmented, with
few comprehensive surveys. Most studies summarise previ-
ous spoofing attacks and countermeasures to protect automatic
speaker verification (ASV) systems. Wu et al. [13] provided
a comprehensive survey in 2015 assessing the vulnerability of
ASV systems and the countermeasures to protect them. The
ASVspoof challenges [14] have been crucial in promoting re-
search on detecting spoofed speech to protect ASV systems
from manipulation. Kamble et al. [15] discuss advances in anti-
spoofing from the perspective of ASVspoof challenges in 2020.
Tan et al. [16] analyzes attack detection work for ASV systems
published between 2015 and 2021. Mittal et al. [17] review
and analyze benchmark spoofed speech datasets, methods, and
evaluation metrics for ASV systems and spoof detection tech-
niques.

Although the ASVspoof initiatives appear to demonstrate
substantial advancements, with increasingly lower state-of-the-
art error rates being frequently reported [18, 19]. The effective-
ness of these solutions in real-world situations often remains un-
proven [20, 21]. There are concerns that these systems struggle
to generalize to out-of-domain scenarios. Specifically, they ex-
hibit limited generalization capabilities when faced with deep-
fakes created using new or different attack algorithms or on un-
seen data compared to those used in their training data, which
has been and continues to be a significant concern [22]. In the
ASVspoof 2019 challenge, in the logical access (LA) track, the
organizers ensured the assessment of spoofing detection against
unknown spoofing techniques by excluding eleven unknown
technologies from the training and development set. The re-
sults of the challenge indicates that generalization in spoofing
is the most significant problem.

The implementation of SSL models has demonstrated sig-
nificant performance gain for image, video and audio deepfake
detection [23, 24, 20, 25]. However, manipulated content en-

https://github.com/topics/deepfake


Figure 1: The general framework of proposed deepfake detec-
tion systems

countered during testing typically comes from previously un-
seen datasets or when generated using unknown methods. No-
tably, performance of detection systems decreases when there
is a distinctive difference between the training and test data.
Therefore, it is crucial for such systems to be able to generalise
to unseen data to increase the robustness against spoofing at-
tacks. To understand the generalisation capability of SSL mod-
els, we propose to investigate the SSL models with a multi-stage
training framework and conduct cross-dataset evaluations. Our
experimentation explored sensitivity of systems towards train-
ing datasets and their impact on generalization underlining cru-
cial role of spoofed datasets, ASVSpoof 2019 [26] in compar-
ison with ASVSpoof 2024 [27]. Furthermore, we also propose
to use Generative Flow as a way to normalize deepfake em-
beddings as an augmentation to general framework of deepfake
detection. Our experiments show that the ensemble approach
significantly enhances generalization across both familiar and
out-of-domain scenarios, highlighting the importance of model
diversity in overcoming individual system’s limitations.

2. Proposed Work
In this section, we outline the proposed framework for the audio
deepfake detection system. We begin by briefly describing the
three different SSL models used for feature extraction. Next, we
discuss the Deep Neural Network (DNN) models and Genera-
tive Flow utilized for the classification task. Finally, we detail
the end-to-end deepfake detection system for a given speech in-
put.

2.1. SSL models

This section describes the SSL models used as a front-end fea-
ture extractor from raw speech waveform. As per the guidelines
of the ASVspoof 2024 challenge, SSL models pre-trained on
the LibriSpeech dataset were allowed, therefore we opted for
WavLM-Base, Wav2Vec2-Large, and HuBERT-Base for feature
extraction.

2.1.1. WavLM-Base

The WavLM-base model, hosted on Hugging Face by Microsoft
2, is a pre-trained self-supervised speech model designed to
handle a wide range of speech processing applications. It is
built on the HuBERT [28] framework and pre-trained on 960
hours of 16kHz speech audio from the LibriSpeech-960 hours
dataset, emphasizing both content modelling and speaker iden-
tity preservation. The model excels in tasks like speech recog-
nition, classification, and speaker verification, requiring fine-
tuning in the supervised learning setting. It is particularly noted
for its performance on the SUPERB benchmark [29], showcas-
ing its versatility and effectiveness. The WavLM model in-
tegrates masked speech prediction with denoising during pre-
training. This dual approach maintains the model’s ability to

2https://huggingface.co/microsoft/wavlm-base

capture speech content while enhancing its performance on non-
Automatic Speech Recognition (ASR) tasks through effective
denoising. The WavLM-base variant incorporates 12 Trans-
former encoder layers, each with 768-dimensional hidden states
and 8 attention heads, resulting in a total of 94.70 million pa-
rameters.

2.1.2. Wav2Vec2-Large

The Wav2Vec2-large-960h model by Facebook, available on
Hugging Face 3, is a large pre-trained speech recognition model
fine-tuned on 960 hours of Librispeech data sampled at 16kHz.
Wav2Vec2 utilizes SSL, which masks speech signals in the la-
tent space and trains them for a contrastive task over quantized
latent representations [30]. This enables Wav2Vec2 to perform
better on ASR tasks compared to semi-supervised approaches
under limited labelled data conditions. Thus illustrating effi-
ciency and effectiveness in speech recognition tasks. Wav2Vec2
is based on transformer networks [31]; we used the Wav2Vec2-
large variant, which contains 24 transformer blocks with hidden
output dimensions of 1024 and 16 attention heads.

2.1.3. HuBERT-Base

The HuBERT-base (Hidden-Unit BERT) model [28], avail-
able on Hugging Face 4, is a SSL model pre-trained on the
LibriSpeech-960 dataset, consisting of 960 hours of 16kHz
speech. It addresses speech representation challenges by using
offline clustering to create aligned target labels for a BERT-like
prediction loss. It focuses on masked regions to learn combined
acoustic and language models. HuBERT achieves competi-
tive SOTA performance on Librispeech and Libri-light bench-
marks over Wav2Vec2, demonstrating significant improvements
in word error rate on challenging evaluation subsets. The
HuBERT-base variant consists of 12 transformer layers, each
with 768 hidden units and 8 attention heads, amounting to ap-
proximately 95 million model parameters.

2.2. DNN Models

We have used two DNN models as a backend classifier for
audio deepfake detection tasks, namely ECAPA-TDNN (Em-
phasized Channel Attention, Propagation, and Aggregation)
[32] and AASIST (Audio Anti-Spoofing Integrated Spectro-
Temporal graph attention network) [33], where both DNN ap-
proaches have shown SOTA results on antispoofing tasks.

The ECAPA-TDNN architecture, presented by Desplan-
ques et al. in 2020 [32], enhances the x-vector model by ex-
tending the temporal context beyond 15 frames using Squeeze-
and-Excitation blocks along with attentive statistical pooling.
In this work, we opted for the ECAPA-TDNN variant with the
convolutional layers filter set to 512 and the output embedding
dimension to 192. The AASIST [33] extends RawGAT-ST [34],
by incorporating significant improvements such as a heteroge-
neous stacking graph attention layer [35], a max graph opera-
tion for artifact selection, and an updated readout scheme. For
this study, we chose to use the lightweight variant of AASIST,
as detailed in [33].

3https://huggingface.co/facebook/
wav2vec2-large-960h

4https://huggingface.co/facebook/
hubert-base-ls960
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2.3. Generative Flow

Generative Flow (Glow) [36], a deep generative model used
for tasks such as image synthesis [36], text-to-speech [37], and
vocoding [38], maps complex distributions to simple, tractable
latent space distributions. Glow is designed using sequential
cascaded invertible transformations to estimate complex data
distributions by computing the change in log probability den-
sity at each step. Unlike traditional generative models like Gen-
erative Adversarial Networks [39] or Variational Autoencoders
[40], which often require complex training procedures and may
experience mode collapse, the Glow model allows for exact
log-likelihood computation due to its invertible transformations.
This results in a more stable and interpretable latent space.

Each step in Glow consists of an activation normaliza-
tion, followed by an invertible 1x1 convolution, and then an
affine coupling layer. The Glow is optimized based on the
log-likelihood criterion as stated in Equation 1, where the first
term refers to the latent variable z sampled from a prior dis-
tribution Pϕ(z), typically a multivariate Gaussian distribution
Pϕ(z) = N (z; 0, I). The second term represents the change in
log densities transitioning from zk−1 to zk through the transfor-
mations fθk over K steps of Glow.

LGlow = −logPϕ(z)−
k=K,zK=z∑
k=1,z0=x

log|det
(

dzk
dzk−1

)
| (1)

where, we utilized K = 3, Glow steps for transformations with
the input data point x being the deepfake embedding from the
last layer of a DNN model. Throughout the Glow transforma-
tions, the latent space dimension remains identical to the input
data dimension.

2.4. DeepFake Detection Framework

This section describes the general framework of the proposed
deepfake detection system. First, we extract SSL features from
the models described in section 2.1: WavLM-base, Wav2Vec2-
Large, and HuBERT-base, using the last hidden layer output as
the SSL features. These extracted features are then given as
input to the DNN models to classify the given speech as either
bonafide or spoofed, as illustrated in Fig. 1. During the training
phase, both the DNN models (AASIST or ECAPA-TDNN) and
the SSL models are fine-tuned in a supervised learning setting
using cross-entropy loss. We propose incorporating the Glow
layer as detailed in section 2.3. We augmented a Glow layer
to the pre-trained SSL-DNN systems trained on the deepfake
detection task as Glow can learn the distribution of artifacts in
deepfake speech. The hidden output of the DNN’s last layer is
passed to Glow, mapping it to a latent variable, which is then
fed into a feed-forward layer to classify as either bonafide or
spoofed. For systems augmented with the Glow layer, the loss
criterion is defined as follows:

Ltotal = Lcross−entropy + β ∗ LGlow (2)

where, β is cyclic annealing [41] factor to ensure smooth learn-
ing using Glow based systems.

3. Experimentation
First, we describe the datasets used for training and evaluating
the proposed systems. Next, we state the experimental setup,
followed by the evaluation metrics.

3.1. Dataset

We assess the robustness of the systems using evaluation sets
from the ASVspoof 2019, 2021, and 2024 datasets, as well as
”In-the-Wild” [22] dataset. The ASVspoof 2019 dataset serves
as a benchmark for evaluating the robustness of ASV systems
against spoofing attacks and includes subsets for LA and Phys-
ical Access (PA) [26, 42]. The ASVspoof 2021 dataset [43]
builds on previous editions by introducing more sophisticated
spoofing techniques and a focus on deepfake audio. The latest
ASVspoof 2024 dataset [27] addresses evolving audio spoof-
ing threats with advanced techniques and a broader evaluation
framework. We have provided evaluations on both the develop-
ment and the progress set of ASVspoof 2024 dataset. In Section
4, we provide an in-depth experimentation of the proposed sys-
tems trained on the ASVspoof 2024 challenge dataset, as well
as on the systems trained with the ASVspoof 2019 dataset.

3.2. Experimental setup

We develop multiple deepfake detection systems by combining
various SSL models (described in Section 2.1) with DNN mod-
els (Section 2.2) and the Glow layer (Section 2.3). A more de-
tailed description of the different variants of SSL model-based
deepfake detection systems is presented in Section 4. All sys-
tems were trained with a learning rate of 1e − 5 and used
AdamW5 [44] optimizer with a weight decay of 1e − 3. The
training was conducted over 100 epochs, with early stopping
at 10 epochs, based on validation loss for most systems. We
use the batch size of 8 along with gradient accumulation over 8
batches. The experiments were initialized with a seed value of
42 and conducted on A100 GPUs and a single L40S GPU, with
each system requiring approximately 20 hours of training. Ad-
ditionally, for Glow-based models, an annealing coefficient was
multiplied with the Glow loss, where the annealing coefficient
β is varied from 0 to 1 in cyclic manner with linear increment
over each batch of training.

3.3. Evaluation

We compute the equal error rate (EER) and the minimum value
of the Detection Cost Function (minDCF) to evaluate the per-
formance on systems trained using ASVspoof 2019 and 2024
datasets. Additionally, we reported minDCF, actDCF, cost of
log-likelihood ratios (Cllr), and EER on systems reported on
ASVspoof 2024 track-1 [27].

4. Results and Analysis
This section describes the performance of various SSL-based
systems, evaluated on the ASVspoof challenge datasets of 2019
LA, 2021 LA and DF, In-the-Wild, and ASVspoof 2024 Dev
set. We present a comprehensive analysis on generalization
capabilities and impact of training data on deepfake detection
systems. We have investigated the systems performance with
and without Glow augmentation. We also discuss the results
obtained by combining various systems through score fusion
using averaging in our ensemble models. We trained the sys-
tems explicitly on the ASVspoof 2019 [26, 42] (Section 4.1)
and ASVspoof 2024 [27] (Section 4.2) training datasets under
closed-set conditions, utilizing only the training data without
any additional data-augmentation or external speech datasets.
We conducted a detailed comparison with SOTA deepfake de-

5https://pytorch.org/docs/stable/generated/
torch.optim.AdamW.html
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Table 1: Performance on training dataset of ASVspoof 2019 with EER and minDCF on eval sets as ASVspoof 2019, ASVspoof 2021
LA and DF, In-the-Wild, and development set of ASVspoof 2024, where ECAPA refers to ECAPA-TDNN as a DNN model, and Glow
refers to additional Glow layer augmented with ECAPA-TDNN.

ASVspoof 2019 ASVspoof 2021 In-the-Wild 2024 Dev.
ID Systems EER(%) (LA) minDCF (LA) EER(%) (LA) minDCF (LA) EER(%) (DF) EER(%) EER(%) minDCF
S1 WavLM+Ecapa 0.80 0.022 6.68 0.372 15.94 34.64 12.30 0.346
S2 HuBERT+Ecapa 1.05 0.031 12.55 0.5397 13.79 38.92 21.74 0.614
S3 Wav2Vec2+Ecapa 38.86 0.418 26.69 0.451 21.10 24.98 9.70 0.201
S4 WavLM+Ecapa+Glow 1.71 0.054 8.54 0.393 26.26 32.07 30.40 0.755
S5 HuBERT+Ecapa+Glow 1.41 0.042 8.16 0.395 21.12 42.58 31.71 0.848
S6 Wav2Vec2+Ecapa+Glow 24.90 0.250 13.49 0.316 13.86 18.34 11.63 0.192
S7 Fusion A 0.60 0.020 0.60 0.305 13.68 23.19 8.74 0.202
S8 Fusion B 1.10 0.035 1.10 0.330 12.73 19.89 12.15 0.244
S9 Fusion C 0.59 0.019 0.59 0.292 11.75 18.84 8.79 0.201

tection systems namely AASIST [33], RawGAT-ST [34] and
Whisper based system [18] in Table 2.

Table 1 presents the performance of SSL-based systems
trained on ASVspoof 2019 dataset, and Table 3 presents the
evaluation results for the systems trained on the ASVspoof 2024
dataset. The system Fusion A (S7) refers to ensemble score
fusion by averaging scores from SSL systems trained without
Glow which are S1, S2, and S3. Similarly, Fusion B (S8) refers
to the averaging scores as ensemble system from SSL systems
with Glow, S4, S5, S6. We showed performance by averaging
scores from all systems from S1 to S6 as Fusion C system (S9).

4.1. Trainset: ASVspoof 2019

As evident from Table 1, the WavLM+Ecapa (S1) system
achieved an exceptionally low EER of 0.80% and a minDCF
of 0.022 on the 2019 LA dataset, indicating high accu-
racy. However, its performance degraded significantly on the
ASVspoof 2021 and In-the-Wild datasets. Wav2Vec2+Ecapa
(S3) achieved high EERs across all datasets, indicating poor
performance, but performed better in the In-the-Wild scenario
and on the ASVspoof 2024 Dev set with an EER of 9.70%.
HuBERT+Ecapa (S2) had a low EER on the 2019 LA dataset,
but showed degraded performance in other scenarios, especially
In-the-Wild. Glow-based systems WavLM (S4) and HuBERT
(S5) obtained high EERs across most datasets, struggling par-
ticularly in the In-the-Wild scenario. Wav2Vec2+Ecapa+Glow
(S6) showed varied performance, achieving the best results
among non-fusion systems in the In-the-Wild scenario and rel-
atively better performance on the 2024 Dev set. Fusion A (S7)
and Fusion B (S8) both performed remarkably well across all
datasets, with Fusion A achieving one of the lowest EERs on
2024 Dev set and Fusion B showing similar performance. Fu-
sion C (S9) demonstrated the best overall performance, with the
lowest EERs on the 2019 and 2021 LA datasets, demonstrating
extensive capabilities to perform well across all other datasets,
including the 2024 Dev set as well as In-the-Wild scenarios.

Table 2 presents comprehensive evaluation and comparison
with the SOTA audio deepfake detection systems trained un-
der same setting as on ASVspoof 2019 dataset and evaluated
on ASVspoof 2019, 2021 (LA and DF), In-the-Wild and Dev
set of ASVspoof 2024, except MesoNet-Whisper-MFCC sys-
tem [18]. The RawGAT-ST [34] and AASIST [33] systems ex-
hibited a moderate performance with an EER of 1.22%, and
0.83% on the ASVspoof 2019 dataset respectively, but the ef-
fectiveness significantly dropped on other evaluation sets. As
Whisper-based system is also trained partly on DF ASVSpoof
2021 set, we observed significantly lower EER on the respective
dataset. Despite being pre-trained on large amount of speech
data, Whisper-based system was unable to generalise well on

Table 2: Performance measured using EER for comparison
of proposed systems with state-of-the-art systems trained on
ASVspoof 2019 dataset (except MesoNet,Whisper,MFCC) and
evaluated of proposed systems, where 2019 refers to eval
ASVspoof 2019 eval set, 2021 as ASVspoof 2021 and Dev 2024
for development set of 2024

Systems 2019 2021 LA 2021 DF In-the-Wild Dev 2024
RawGAT-ST[34] 1.22 10.23 37.15 52.54 37.8
AASIST[33] 0.83 11.46 21.06 43.01 37.94
MesoNet,Whisper,MFCC[18] 5.83 15.82 0.36 26.72 3.26
WavLM+Ecapa 0.80 6.68 15.94 34.64 12.3
WavLM+Ecapa+Glow 1.71 8.54 26.26 32.07 30.4
S9 Fusion C 0.59 4.65 11.75 18.84 8.79

datasets other than In-the-Wild, and Dev 2024.
The WavLM-based systems show competitive results with

AASIST and RawGAT-ST on ASVSpoof 2019 eval set. Also,
the SSL-based systems consistently display improved perfor-
mances across other evaluation set. Similar to SSL systems,
RawGAT-ST and AASIST operates with speech as input. Their
pre-training for masked prediction on large-scale datasets high-
lights the performance generalization. The augmentation of
WavLM+Ecapa with Glow resulted in higher EERs of 1.71%
and a t-DCF of 0.054 on ASVspoof 2019, but a slight improve-
ment In-the-Wild scenario with an EER of 32.07%. The ensem-
ble S9 system outperformed all other systems, achieving the
lowest EER of 0.59% and t-DCF of 0.0193 on the ASVspoof
2019 dataset, and with an EER of 18.84% demonstrating the
best performance in the In-the-Wild scenario. This highlights
the superior robustness of the ensemble S9 system across di-
verse evaluation conditions.

4.2. Trainset: ASVspoof 2024

We conducted a similar study with proposed SSL-based sys-
tems, as stated in Section 4.1 on the training dataset of
ASVspoof 2024, as shown in Table 3. The results indicate
that despite better performances by WavLM-based systems with
(S1) and without Glow (S4) on the Dev set of ASVspoof
2024, they have shown moderate performance on other eval-
uation sets. Notably, these systems demonstrated significantly
degraded performance in the In-the-Wild scenario, indicating
challenges in handling more varied and unpredictable data.

The Wav2Vec2-based systems (S3), including Glow (S6)
demonstrated high EERs across all datasets, with the worst per-
formance observed in the In-the-Wild scenario with an EER
of 42.05% and an EER of 24.64% on the 2024 Dev set.
The HuBERT+Ecapa system (S2) achieved a notably low EER
of 2.99% on the 2019 LA dataset but achieved varied re-
sults on other datasets, including an EER of 13.13% on the



Table 3: Performance on training dataset of ASVspoof 2024 with EER and minDCF on eval sets as ASVspoof 2019, ASVspoof 2021
LA and DF, In-the-Wild, and development set of ASVspoof 2024, where ECAPA refers to ECAPA-TDNN as a DNN model, and Glow
refers to additional Glow layer augmented with ECAPA-TDNN.

ASVspoof 2019 ASVspoof 2021 In-the-Wild 2024 Dev.
ID Systems EER(%) (LA) minDCF (LA) EER(%) (LA) minDCF (LA) EER(%) (DF) EER(%) EER(%) minDCF
S1 WavLM+Ecapa 16.67 0.314 14.89 0.485 16.15 36.33 5.23 0.137
S2 HuBERT+Ecapa 2.99 0.425 18.88 0.577 17.99 38.56 13.13 0.290
S3 Wav2Vec2+Ecapa 34.86 0.812 37.54 0.880 35.07 42.05 24.64 0.618
S4 WavLM+Ecapa+Glow 17.65 0.348 16.12 0.483 13.07 33.13 2.47 0.070
S5 HuBERT+Ecapa+Glow 0.86 0.576 37.57 0.729 27.59 40.42 19.51 0.355
S6 Wav2Vec2+Ecapa+Glow 64.49 0.977 64.28 0.971 60.07 69.3 53.67 0.546
S7 Fusion A 17.65 0.334 15.35 0.493 15.95 34.43 6.95 0.177
S8 Fusion B 20.58 0.398 18.32 0.519 16.59 33.34 6.23 0.139
S9 Fusion C 17.87 0.336 15.36 0.484 15.78 32.81 5.66 0.141

Table 4: Evaluation of systems trained using the ASVspoof
2024 dataset and performance measures on the ASVspoof 2024
progress set.

Systems minDCF EER(%) Cllr actDCF
AS1 WavLM+AASIST 0.328 13.08 0.625 0.342
AS2 HuBERT+AASIST 0.294 14.48 0.812 0.433
AS3 Wav2Vec2+AASIST 0.288 22.30 0.685 0.396
S1 WavLM+Ecapa 0.197 7.86 0.405 0.274
S2 HuBERT+Ecapa 0.279 10.43 0.586 0.641
S3 Wav2Vec2+Ecapa 0.734 30.37 2.537 0.996
S4 WavLM+Ecapa+Glow 0.199 7.11 0.289 0.202
S10 Fusion 0.164 6.41 0.325 0.212

2024 Dev set and 38.56% in the In-the-Wild scenario. The
WavLM+Ecapa+Glow system (S4) demonstrated improved per-
formance over its non-Glow counterpart on several datasets,
achieving an EER of 2.47% on the 2024 Dev set and 33.13%
in the In-the-Wild scenario. The HuBERT+Ecapa+Glow (S5)
achieved the lowest EER of 0.86% on the 2019 LA dataset but
underperformed on the 2021 LA dataset and in the In-the-Wild
scenario, with EERs of 37.57% and 40.42%, respectively. The
Wav2Vec2+Ecapa+Glow system (S6) achieved degraded per-
formance across all datasets, with high EERs of 64.49% par-
ticularly on the 2019 LA dataset and 53.67% on the 2024 Dev
set.

Among the fusion systems, Fusion A (S7) shows compet-
itive performance with an EER of 17.65% on the 2019 LA
dataset and an EER of 6.95% on the 2024 Dev set, but a higher
EER of 34.43% in the In-the-Wild scenario. Fusion B (S8)
had similar results with an EER of 20.58% on the 2019 LA
dataset and 6.23% on the 2024 Dev set, while Fusion C (S9)
delivered consistent performance with an EER of 17.87% on
the 2019 LA dataset and 5.66% on the 2024 Dev set, and the
best performance in the In-the-Wild scenario among fusion sys-
tems with an EER of 32.81%. While individual systems showed
strengths on specific datasets, fusion systems, particularly Fu-
sion C, demonstrated more balanced performance across di-
verse conditions, indicating the potential benefits of combining
multiple systems for robust audio deepfake detection.

The evaluation results of various systems trained on the
ASVspoof 2024 dataset, using the ASVspoof 2024 progress
set, are summarized in Table 4. Metrics used include minDCF,
EER, Cllr, and actDCF. Among the AASIST-based systems,
AS1 (WavLM+AASIST) showed the best performance with a
minDCF of 0.328 and an EER of 13.08%, outperforming AS2
(Wav2Vec2+AASIST) and AS3 (HuBERT+AASIST) in EER.
The ECAPA-TDNN-based systems demonstrated notable im-
provements with S1 (WavLM+Ecapa) achieving a minDCF of
0.197 and an EER of 7.86%. The system S3 (HuBERT+Ecapa)
also performed well, while S2 (Wav2Vec2+Ecapa) with an EER
of 30.37% and a minDCF of 0.734 demonstrated poor perfor-

Table 5: Evaluation of systems trained using the ASVspoof
2024 dataset and ASVspoof 2024 as the evaluation set.

Systems minDCF actDCF Cllr EER%
RawNet2[27] 0.827 0.992 4.094 36.04
AASIST[27] 0.711 0.93 4.001 29.12
S10 Fusion 0.321 0.371 0.581 11.24

mance. The addition of Glow in S4 (WavLM+Ecapa+Glow)
further enhanced the performance, achieving a minDCF of
0.199 and the lowest EER among single systems with an EER
of 7.11%, with improvements in Cllr and actDCF. It is worth
mentioning that among various SSL systems, WavLM shown
better suitability to audio deepfake detection as a downstream
task, even though all three SSL systems are pre-trained on same
amount of speech data. Furthermore, on the progress set, fu-
sion system (S10) is calibrated as weighted sum of scores from
4 best performing systems on progress set as an ensemble sys-
tem, with formulation as given below and S indicating scores
of a given system,

SS10 = 0.66 ∗ SS1 + 0.16 ∗ SS2 + 0.16 ∗ SAS3 + SS4 (3)

The fusion system (S10), combining multiple system’s
score, achieved the best overall performance with a minDCF of
0.164 and the lowest EER at 6.41%, highlighting the effective-
ness of fusion on progress set. Although S10 maintained com-
petitive Cllr and actDCF values, S4 showed better performance
in these metrics. Overall, the fusion systems and the combina-
tion of WavLM with Ecapa and Glow demonstrated the most
balanced and effective performance in the audio deepfake de-
tection task, highlighting the advantages of integrating multiple
detection approaches to enhance overall system efficacy.

Table 5 highlights the substantial benefits of system fu-
sion in audio deepfake detection. While individual systems
like RawNet2 and AASIST shown with higher error rates and
poorer cost function values. The fusion system (S10) leverages
the strengths of multiple systems to achieve superior perfor-
mance as a mitigation of out-of-domain scenarios. This sug-
gests that diverse model architectures contribute complemen-
tary strengths, reducing the likelihood of detection errors and
improving robustness against various deepfake techniques. In
the context of audio deepfake detection, where the complexity
and variability of attacks can be high, a fusion approach ap-
pears to be particularly advantageous. By integrating different
systems, the fusion system can better generalize across different
types of audio manipulations, providing a more reliable defense
mechanism. This finding underscores the importance of con-
tinued research into ensemble methods and the development of
fusion strategies.



Figure 2: The t-SNE visualization of deepfake embeddings extracted on Dev set of ASVSpoof 2024 and systems, S1 to S6 trained
on ASVSpoof 2024 dataset, where A09, ToucanTTS; A10, A09+HifiGANv2; A11, Tacotron2; A12, In-house unit-select; A13,
StarGANv2-VC; A14, YourTTS; A15, VAE-GAN; A16, In-house ASR-based [27].

5. Discussion
The evaluation results indicate several key observations regard-
ing the performance of different systems under various eval-
uation set conditions. We observed similar performance pat-
terns in Tables 1 and 2, where WavLM and HuBERT-based
systems consistently outperformed Wav2Vec2-based systems,
despite having smaller model parameter sizes. This highlights
the efficiency and effectiveness of WavLM and HuBERT mod-
els in this task. Notably, WavLM is built upon the HuBERT
framework with additional joint speech denoising along with
mask prediction, which differentiates it from both HuBERT and
Wav2Vec2 systems [45].

The addition of Glow to the WavLM model did not bring
about the anticipated improvements in performance on the
ASVSpoof 2019 train set. While Glow-augmented systems
have shown enhancements in certain contexts, such as in the
2024 dataset for WavLM, this improvement was not observed
uniformly. This suggests that the benefits of Glow may be
context-dependent on the feature distribution space. Notably,
in Table 3 on the ASVSpoof 2024 trainset, the WavLM+Glow
approach exhibited state-of-the-art performance as a single sys-
tem, even surpassing the fusion system (S10) on Cllr and act-
DCF metrics. This indicates that generative models, such as
Glow, have potential in normalizing the latent space distribu-
tion of deepfake embeddings, leading to improved detection
performance. In real audio deepfake detection scenarios, gen-
eralization is essential to effectively address the bias and vari-
ance problem. A detection system that generalizes well can
accurately identify deepfakes across various datasets and at-
tack methods, minimizing overfitting (low bias) and underfit-
ting (low variance). Hence, the balance in score calibration is
crucial and illustrated by the performance of the fusion system
(S10). Thus, ensuring that the system remains robust and reli-
able when encountering novel and diverse deepfake techniques
in real-world applications.

Figure 2 presents t-SNE visualizations of deepfake embed-
dings, highlighting how different systems and their combina-
tions with Glow impact the embeddings’ structure and discrim-
inative ability regarding attack types. Overall, attack IDs A13
(StarGANv2-VC) and A15 (VAE-GAN) show overlap with
bonafide across all systems. These t-SNE plots show that the
systems are less effective against voice conversion attacks but
perform well against TTS-based attacks. The clustered struc-

tures in HuBERT and WavLM systems are comparatively better
defined than those in Wav2Vec2, which is consistently reflected
in the system performances shown in Table 1 and Table 3. From
t-SNE visualization, it shows the potential in using Flow met-
ric learning [46, 47] to achieve clustered deepfake embeddings
with generative models. Specifically, metric learning can be ap-
plied as an auxiliary loss term in the WavLM+Ecapa+Glow (S3)
system. We observed that the performance of the same system
varied across two different training datasets. The ASVSpoof
2019 dataset enabled robust performance across all evaluation
sets, whereas SSL systems showed poor generalization using
ASVSpoof 2024 dataset. This underscores the continued im-
portance of the ASVSpoof 2019 dataset with legacy synthesis
attacks in developing audio deepfake detection systems. Addi-
tionally, these findings highlight the fundamental challenge of
bias and variance in supervised learning for out-of-domain sce-
narios [48, 49]. Thus, emphasizing the importance of score cal-
ibration, regularization, feature selection, and cross-data evalu-
ation in developing systems to handle real-life deepfake attacks.

6. Conclusion
The adaptation of SSL models for deepfake detection has shown
promising results over the years. However, their ability to gen-
eralize to unseen data remains understudied. To address this, we
developed deepfake detection systems using WavLM, HuBERT
and Wav2Vec2 as SSL models and augmented them with Glow.
Our findings indicated that ensemble systems demonstrate su-
perior generalization across various scenarios compared to sin-
gle system. The results also highlight the impact of training
datasets on system performance, emphasizing the importance of
the ASVSpoof 2019 dataset. Pre-training with speech denoising
using WavLM showed superior performance compared to Hu-
BERT and Wav2Vec2, showing vital role of pre-training. Addi-
tionally, in the ASVSpoof 2024 dataset, using Glow for embed-
ding normalization with the WavLM system showed promising
results, underscoring the importance of latent space distribution
and disentanglement concerning spoofing artifacts. Extensive
evaluation of state-of-the-art systems revealed their limitations
under various spoofing scenarios. This study paves the way
for future research to enhance the generalization ability of SSL
models and establishes a benchmark for the research commu-
nity to evaluate system performance in out-of-domain deepfake
scenarios comprehensively.
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Gómez, and Antonio M. Peinado, “A conformer-based
classifier for variable-length utterance processing in anti-
spoofing,” in INTERSPEECH, 2023.



[26] Xin Wang, Junichi Yamagishi, Massimiliano Todisco,
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