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Spinal cord lesions in Multiple Sclerosis (MS) have prognostic value.

Detecting spinal MS lesions is a challenging task for clinicians.

Multiple imaging protocols are used, and not every sequence is
available for each patient.

How can we use all available data for training and inference despite
missing sequences?

1. Pre-processing pipeline to deal with varying fields of view and inter-
sequence misalignments.
2. Analysis of improvement of multi-sequence training for single-
sequence inference.
3. Latent feature augmentation for single-sequence training.
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Multiple acquisitions from 247 subjects.
Sagittal T2w (247 subjects), sagittal STIR (137), axial T2*w (119),
T1w (63), axial T2w (52), MP2RAGE (36).

Pre-process all sequences for patient to common space.
Crop and centre around spinal cord [2].
No non-linear registration to avoid introducing artifacts.

One encoder per sequence and concatenate features at bottleneck.
Mean Imputation: When a sequence is missing, replace its features
with the mean across the available sequences [3].

Feature Augmentation: Apply noise at the bottleneck while training
single-sequence model.
Frozen Encoder: Freeze T2Sag baseline encoder and train the rest of
the multi-sequence model.

Multi-sequence training improves single-sequence inference.

Results
Table 1: Results for two test cohorts, DA and DC.

Significance levels for Wilcoxon test vs. T2Sag Baseline: * 0.1; ** 0.05.

Sequences at Inference Lesion F1 Dice
Model T2Sag T2*Ax T2Ax T1 DA DC DA DC

T2Sag Baseline 0.593 0.583 0.452 0.469

Mean
Imputation

0.641** 0.606 0.466* 0.493**
– 0.622 – 0.518**

0.650** – 0.480** –

Table 2: Results using only T2Sag at inference (mean ± std. dev.).

Method Lesion F1 Dice

T2Sag Baseline 0.564 ± 0.031 0.441 ± 0.011
T2Sag – Feature Augmentation 0.586 ± 0.026 ** 0.446 ± 0.014 *
Mean Imputation – Frozen Encoder 0.591 ± 0.022 ** 0.448 ± 0.015 *
Mean Imputation 0.603± 0.025 ** 0.457± 0.013 **

Conclusion
Mean Imputation implicitly regularises both the encoder and decoder.

Latent feature augmentation can achieve a similar regularisation effect.

Multiple sequences at inference leads to some modest improvements,
especially with axial T2*w.

Future work: pre-train single sequence models to better capture the sequence-
specific information.
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