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Abstract—Compiler optimizations play a crucial role in en-
hancing software performance by improving execution speed and
reducing resource consumption. However, these optimizations
can also introduce variability in execution times, a significant
concern for real-time systems where predictability is paramount.
This paper investigates the relationship between GCC compiler
optimizations and the execution time variability. By compiling a
set of benchmark programs under different optimization levels
(O0, O1, O2, O3), we analyze the impact on execution time
variability using the WCET/BCET ratio, and the dispersion of
the execution times around the WCET.

Index Terms—Compilation optimisation levels, Execution time
variability.

I. INTRODUCTION

Compiler optimization options allow a user to change the
final binary code of a program without changing the original
high level source code. Using compiler optimizations options
may result in a program performing better, in term of execution
time, than the non optimized version. The major challenge in
compilation is choosing the right set of compiler optimization
sequence, taking in fact that these code optimizations are
programming language, application and architecture depen-
dent. Additionally, there is the problem of choosing which
optimization options to apply and the order of applying these
optimizations.

Real-time systems are designed to perform critical tasks
within stringent timing constraints, where the predictability of
execution times is more important than their minimization.
In such systems, the Worst-Case Execution Time (WCET)
is a key metric used to ensure that tasks always meet their
deadlines.

Using compiler optimizations in real-time systems can
enhance programs performances , but it can also negatively
impact their execution times. Indeed, while these optimizations
can lead to performance gains, they can also introduce variabil-
ity in execution times, posing challenges for WCET analysis
and the predictability of real-time systems. By execution time
variability we refer to the variations in the time it takes for a
program to execute across different runs. This variability can
be influenced by several factors, including compiler optimiza-
tions, hardware characteristics, operating system behavior, and
input data variations. While there is no agreement on a formal
definition of time variability, we find in the literature [1]

definitions like ratio between the WCET and the best case
execution time BCET .

The impact of compiler optimizations on execution time
variability is not fully understood. This variability complicates
the task of accurately estimating WCET, which is crucial for
the design and verification of real-time systems. Understanding
how different optimizations affect execution time variability
can lead to more reliable WCET estimations and, conse-
quently, more robust real-time systems.

This work in progress aims to investigate the relationship
between compiler optimizations and execution time variability
in the case of the GCC compiler on the Armv8-A architecture.
The objectives are:

• To identify and analyze the impact of various GCC com-
piler optimizations (O0, O1, O2, O3) on the execution
time variability of programs using WCET/BCET ratios,
and the dispersion of the execution times around the
WCET using the VWCET parameter [2], [3].

• To provide insights and guidelines for selecting compiler
optimizations that balance performance improvements
while managing the variability of execution times in real-
time systems.

II. COMPARATIVE STUDY

Our study involves an examination of a set of benchmark
programs compiled under different GCC optimization levels
(O0, O1, O2, O3). We will analyse the impact of the opti-
mization levels (O0, O1, O2, O3) on the following metrics,
the average execution time ACET, the WCET and the BCET
to see what is the best optimization level for each program if
our goal is to increase the execution time performance. Then
we compare this analysis with the impact of optimization on
time variability. To do this, we use the metrics presented in
the next section.

A. Time variability metrics

To estimate the execution time variability we consider two
parameters the WCET/BCET ratio and the VWCET parameter
[2], [3]. The WCET/BCET is an indicator of the range or
spread of execution times for a program. This ratio provides
insight into the variability of execution times and the potential
unpredictability of a program’s performance. The smaller the



ratio, the less variation there is between the largest and
smallest execution time values.

The VWCET parameter measures the dispersion of a set
of n execution times {X1, . . . Xn} of a program around the
WCET.

VWCET =

∑n
i=1(WCET−Xi)

n

WCET
× 100 (1)

This parameter was proposed to compensate the fact that
the ratio gives no information on how the execution times
are distributed. This information is important to properly
dimension a system. Indeed, execution times that are more
concentrated on the BCET may indicate that using the WCET
as a program execution time may lead to under-utilization of
the platform, whereas if the data is more concentrated on the
WCET, it may be easier to estimate the WCET. Given that the
VWCET is based on the sum of deviations, (WCET −Xi),
between the WCET and the other execution times, the smaller
it is the more likely the data are shifted towards the WCET.

B. Experiments and discussion

We perform experiments on the Zynq ZCU104 platform,
featuring a quad-core Arm Cortex A53. We generate a set of
execution times by executing 4 programs (bubble sort, dijkstra,
powerwind, matrix1) 1000 times using RT-bench an Extensible
Benchmark Framework for the Analysis and Management of
Real-Time Applications [4], we note that the input of the
programs are not changed.

We consider in our study that a program is more predictable
if it has the lowest ratio value and the lowest VWCET value
suggesting that the WCET is not a rare event.

We identify 4 different cases depending on the similarity
of the obtained results between the execution time metrics
(WCET, BCET, ACET) and the time variability metrics:

• Case 1: Concordant results
In Fig. 1 we notice that increasing the optimization
level from O0 to O3 decreases the WCET,BCET
and the ACET . We notice that O3 produces the lowest
WCET,BCET and ACET .
Concerning time variability, in Fig. 2 O3 also produced
the lowest ratio and the lowest VWCET. This means that
O3 decreases the gap between the BCET and WCET ,
and according to the VWCET the execution times are
more shifted towards the WCET .

• Case 2: Adversarial results
In Fig. 3 the optimization level O2 yields the best so-
lution considering the WCET,BCET and the ACET .
Concerning the time variability in Fig. 4 O0 is the best
solution, however the WCET, BCET, ACET results of O0
are the worst ones.

• Case 3: Trade off results
In Fig. 5 we notice that O3 yields the best
WCET,BCET and ACET . For the time variability re-
sults in Fig. 6 we notice O2 is the best solution. Although
O2 is not the optimal optimization for WCET,BCET
and ACET , it is not far from the optimal solution, so

Fig. 1: bubble sort execution times

Fig. 2: bubble sort VWCET and quotient

we can say that O2 is a good trade-off solution to ensure
both execution time optimisation and time variability
minimisation.

• Case 4: Objective-dependant results
In Fig. 7 O0 yields the best solution for optimizing the
WCET , O3 yields the best solution for optimizing the
BCET and ACET . For the time variability in Fig. 8,
O0 is the best solution.

Throughout these first experiments we can draw some
conclusions :

• We confirm that applying increased compiler optimization
options (O3 instead of O0) doesn’t necessarily produce
the desired outcome, we take as en example the program
’matrix1’, if the goal is to decrease the WCET applying
the different compiler optimizations actually increases the
WCET , same thing for the program ’dijkstra’ increasing
the optimization level from O2 to O3 actually increases
the WCET,BCET and ACET

• In case 1, the execution time metrics yields the same
results as the time variability results suggesting O3 as an
optimal optimization level, we call it concordant results
as the suggestion of the execution time metrics matches
that of the time variability parameters.



Fig. 3: dijkstra execution times

Fig. 4: dijkstra VWCET and quotient

• In case 2, the results are adversarial in the sense that the
best case in execution time metrics gives the worst results
in time variability, if it is critical to ensure predictability
of execution times we should choose optimization level
O0 even if it is the one with the highest execution time.
However, it is important to note that there is no universal
solution, each scenario needs to be studied according the
designers objectives.

• In case 3, the best result is trade off in the sense that the
best solution suggested by the time variability (O2) is not
far from the best solution suggested by the execution time
metrics, hence the best solution suggested by the time
variability parameters (O2) is a balanced choice, offering
a compromise that minimizes execution time variability
while maintaining acceptable execution performance.

• In case 4, the results in execution time metrics are not
the same, BCET and ACET suggest O3 and WCET
suggests O0. If our aim is to minimize the WCET, O0
optimization level, is the best option as it also minimize
the time variability. This is not the case if our goal is to
optimize the BCET or the ACET . The best choice is
objective dependant in the sense that it depends on the
metric that we want to optimize.

Fig. 5: powerwind execution times

Fig. 6: powerwind VWCET and quotient

As a general conclusion we conclude that relying only on
the WCET , BCET and ACET as a criteria when choosing
the best compiler optimization level is not sufficient for the
design of real-time systems.

Note that in this analysis, we have considered that the
solution with the execution time closest to WCET is the best.
However, we can consider that for some tasks, we allow some
deadline misses and that for these programs, we give priority
to optimization leading to execution times closer to BCET
and therefore with the highest VWCET .

III. RELATED WORK

Compiler optimizations are crucial for enhancing the per-
formance and efficiency of software applications. Their use
depends on the objectives, in the literature [5] we find that
these objectives aim to optimize the mean execution time, the
code size, the power consumption, the runtime memory used,
trying to balance between these objectives is a challenging
task [6]. Take in mind that there is no guarantee that the
transformed code will behave better than the original code
[5], in fact aggressive optimizations can even degrade the
performance of the code that they are trying to optimize. Our
work in progress is the first work that aims to deal with the link



Fig. 7: matrix1 execution times

Fig. 8: matrix1 VWCET and quotient

between execution time variability and compiler optimizations
as opposed to the previously mentioned objectives of using
compiler optimizations. We also find in the literature research
done on compilation for predictability [7] where the goal is to
transform the source code into sequential pieces of predicated
code of the same functional behavior in order to enforce equal
timing for all the different contexts, this can be achieved
by means of inserting/removing instructions into the code,
contrary to our approach where we do not want change the
high level source code.

IV. CONCLUSION AND FUTURE WORK

In this study, we examined the behavior of execution
times of programs compiled under different GCC optimization
levels. Different compiler optimization levels may enhance
the performance or average execution time of a program,
however, in real-time systems execution time variability is
more important than the average execution time to ensure
predictability.

Using a set of experiments we noticed that there is no
universal solution for choosing the best compiler optimiza-
tion level, each scenario requires its appropriate optimization

strategy, in this paper we identified four different case studies
with different solutions.

We plan to continue investigating this problem by examining
the hardware performance counters, including the number of
instructions executed and cache miss rates (L1 instruction and
data cache misses, L2 cache misses) and their behavior with
different optimizations sequences, to gain a deeper understand-
ing of the underlying causes of execution time variability.

Inspired by [8], [9] that uses machine learning models
to choose the appropriate compiler optimization sequence to
minimize the WCET and the runtime memory footprint, we
also plan to develop models for choosing the best compiler
optimization sequence in order to control the execution time
variability.
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