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1 Introduction

Diversity has the purpose of estimating the overall
difference between types (which depending on the
task may be NER classes, lemmas, etc.) through
variety, balance, and disparity (Lion-Bouton et al.,
2022), respectively the number of types, how even
their distribution is, and how inherently different
they are. Datasets however evolve, often in size,
raising the question of whether diversity functions
react in a manner experts deem reasonable. We
provide in this paper a short multilingual analysis
of entropy on the versions of Universal Dependen-
cies (UD, Nivre et al., 2016; 2020); other diversity
functions are implemented for future analysis. The
choice of entropy is motivated by its importance
in information theory, its use as a diversity func-
tion itself, and in other diversity functions (Patil
and Taillie, 1982; Smith and Wilson, 1996; Mutz,
2022). After presenting entropy (§2) and UD (§3),
we experiment on the behaviour of entropy for
the lemma+upos pair in four languages across UD
versions (§4). We find that entropy reacts meaning-
fully to dataset evolution.

2 Entropy

Shannon-Weaver entropy H (1949) is the corner-
stone of quantifying information; it is defined in a
system with n types as

H = −
n∑

i=1

pi logb (pi) (1)

where pi is the relative proportion of the ith type,
and often b = 2 to quantify information in bits. It
is the limiting case of Rényi entropy Hα (1961)

Hα =
1

1− α
logb

(
n∑

i=1

pαi

)
; lim
α→1

Hα = H (2)

Hα reaches its maximum value logb (n) when all
types have the same proportion (see appendix). En-
tropy thus measures balance, and to some extent
variety through maximum entropy.

3 Universal Dependencies

At the time of writing, UD has nineteen ver-
sions from v1.0 to v2.13, evolving from 10 tree-
banks over 10 languages to 259 treebanks over
148 languages. It follows the CoNLL-U tabu-
lar data format comprising token ID (ID), token
itself (form), lemma (lemma), universal part-of-
speech tag (upos), language-specific part-of-speech
tag (xpos), morphological features (feats), syntac-
tic head (head), dependency relation (deprel), en-
hanced dependencies (deps).1 At each subversion,
languages can add or withdraw corpora which be-
long to a number of genres: academic, bible, blog,
email, fiction, government, grammar-examples,
learner-essays, legal, medical, news, nonfiction,
poetry, reviews, social, spoken, web, wiki. One
may argue an increase in genres (↔ variety) or in
evenness between genres (↔ balance) is instinc-
tively a positive sign of diversity, to be rewarded by
diversity functions. Conversely, a decrease in gen-
res or in their evenness may be seen as a negative
sign of diversity, to be penalised.

4 Experiments and Analysis

We see in Figure 1 the evolution of entropy in four
languages across UD versions. We first consid-
ered studying languages with high/moderate/low
amounts of resources, but the need in analysis to
have sizeable corpora and substantial updates re-
duced a lot the options. We will comment on the
arrival or withdrawal of corpora, but note that some
changes in entropy are caused by substantial cor-
pus reworks, such as Portuguese GSD which in-
creased its annotated lemmas from ≈ 45% in v2.7
to ≈ 71% in v2.8. Note also that we only consider
CoNLL-U rows with both lemma and upos defined
(often 90 + % of all rows).

The case of English shows that when the
main corpora are themselves diverse adding
more has a limited effect on entropy (v1.1 →
v2.13, tokens:+170.23%, lemma+upos:+73.29%,

1More details available at https://
universaldependencies.org/format.html.

https://universaldependencies.org/format.html
https://universaldependencies.org/format.html
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Figure 1: Impact of UD corpus evolution on lemma+upos entropy (in reading order: English, Italian, Chinese,
Portuguese). UD_Portuguese-BR appeared in v1.3 and was merged in UD_Portuguese-GSD in v2.2. Corpus size is
the number of tokens with both lemma and upos defined.

entropy:+0.94%). EWT the main corpus was
present in v1.0, with 5 genres; other corpora have
many genres, such as GUM, the second largest cor-
pus, with 9 genres. It should be noted that, despite
this genre diversity, the corpora added over time
are for many subjectively small; had they been of
a similar size as EWT, entropy may have increased
more.

For Italian, entropy increases in v2.1 with
the arrival (for the most part) of PoSTWITA
which brings the new genre social [media]
(tokens:+34.30%, lemma+upos:+45.58%, en-
tropy: +2.93%), and diminishes with the arrival
of VIT in v2.4 (tokens: +55.73%, lemma+upos:
+24.65%, entropy: −0.12%). It may be explained
by the fact that one of the two genres of VIT (news)
was already present three times in v2.3, combined
with a much lower increase in lemma+upos than in
v2.1 percentage-wise.

In the case of Chinese, the arrival of GSDSimp
in v2.5, a simplified language version of the already
present GSD corpus, causes a substantial increase
in corpus size with an increase in entropy (to-
kens: +94.45%, lemma+upos: +45.90%, entropy:
+2.48%). Entropy increased despite GSPSimp be-
ing of the same genre as GSD (wiki), which may
be explained by the difference in language itself.

In a more pronounced manner, Portuguese in
v2.11 sees an increase in entropy with the arrival
of CINTIL and PetroGold (tokens: +149.63%,
lemma+upos: +99.49%, entropy: +8.86%) which
increase diversity genre-wise:

v2.10 3 news, 1 blog, 1 wiki
v2.11 v2.10 + 1 news + 1 academic + 1 nonfic-

tion + 1 fiction + 1 grammar-examples

We conclude that entropy is capable of account-
ing for the instinctive sense of diversity one may
have with regards to dataset evolution. For corpus
exploration, one may use entropy to gain insights
in a uniform manner on the relevance of adding
various corpora, for example based on their forms
if it is prior to annotation. One drawback is that
the evolution of entropy, although sensical, is on
somewhat small scales, making it hard to properly
gauge. Hα̸=1 and other functions using entropy
may improve on this aspect, but the question of
whether they keep the sensical behaviour of en-
tropy remains open; existing options consider the
number or proportions of types, sometimes with
other constants (Smith and Wilson, 1996; Morales
et al., 2020).
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A Appendix: maximum entropy

Process showing that for Hα→1, a perfectly even
distribution reaches logb (n):

H = −
n∑

i=1

pi logb (pi)

if ∀1 ≤ i ≤ n, pi =
1

n

H = −
n∑

i=1

1

n
logb

(
1

n

)
H = −n

(
1

n
logb

(
1

n

))
H = − logb

(
1

n

)
H = − (logb (1)− logb (n))

H = − (− logb (n))

H = logb (n)

(3)

Process showing that for Hα ̸=1, a perfectly even
distribution reaches logb (n):

Hα =
1

1− α
logb

(
n∑

i=1

pαi

)

if ∀1 ≤ i ≤ n, pi =
1

n

Hα =
1

1− α
logb

(
n∑

i=1

(
1

n

)α
)

Hα =
1

1− α
logb

(
nn−α

)
Hα =

1

1− α
logb

(
n1−α

)
Hα =

1

1− α
(1− α) logb (n)

Hα = logb (n)

(4)
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