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Abstract. In recent years, deep learning has made a breakthrough in
image recognition. However, it often requires a large amount of label data
as the sample set. In most practical applications, the neural network is
prone to over-fitting or weak generalization due to the lack of annotation
data. This phenomenon is especially obvious in a small-scale data set.
To solve this problem, pine wilt disease data is used as an example to
adopt mirroring, flipping, adding noise, rotating, scaling, and other aug-
mentation methods to enhance the amount of the image sets. It can not
only increase sample diversity but also make the network more stable
for training. In this paper, the effects of different amplification methods
and training samples size on the Faster R-CNN and YOLOv3 models are
tested, and its results show that scaling has the greatest impact on the
two models for the reason that the two models are both sensitive to the
size of sample images. The accuracy of Faster R-CNN starts to decline
when the number of training sets is expanded to 60 percent of the new
training samples, the accuracy of YOLOv3 starts to decline when the
number of training sets is expanded to 75 percent.

Keywords: data augmentation · image recognition · small-scale data
sets · pine wilt disease.

1 Introduction

Recently, Pattern Recognition System based on CNN(Convolutional Neural Net-
work) has made breakthrough advances in many tasks. Deep Learning often en-
counters over-fitting problems although it has shown outstanding performance
in many aspects. The problems of over-fitting are mainly caused by three rea-
sons: complex models, data noise, and limited training data. Most neural net-
works require a large number of parameters and sample data for training to
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make these parameters work correctly. The data set is the basis of training deep
learning models. The quantity, diversity, quality, and imbalance of the training
data significantly affect the robustness and generalization of the deep learning
model [1]. Data sources mainly include self-established datasets and existing
public datasets. Creating a data set with enough samples is often a tough and
time-consuming task. Particularly, some images are hard to obtain, such as agri-
cultural and forestry pests and diseases, or medical images. Therefore, data
augmentation is an effective way to artificially increase the training data, when
the number of samples is insufficient or imbalanced.

Pine is one of the important tree species in China’s forest resources, account-
ing for 70% of the artificial forest area [2]. However, in recent years, a large
number of pine resources have been attacked by the invasive pest pine wilt dis-
ease, which has seriously endangered the utilization and sustainable development
of forest resources. The disease mainly affects pine tree species and has two main
routes of transmission: natural transmission (Monochamus alternatus) and hu-
man transmission [3, 4]. Due to the difference in chlorophyll and water content
between healthy pine trees and diseased pine trees, resin secretion, growth vigor,
and needle color are important indicators for judging pine wilt disease.

Pine trees infected with pine wilt disease generally die especially in summer
and autumn. The disease goes through three distinct stages of infection. In terms
of the color of needles, dark green needles of healthy pine trees become yellow
in the mildly damaged stage, yellow-brown in the moderately damaged stage,
and red-brown in the severely damaged stage [5–7]. A pine tree with pine wilt
disease can be identified by checking whether the pine tree has reddish brown
or yellowish brown needles or the whole pine tree has withered, withered and
drooped needles but does not fall off .Due to the insufficiency of available UAV
images, the differences in background, illumination, and target size, as well as the
differences in the number of samples at different stages of infection, lead to the
imbalance in samples size. Due to the insufficiency of available UAV images, the
differences in background, illumination, and target size, as well as the differences
in the number of samples at different stages of infection, lead to the imbalance
in samples size.

Data augmentation is an essential method to improve the training effect of
CNN. There are a series of augmentation ways, including rotation, flip, scaling,
translation, adding noise, and so on. Through the enhancement of training data,
the network with stronger generalization ability can better adapt to the appli-
cation scene. Data enhancement has been widely used in deep learning of plant
pest images. For example, Deng [8] et al enhanced the diseased pine tree samples
through rotation, flipping, and comparison, and the AP(Average Precision) value
of the model increased from 72.5% to 80.2%. Qin [9]et al adopted multi-scale
segmentation to improve the number and diversity of samples. However, few re-
searchers pay attention to which enhancement strategy can effectively improve
the accuracy of the model. Moreover, too many enhancement samples may lead
to inadequate fitting. Therefore, it is necessary to select the optimal number of
training samples for the enhanced data set.
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This paper studies the impact of different data enhancement methods on the
accuracy of the Faster R-CNN and YOLO models. By testing the influence of
different training samples size on model results, the optimal training data set
size is found.

2 Augmentations

Traditional data enhancement strategies are based on camera models and imag-
ing principles. By using different enhancement methods, it can simulate the
effects of the lens, focal length, and aperture on pictures in real scenes. For ex-
ample, a fisheye lens will cause image deformation, but can obtain a wider scene
in a smaller scene; Focal length will blur the background and affect the resolution
of the picture; The aperture can affect the brightness and chroma of images. The
fisheye effect can simulate the image shot by a fisheye lens. Scaling can simulate
different focal length sizes and different shooting distances; Color transforma-
tion can simulate images under different aperture sizes and lighting; Translation
and rotation can simulate different perspectives; Gaussian noise and salt-pepper
noise can simulate the noise caused by camera sensors. The eight data enhance-
ments used in this paper all rely on the UAV camera model, imaging principles,
and changes in the external environment. Each augmentation technique is as
follows(see Fig. 1) [10, 11]:

Flips: flip horizontally and vertically for each image in the training set.
Rotation: rotate each image in the training set randomly clockwise at the

angle of from 0◦to 360◦;
Scaling: the training set image is linearly enlarged or reduced. The part of

the enlarged image that exceeds the original image size needs to be cropped, and
the part between the reduced image boundary and the original image is filled
with a black background.

Color transform: modify image brightness, contrast, and saturation.
Nonlinear scaling: the training set images are enlarged or reduced according

to different aspect ratios. That is, the aspect ratio of the scaling image is different
from the original image.

Translation: each image in the training set is shifted 50 pixels along the
horizontal axis and filled in with a black background.

Adding noise: noise refers to the random superposition of some isolated pixels
or pixel blocks on the original image which can cause strong visual effects, to
disrupt the observable information of the image. Gaussian noise and salt &
pepper noise are respectively added to the images of the training set, and salt
& pepper noise is distributed in each image as random white or black pixels.

Fisheye effect: simulate the fisheye lens effect on the training set.
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(a) Original image (b) Flips (c) Scaling (d) Translation (e) Contrast

(f) Rotation (g) Salt & pepper
noise

(h) Gaussian noise(i) Nonlinear scal-
ing

(j) Fisheye effect

Fig. 1: Eight data augmentation methods

3 Materials and Methods

The UAV remote sensing image was collected by a visible-light camera mounted
on Multi-rotor light UAV. The field plot is a pine wilt disease endemic area
located in Xianhe Town, Hanbin District, Ankang City, Shaanxi Province, and
its area is 0.0775 square kilometers. The dead trees of pine wilt disease are
mainly divided into three types: yellow-brown needles moderately dead trees,
red-brown needles severely dead trees, and white needles dead trees. The size of
pine wilt disease images is 4000*3000. The full-sized images are cropped to 150
sub-images about 500*500 pixels. After cropping, sub-images are filtered to be
used as the data set. We select 85 sub-images as the original data set for each
augmentation technique. Among these samples, 60% are used for the training
set, 20% for the validation set, and 20% for the testing set. Before training the
models, we use eight augmentation strategies to generate eight new training sets.
Each new training set consists of the original training sub-images and the new
training sub-images enhanced by one of the above techniques. The annotation
file of each sub-image is also transformed synchronously.

With the development of deep learning, object detection based on deep learn-
ing has been widely used because of its excellent performance. Faster R-CNN and
YOLOv3 are the most classical algorithms in the field of object detection. As a
classical two-stage model, Faster R-CNN mainly generates a series of candidate
regions through the method of region proposal and then performs classification
and position regression on extracted features of candidate regions, which is better
in detection accuracy. YOLOv3 is a classic one-stage model based on regression,
which directly extracts features from the network to predict the classification
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and position of objects. And its detection speed is fast. Different target sizes
and the unbalanced number of pine wilt disease samples at different stages will
lead to distortion or over-fitting in the identification process. In addition, the
Faster R-CNN and YOLOv3 models are easy to be ignored for small targets due
to their low resolution and few features when detecting infected pine images.
Therefore, more training samples are needed to learn data features and achieve
higher accuracy. Data augmentation can make the model learn more invariance
features through geometric transformation, thus improving the robustness of the
models.

With the increase of the training data set, the detection performance of the
model is improved gradually. In addition, the model may also go from over-fitting
to under-fitting when increased to a certain extent. Therefore, To further analyze
the impact of image data set size on the model and find the inflection point of
different data-set sizes on model performance [12], we select 150 samples divided
into a training set, validation set, and test set according to 6:2:2. The new data
set is made with original training data and augmented data generated by the
above augmentation techniques, which reach 1183 data. We randomly select 182,
364, 546, 728, 910, and 1183 data among them to form a dataset and train the
Faster R-CNN and YOLOV3 models to obtain the corresponding AP curve. AP
is the metric to measure the performance of object detectors like Faster R-CNN
and YOLOV3. It is the average of the maximum precision at different recall
values.

Before evaluating the model performance, for each augmentation method,
we used the cross entropy(CE) function to compare the similarity between each
image of orignal training set, D and corresponding image of post-augmented
training set, D’. CE is a measure of the difference between two images. In this
paper, the cross entropy mean value between D and D ’is used to quantify the
augmentation

CE(p, q) =
∑

p(i)× ln
p(i)

q(i)
+
∑

q(i)× ln
q(i)

p(i)
(1)

4 Results

The experimental operating platform is Ubuntu 20.04, Intel(R) Core(TM) i9-
10900K CPU @ 3.70GHz, NVIDIA Corporation Device 2208, based on Pytorch
as a deep learning framework. We use eight augmented training sets to train
Faster R-CNN and YOLOV3 networks. To evaluate the impact of different data
augmentation methods and different numbers of training data sets on the iden-
tification of pine wilt diseased trees, the index AP is used to evaluate model
performance. The increased range is userd to compare AP values before and
after augmentation. The mean CE between the each augmented training set and
the original data set is userd to analyzed the effect of each augmentation on
the training result. It can be seen from Table 1 that the scaling augmentation
method has the highest AP value and CE value for the two models. a higher cross
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entropy means that the image augmented by scale have the more abundant and
varied images information, which enhancing the diversity of the samples.

Table 1: Influence of traditional image data augmentation techniques on Faster
R-CNN and YOLOV3 models.

Augmentation type CE Faster R-CNN YOLOV3
AP Increase range AP Increase range

Original image 0.573 0 0.380 0
Saturation 0.0005 0.576 0.003 0.391 0.011

Flip 0.0006 0.721 0.148 0.504 0.124
Gaussian noise 0.0222 0.668 0.095 0.386 0.006

Salt & pepper noise 0.0395 0.720 0.147 0.416 0.036
Rotation 0.1615 0.630 0.057 0.498 0.118

Translation 0.1947 0.648 0.075 0.426 0.046
Contrast 0.2011 0.688 0.115 0.487 0.107

Brightness 0.2244 0.786 0.213 0.469 0.089
Fisheye effect 0.2444 0.777 0.204 0.410 0.03

Nonlinear scaling 0.3663 0.798 0.225 0.423 0.043
Scaling 0.6971 0.894 0.321 0.642 0.262

Fig. 2: Impacts of the growing number of datasets on the performance of
YOLO3 and Faster R-CNN.

As can be seen from (see Fig. 2), the size of the training data set has a great
influence on the detection capability of the models. With the increase in training
set size, the detection performance of the model is improved gradually. However,
when the data set grows to 60 percent of the new training samples, AP arrives at
the maximum value and then begins to decline for the Faster R-CNN network.
And for the YOLOV3 network, AP arrives at the maximum value when the data
set increases to 75 percent of the new training samples.

5 Discussion and Conclusion

Traditional data augmentation techniques rely on rotation, translation, and other
methods to fine-tune the existing data set and generate a large number of data
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sets slightly different from the original data set for model training. This tech-
nique can not only increase the number of training samples but also improve
the robustness and the generalization ability of the model. In this paper, the
optimal augmentation techniques and the optimal number of training samples
for the identification of pine wilt disease were studied.

Looking at the results from Table 1, We can see that the cross entropy is
proportional to the AP value of the Faster R-CNN model, in addition to Gaussian
noise, Salt & pepper noise and flip. In other word, the new training set that has
cross entropy about 0.6971-0.2444 (Scaling, Nonlinear scaling, Fisheye effect,
Brightness) has AP value of 0.894-0.786. On the contrary, the cross entropy
in 0.2011-0.1615 (Contrast, Translation, Rotation) corresponds to AP in 0.688-
0.630. we notice that the Salt & pepper noise, Gaussian noise and flip has the low
cross entropy about 0.0395, 0.0222 and 0.0006, but has the relatively high AP
value about 0.720, 0.668 and 0.721. The same augmentation method has different
gains for different networks, so it is necessary to find suitable augmentation
strategies according to different network models.

Although the data augmentation technique solves the problem of insufficient
samples in the data set, poor data quality and insufficient sample diversity tend
to cause overfitting, which affects the classification performance of the deep
learning algorithm. In recent years, with the rapid development and wide ap-
plication of deep learning, data augmentation through Generative Adversarial
Networks (GAN) [13] has become a common method at the present stage. It
is a generative model proposed by Goodfellow et al in 2014 and consisted of a
generative network and a discriminant network. GAN can increase the number
of training set samples, reduce overfitting and improve the recognition effect [14–
16]. Jain et al [17]used a Conditional Generative Adversarial Network (CGAN)
to generate synthetic images of tomato leaves, to improve the detection accuracy
of tomato diseases. However, it needs a large amount of training data as sup-
port, and when the model takes a long time to train, it may appear instability
and other problems. So the next step, we will compare the traditional data aug-
mentation method with the GAN augmentation method, and select the optimal
augmentation technology and the number of training samples.

The quality of the image recognition algorithm is related to the quality and
quantity of the dataset. However, due to the limitation of time cost and financial
cost, the image data set obtained is insufficient, its quality is poor, and the sam-
ple distribution is unbalanced. This makes the task of image recognition difficult.
To solve the above problems and reduce the over-fitting probability, this paper
adopts image data augmentation technology to increase the number of training
samples of the model. The main work of this paper is to introduce the existing
traditional image data augmentation techniques and find the optimal augmen-
tation method and the optimal data set size suitable for model training, which
provides research ideas for researchers to optimize the dataset and improve the
accuracy of the model by using the corresponding data augmentation method.
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