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Abstract. As a special auto-encoder, variational auto-encoder (VAE) is not on-
ly known as a branch of generation model, but also plays an important role in 
image feature extraction. Since VAE can get Gaussian distribution with differ-
ent parameters from different types of inputs or with approximately the same 
parameters from the same type of input, the latent variables have obvious dif-
ferences between different categories. This paper put forward a supervised vari-
ational auto-encoder (SVAE) to study the representation ability for synthetic 
aperture radar change detection. Firstly, the difference image is obtained by log 
ratio method from two original images preprocessed. Then fuzzy c-means 
(FCM) clustering is used to analyze difference image with the aim of acquiring 
pseudo labels. As for the inputs of the SVAE, they are selected directly from 
two SAR images instead of sampling from difference image (DI). Having the 
inputs and pseudo labels, SAVE can learn latent Gaussian representations ac-
cording to which SVAE can make a classification for change detection (CD). 
Experiments on four data set demonstrate that SVAE can obtain discriminative 
features for CD and outperforms some related approaches. 

Keywords: Generation model, Variational auto-encoder, Change detection, Su-
pervised variational auto-encoder, Representation ability. 

1 Introduction 

Change detection (CD) is a meaningful process which refers to recognize changes by 
analyzing two or more images over the same area acquired at different times. It has 
been widely used in various applications, such as urban change analysis [1], agricul-
tural survey [2], environmental monitoring [3], and hazard assessment [4]. Due to the 
coherent principle of SAR imaging system, there would generate some speckle noises, 
which makes it more difficult to detect changes than optical ones. It is essential to 
develop a robust SAR image change detection technique against the speckle noise. 

Generally, CD approaches are often comprised of three steps: (1) image prepro-
cessing, (2) DI generation, and (3) unsupervised or supervised classification of the DI 
into changed and unchanged classes. Recently, deep learning has become a powerful 
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tool in the field of feature learning. Inspired by the architectural depth of the brain, 
deep learning has the ability to transform the raw pixels into a higher feature space to 
capture the discrimination information, and has become a popular way for automati-
cally classification. Geng Jie [5] developed a supervised contractive auto-encoder 
(SCAE) combined with FCM for SAR CD. Changed features were extracted from two 
original images and DI based on SCAE, which has been proved to optimize feature 
representations and enhance classification accuracies. Gong [6] applied a deep belief 
network (DBN) to SAR images CD without the generation of DI, where CD problem 
is transformed into a classical classification task. In our previous work [7], a fast un-
supervised deep fusion framework based on SAE was proposed for SAR CD. Howev-
er, DI was generated based on the extracted feature in this work, resulting in redun-
dancy. In addition, unsupervised clustering analysis of DI may lead to low accuracy. 
However, as mentioned in [5], methods conducted on DI may lose useful information 
during the DI generation. If representative features are directly extracted from two 
original images and a more accurate classification model is utilized, there would be a 
considerable room to improve. 

In this paper, supervised variational auto-encoder (SVAE) combined with FCM are 
developed for SAR CD. The SVAE consists of the encoder of a variational auto-
encoders [8] (VAE) and a softmax layer following. The purpose of SVAE is to learn a 
latent variable which obeys Gaussian distribution and to classify it by the following 
softmax layer. Since VAE can get Gaussian distribution with different parameters 
from different types of inputs or with approximately the same parameters from the 
same type of inputs, the latent variables have obvious differences between different 
categories. Better results can be achieved in classification and retrieval tasks. To ex-
plore the representation ability of VAE in SAR CD, image pairs from two original 
image are fed to VAE and the learned latent variables are put into a softmax layer. In 
addition, the training of SVAE are guided by pseudo labels obtained by FCM. Once 
the SAVE training is done, all image pairs from the two raw image are fed into the 
learned SVAE, and the final change detection results can be acquired. 

The rest of this paper is organized as follows: Section 2 describes the proposed 
method in details. The experimental results and the corresponding analysis are illus-
trated in Section 3. Finally, a conclusive remark on this study are summarized briefly 
in Section 4. 

2 The proposed method 

In this section, the proposed method is illustrated in detail. The general flowchart of 
the proposed framework is shown in Fig. 1. As we can see, given two coregistered 
SAR images, DI can be obtained by log ratio method, and then FCM is used to ana-
lyse DI in order to acquire the pseudo labels. After that, the corresponding neighbor-
hood pixels of two SAR images are selected and transformed into vectors as the input 
of SVAE. Having the input and the corresponding pseudo labels, SVAE can be 
trained to learn the concept of changes and unchanges. At the testing stage, all sam-
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ples from the two SAR images are fed into SVAE and the final change results can be 
obtained. 

N(0,1)
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Fig. 1. Illustration of the architecture of SVAE. The green box is the first hidden layer and the 
blue box is the second hidden layer. The final red box is the latent variable constrained by a 
Gaussian variation (red box and purple box). 

2.1 Preprocessing and FCM 

In order to obtain the pseudo labels, we first preprocess two SAR images by mean 
filter. This process can remove some speckle noises of SAR images. Next, log ratio 
method is used to acquire DI, and FCM is adopted to analyses DI in order to obtain 
pseudo labels. Specially, FCM is applied to detect changed and unchanged regions by 
clustering with high probability, and percent of changed and unchanged are used as 
pseudo labels. As for the input of SVAE, we flatten each pixel combined with its 
neighbor pixels of two SAR images and concatenate them into pixel vectors. Thus, 
pixel vectors and pseudo labels are fed into SVAE for training. 
 
2.2 SVAE for feature learning and classification 

Unlike the traditional methods that analyze DI to obtain change results, we desire to 
learn the representation from two SAR images directly instead of DI, considering 
useful information would be lost during generating DI. Neighborhood pixel features 
of two SAR images are input into SVAE to extract effective representations due to the 
powerful ability of VAE. Traditional AE learn the representation of data by recon-
structing the input. While the VAE adds a variation constraint to latent variable, 
which obeys a Gaussian distribution, and can generates a new sample through the 
decoder network by sampling from a Gaussian distribution. Thus, VAE not only 
compresses the input but also studies the distribution of data. The parameters of 
Gaussian distribution of the same type are approximately the same, while the input 
belongs to different types have quite different parameters of Gaussian distribution. So 
VAE can often achieve better results in classification and retrieval tasks [9]. 

Suppose the pixel vectors 𝑠𝑠𝑖𝑖 = [𝑠𝑠1𝑖𝑖 , 𝑠𝑠2𝑖𝑖 ], then in the encoding step, the vector 𝑠𝑠𝑖𝑖 is 
transformed into hidden representation h by the following expression: 

h = tanh (𝑊𝑊1 ∙ 𝑠𝑠𝑖𝑖 + 𝑏𝑏1)             (1) 
The mean and variance of the approximation Gaussian distribution is computed as: 
                                             μ =  𝑊𝑊2 ∙ ℎ + 𝑏𝑏2              (2) 
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                                             σ =  𝑊𝑊3 ∙ ℎ +  𝑏𝑏3             (3) 
Then the final latent expression is: 
                                             z = μ + σ⨀ε               (4) 
As for the decoding step, the expression is as follows: 
                                         ℎ� = tanh (𝑊𝑊4 ∙ 𝑧𝑧 + 𝑏𝑏4)             (5) 

                                          𝑠𝑠𝚤𝚤� = tanh (𝑊𝑊5 ∙ ℎ� + 𝑏𝑏5)            (6) 
Then the last optimization can be written as: 
                            L = 1

2
||𝑠𝑠𝚤𝚤� − 𝑠𝑠𝑖𝑖||2 + 1

2
(− log𝜎𝜎2 + 𝜇𝜇2 + 𝜎𝜎2 − 1)      (7) 

After that, we can optimize the VAE with SGD or Adam. Once the VAE has been 
trained well, the decoder part is removed and the weightings/biases in the encoder are 
fixed. Then a softmax classifier is added on the top of encoder. At this moment, the 
pseudo labels of the corresponding pixel vectors are adopted to train the classifier and 
fine tune the whole SVAE network. At last, the final change detection results can be 
acquired directly by feeding all pixel vectors one by one. 

3 Experimental settings and results analysis 

3.1 Data Description 

To confirm the advantages of SVAE, extensive experiments have been performed on 
the following data sets: 

(1) Ottawa: This data set contains a section (290350 pixels) of two SAR images (C-
band and HH polarization) with 10-m resolution acquired in May and August 1997, 
respectively. They are over the city of Ottawa acquired by RADARSAT SAR sensor 
and provided by the Defence Research and Development Canada, Ottawa. The avail-
able ground truth (i.e., reference image) is shown in Fig. 2 (c), and was created by 
integrating prior information and photointerpretation based on the input images Fig. 2 
(a) and (b). The two images present the areas where they were once afflicted with 
floods. The changed areas represent the affected areas. The experiment on Ottawa 
dataset is an instance of disaster evaluation. 

(a) (b) (c)
 

Fig. 2. Illustration of Ottawa data set. (a) Image acquired in July 1997. (b) Image acquired in 
August 1997. (c) Ground truth. 
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(2) San Francisco: The second dataset, as shown in Fig. 3, is called the San Fran-
cisco dataset. It presents a section (256 256 pixels) of two SAR images acquired by 
the ERS-2 SAR sensor. The original images are 77497713 pixels. The images were 
captured in August 2003 and May 2004, respectively. The ground truth change map 
shown in Fig. 3 (c) is generated by integrating prior information with photo interpre-
tation based on the input images in Fig. 3 (a) and (b). 

(a) (b) (c)  
Fig. 3. Illustration of San Francisco dataset. (a) Image acquired in August 2003. (b) Image 
acquired in May 2004. (c) Ground-truth image. 

3.2 General Information 

Having change detection results, it is necessary to use some criteria to evaluate the 
results quantitatively. FP: This index is the number of pixels falsely classified as 
changed class. FN: This index is the number of pixels falsely classified as unchanged 
class. OE: The overall error. It is the sum of the FP and FN. KC: Kappa coefficient. It 
is used to evaluate the effect of the result in the domain of image segmentation. The 
higher the value of Kappa is, the better the segmentation result is. PCC: Percentage 
correct classification. It represents the proportion of observed agreement in Kappa. 
AA: The averaged accuracy, which represents the average percentage of correctly 
classified pixels for each class. In order to demonstrate the effectiveness of the pro-
posed approach, principal component analysis (PCA), AE and Sparse AE (SpAE) are 
used to compare with our method. All methods, extracting discriminative features, are 
followed by FCM to generate the final change detection results. 

(c)SpAE (d)SVAE(a)PCA (b)AE  
Fig. 4. Latent representation visualization of different methods. (a) PCA. (b) AE. (c) SpAE. (d) 
SVAE. 

3.3 Analysis of the representation ability 

In this subsection, we evaluate the representation ability of SVAE based on Ottawa 
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dataset. As a comparison, PCA, AE and SpAE are selected. We use the t-SNE [10] to 
visualize the latent representations learned by different methods. The visualization is 
shown in Fig. 4. It can be seen that the intra class separation distance in Fig. 4 (d) is 
the minimum, while the intra class separation distance of PCA and AE in Fig. 4 (a) 
and (b) are larger. This proofs that SVAE can learn better latent representations than 
PCA, AE and SpAE. The following comparison will also illustrate this point. 
 
3.4 Results comparison with other methods on Ottawa Data Set 

The results of experiment on the Ottawa data set are shown in Fig. 5 and listed in 
Table 1. As shown in Fig. 5 (a), it can be found that there exists many white noise 
spots in the change detection results obtained by PCA. Comparing with the PCA 
method, AE approach can gain a much better result, as shown in Fig. 5 (b). Due to the 
additional constraint condition, SpAE can learn the useful information from the sam-
ples. As for the result of SVAE shown in Fig. 5 (d), it looks most like the Ground 
truth. In addition, Table 1  also proof that SVAE can acquire better change detection 
results than other methods. 

(a) (b) (c) (d) (e)  
Fig. 5. Change detection results for Ottawa data set obtained by different methods. (a) PCA. (b) 
AE. (c) SpAE. (d) SVAE. (e) Ground truth. 

Table 1. Results obtained by different methods on Ottawa data sets. 

Method FN FP OE PCC(%) KC AA 
PCA 694 2976 3670 96.38 0.87 96.09 
AE 735 3006 3741 96.31 0.86 95.95 
SpAE 137 2663 2800 97.24 0.9 98.01 
SVAE 312 1092 1404 98.61 0.94 98.38 

 

(a) (b) (c) (d) (e)  
Fig. 6. Change detection results for San Francisco data set obtained by different methods. (a) 
PCA. (b) AE. (c) SpAE. (d) SVAE. (e) Ground truth. 
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Table 2. Results obtained by different methods on San Francisco data sets. 

Method FN FP OE PCC(%) KC AA 
PCA 10 2906 2916 95.55 0.73 97.5 
AE 416 1400 1816 97.22 0.81 94.4 
SpAE 68 1061 1129 98.27 0.88 98.4 
SVAE 126 744 870 98.67 0.91 98.04 

3.5 Results comparison with other methods on San Francisco Set 

The second experiment is carried on the San Francisco data set. The change detection 
results of different methods are shown in Fig. 6. It can be seen that there are so many 
isolated white noisy points in Fig. 6 (a), which reflects higher FP in Table 2. Moreo-
ver, the FP values of AE and SpAE are smaller than that of PCA, this can also be seen 
from Fig. 6  (b) and (c) where exist less white noisy points. Comparing with the other 
three methods, SVAE can obtain the best result as shown in Fig. 6  (d). The FP, OE, 
PCC and KC values of SVAE in Table 2 are the best. 

4 Conclusion 

In this paper, SVAE combined with FCM are developed for SAR CD with the aim of 
studying the representation ability. SVAE can learn a latent variable which obeys 
Gaussian distribution and to classify it by the following softmax layer. What is more, 
SVAE can get Gaussian distribution with different parameters from different types of 
inputs or with approximately the same parameters from the same type of input, the 
latent variables have obvious differences between different categories. To explore the 
representation ability of SVAE in SAR CD, image pairs from two original image are 
fed to SVAE and the learned latent variables are put into a softmax layer. In addition, 
the training of SVAE are guided by pseudo labels obtained by FCM. Once the SAVE 
training is done, all image pairs from the two raw image are fed into the learned 
SVAE, and the final change detection results can be acquired. Experiments on two 
data set demonstrate that SVAE can obtain discriminative features for CD and outper-
forms some related approaches. 
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