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Abstract. In smart livestock, precision livestock systems require effi-
cient and safe non-contact cattle identification methods in daily opera-
tion and management. In this paper, we focus on lightweight Convolu-
tional Neural Network (CNN) based cattle face identification in natural
background. Particularly, we first construct a fine-grained cattle recog-
nition dataset with natural background. Then, we propose a lightweight
CNN model MobiCFNet, containing a two-stage method that can realize
one-shot cattle recognition. Finally, a series of experiments are conducted
to validate the effectiveness of our proposed network.

Keywords: Cattle recognition · Lightweight Convolutional Neural Net-
work · Cattle dataset.

1 Introcuction

Intelligent agriculture has become a better option for growing agricultural pro-
duction, improving resource management, and saving labor costs in recent years
[4]. Precision livestock and smart livestock are a significant aspects of intelligent
agriculture that can realize intelligent management of animal farming, improve
the quality of meat products and reduce the amount of labor [7]. Accurate iden-
tification of individual cattle in intelligent pasture management is an essential
problem to be solved in food traceability [14], false insurance claims [9], vacci-
nation [11], and disease prevention [5].

Research on traditional cattle identification methods, for example, ear tags,
nameplates, and tattoos began in the 1960s[10]. However, these methods may
cause permanent damage to cattle and reduce accuracy due to loss of flag (i.e.,
ear tags, nameplates, and tattoos)[2]. In the 1980s, the emergence of radio fre-
quency identification(RFID) technology improved the accuracy and enhanced
the intelligence of identification, but also revealed high-cost and low-security
weaknesses. With the rapid development of Deep Learning (DL) research, es-
pecially CNN, cattle identification methods based on DL alleviated mentioned
problems existing in the previous recognition system [12].

At present, there are some difficulties in DL-methods based cattle identifica-
tion research. Firstly the complex environment of the pasture adds uncertainty
to the collected images. Then, collecting a rich dataset is a labor-intensive and
time-consuming task due to the limitation of pasture size and cattle population.



2 L. Qiao et al.

Finally, the similarity in appearance between different cattle makes accurate
identification difficult.

To settle these difficulties, we use a modified MobileNet V2 to complete the
individual recognition of cattle based on cattle facial features. We introduce
the Global Deep Convolutional (GDConv) layer that enables the network to
extract cattle face features more fully. The introduction of Large Margin Cosine
Loss (LMCL) makes the difference between classes increase and reduces the
probability of model misjudgment. Our contribution could be summarized as
follow: first, we construct a Qinchuan cattle and cows natural background dataset
based on Northwest A&F University posture, containing 35000 images of 82
cattle. And then we propose a lightweight CNN called MobiCFNet and introduce
a two-stage method that can realize one-shot cattle recognition. In the end, we
compare conventional methods with our proposed methods on our dataset and
show the effectiveness and robustness of our methods.

The rest of this paper is structured as follows: Section. 2 introduces the work
related to cattle recognition, Section. 3 introduces the constructed dataset, Sec-
tion. 4 descibe the proposed method to solve the problem of cattle face recogni-
tion, Section. 5 summarizes the specific experimental results and discusses them,
and Section. 6 is the conclusion of this study.

2 Reletad Work

Cattle identification has become a global issue involving scientific management
of postures, food safety, false claims insurance, and more.

Since the 21st century, computer vision-related methods have been gradually
applied in cattle recognition. Authors in [1] proposed a cattle face representation
model based on local binary pattern texture features and trained Thirty cattle’s
normalized gray face images separately. Experiments show that the LBP texture
descriptor has good accuracy but low robustness.

In recent years, CNN has made a series of breakthroughs in computer vision,
such as face recognition, target detection, and image classification. Authors in
[8] proposed a CNN method to identify individual cattle, focusing on the pattern
features of the cattle muzzle. In several test sets, the recognition accuracy of this
method reaches 98.99%. The authors of [12] has designed a network framework
that combines the advantages of CNN and Long Short-Term Memory to identify
individual cattle. The dataset uses a fixed Angle rear view of the cattle. However,
the dataset of the above two identification methods are not collected in natural
scenes.

The continuous advancement of computer performance means that we can
train CNN with larger dataset, thus significantly enhancing the recognition ac-
curacy. Authors in [6] proposed a model of individual identification of dairy cows
using CNN in the actual cattle farm environment. The model was trained using
60,000 trunk images of 30 cattle, and 90.55% of the 21,730 images tested were
accurately identified. But this method is not applicable in pasture with a high
number of cattle.
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3 Fine-Grained Face Individual Recognition Dataset

In this section, we describe the workflow of constructint our Cattle Face Recog-
nition Dataset.

The individual cattle breeds we identified are mainly Qinchuan cattle and
dairy cows. The body of Qinchuan cattle is yellow and red, so it is challenging
to identify the cattle from its body. However, Qinchuan cattle have more facial
features compared with the body, including hair color, pattern, face shape, and
other characteristics, as shown in Fig. 1. Therefore we choose to construct the
individual recognition dataset of cattle face features and study the individual
recognition based on cattle face features.

Fig. 1. The cattle face are diversified

Fig. 2. Large intra-class differences and small inter-class differences in the dataset

We visit cattle farms several times to collect data in different weather condi-
tions and at different periods. Abundant cattle front or side face images under
different backgrounds were taken to ensure a more comprehensive background
of images in the dataset and a more diverse angle of cattle face.

A dataset of 82 Qinchuan cattle and dairy cows with 35,000 cattle face im-
ages was constructed, which are RGB images of 224x224. Then, it was divided
into the training set, verification set, and test set in a ratio of 7:2:1. We found
that different images of the same cow differ greatly. The first row of Fig. 2 shows
three different images of a specific cow, with significantly different posture, back-
ground, and angles. Meanwhile, images of different cows at the same angle may
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vary slightly. The second row of Fig. 2 shows three images of different cows,
which are relatively similar in appearance from the same angle. The constructed
dataset has significant differences within classes and slight differences between
classes, which brings great challenges to the cattle recognition work.

In conclusion, we constructed a fine-grained cattle recognition dataset which
consists of dairy cows and Qinchuan cattle face images with complex and diverse
natural backgrounds that collect from various angles.

4 Proposed Method

This section describes our proposed cattle face identification network MobiCFNet.
First, we introduce CNN and Lightweight CNN. Then, the Large Margin Cosine
Loss (LMCL) in our work is described. Finally, we give the entire network archi-
tecture and describe the proposed feature dictionary based recognition method.

4.1 CNN and Lightweight CNN

Since AlexNet unexpectedly won the ImageNet competition in 2012, there has
been a growing amount of innovative work in this area. In particular, ResNet,
proposed by Kaiming He et al. in 2015, reduced the recognition error rate on
the ImageNet dataset to 3.57% by introducing residual blocks and deepening
the design of network layers.

However, the model structure of CNN becomes more complex to pursue high
accuracy, which causes difficulty in transplantation to mobile devices or Internet
of Things (IoT) devices. To this end, Google developed MobileNet series CNN
models, which use deep separable convolution to decompose standard convolu-
tion into depthwise convolution and pointwise convolution to reduce computation
and amount of parameters [3]. MobileNet V2 model adopts the Inverted Residu-
als structure, firstly elevates the features’ dimension, then carries out convolution
operation, and finally reduces the dimension. Besides, Linear Bottleneck is used
instead of non-linear activation function to avoid information loss. Experiments
show that the precision and portability of the model are well balanced [13].

4.2 Large Margin Cosine Loss

LMCL is a loss function that rethinks softmax loss from the view of cosine
perspective, firstly proposed for face recognition in [15]. In the output layer of a
CNN, we have

fj = WT
j x+Bj , (1)

where Wj is the weight and Bj is the bias, set Bj to zero, we can derive that

fj = WT
j x = ∥Wj∥∥x∥ cos θj , (2)
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where θj is the angle between Wj and x. Face recognition is realized by cosine
similarity between feature vectors. Set ∥x∥ to s and ∥Wj∥ to 1 as

Lns =
1

N

∑
i

− log
es cos(θyi,i)∑
j e

s cos(θj,i)
. (3)

In this way, LMCL forces classifier to learn separable features in angle space
by normalizing feature vectors and removing radioactive variables. The second
contribution of LMCL lies in the incorporation of cosine margin m into cosine
formula as

Llmc =
1

N

∑
i

− log
es(cos(θyi,i)−m)

es(cos(θyi,i)−m) +
∑

j ̸=yi
es cos(θj,i)

, (4)

which reduces cosine similarity between feature vectors of different classes, forcibly
increases the distance between classes, and increases the accuracy of recognition.

LMCL is a classifier designed for human face recognition. In LMCL, maxi-
mizing the variance between classes and minimizing the variance within classes
is adopted. Cattle face also contains rich feature information. The facial con-
tour, facial features, and hair texture of cattle are significant characteristics in
cattle face identification. So migrating LMCL to cattle face identification based
on cattle face features still works.

4.3 MobiCFNet

We propose a lightweight CNN model for cattle face recognition called Mo-
biCFNet. Fig. 3 shows the architecture of MobiCFNet, we replace the last global
average pooling layer and the fully connected layer of MobileNet V2 with GD-
Conv layer and an LMCL classifier.

Fig. 3. MobiCFNet architecture

Compared with pooling layers, the advantage is that GDConv layer intro-
duces attention mechanisms, which assign different regions in the input feature
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map with different importance. Therefore, GDConv layer contributes to extract-
ing the features of essential regions in the image. The LMCL classifier in our
work uses 128-dimensional features to distinguish 82 cattle in the dataset. Com-
pared with traditional softmax loss, LMCL is more in line with the fine-grained
classification tasks, forcing the interval between classes of the classifier to be
greater than or equal to a certain hyperparameter m.

Based on MobiCFNet, we propose a flexible way of cattle individuals recog-
nition, the workflow of which is plot in Fig. 4. First, a characteristic dictionary of
cattle is constructed after training by combining feature vectors corresponding
to 82 cattles in the dataset. The feature vector is the 128-dimensional output
before LMCL classifier of MobiCFNet that use each cattle’s face image with rich
features as input. When we need to classify an image, we pass the image through
the feature extraction network to get a 128-dimensional feature vector. Then,
normalized inner product vector between the feature vector the feature of each
cow in the dictionary and then the cow with the largest inner product result is
selected as the predicted result.

Fig. 4. Workflow of feature dictionary method in MobiCFNet

The principle is that LMCL migrates softmax to the angle space during net-
work training and deliberately increases the interval between classes. The feature
vectors of the same cattle image are clustered together in the hypersphere, and
their normalized inner product results are close to 1. Besides, the most signifi-
cant advantage of the feature dictionary construction method is that it enables
the network to add or delete cattle after the training procedure while keeping
the accuracy of cattle recognition at the same level. When we need to delete
a cattle, we delete the characteristics of this cattle from the feature dictionary.
If the data used in the training model is rich enough, we can assume that the
network can robustly extract individual characteristics of cattle. Under this con-
dition, we can easily add new cattle. We input a representative image of the
new cattle through the feature extraction network and then add the feature to



MobiCFNet: A Lightweight Model for Cattle Face Recognition in Nature 7

the feature dictionary. Deleting cattle from the trained model is simple. We only
need to delete the corresponding feature in the feature dictionary.

5 Experiment

We accomplish experiments on the server with Tesla V100 GPU and Core i7
8-core CPU. We implement MobiCFNet using PaddlePaddle DL framework. We
verify cattle recognition ability of MobiCFNet in two cases: traditional end-
to-end method and feature dictionary method. We compare MobileNet V2 with
other proposed MobiCFNet on our cattle recognition dataset. In order to improve
the reliability of comparison, we set batch size as 64, learning rate as 0.001,
optimizer as Adam, and epoch numbers as 500. In order to verify the practicality
of MobiCFNet, we ported it to an Android device and verified the experimental
results in the pasture.

Table 1. Accuracy and Inference Time on Android Device.

Network Accuracy(%) Inference Time on Android Device

MobileNet V2 + softmax 84.57 28 ms
MobileNet V2 + LMCL 85.62 28 ms
MobiCFNet + softmax 86.38 24 ms
MobiCFNet + LMCL 87.44 24 ms

In the experiment, we take the cattle images as the input of MobiCFNet and
connect the feature extraction network with the softmax classifier directly. In this
case, 86.38% accuracy was achieved, which verified that MobiCFNet has strong
feature extraction ability. In the feature dictionary experiment, the recognition
accuracy of MobiCFNet reached 87.44%, performing better than MobileNet V2.
Besides, we compare infer time of MobiCFNet on an Android device (Redmi
K30 Pro) with MobileNet V2. All results are available in Table. 1.

In conclusion, the MobiCFNet proposed in our work can achieve higher accu-
racy and faster infer time than MobileNet V2 in the classification task of cattle
face identification. In particular, our method with feature dictionary can improve
the recognition accuracy and easily add and delete cattle in the pasture, which
meets the actual need in the pasture.

6 Conclusion and Future Scopes

In this paper, we construct a fine-grained cattle recognition dataset and propose
a lightweight convolutional neural network named MobiCFNet. Our proposed
method can solve the problem of large intra-class differences and small inter-class
differences in the dataset that can robustly recognize individual cattle images
from different angles. In addition, we proposed a recognition method based on
feature dictionary in which cattle can be added and deleted after the network is
training. Feature dictionary based cattle recognition meets the needs of pasture
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management. In the future, the proposed method can be combined with the
target detection method to realize multi-cattle identification to realize end-to-
end automatic pasture monitoring.
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