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Abstract. In recent years, deep neural network (DNN) has shown excellent
performance in many applications. However, the huge energy consumption
leads to many problems. In order to solve this problem, spiking neural network
(SNN) has attracted extensive research attention. SNN is the third-generation
neural network that is used to process complex spatiotemporal data, and it has
become a hot research topic due to its event-driven and low-power
characteristics. However, the propagation function of spiking neurons is usually
non-differentiable, which prevents back propagation and makes the training of
SNN difficult. This paper proposes an efficient supervised learning algorithm
framework based on dual-network-model spiking neural network (DNM-SNN),
which is universal to various supervised learning algorithms of spiking neural
networks and can effectively improve the prediction accuracy. DNM-SNN
includes two key methods. Firstly, a dual model training method in training
stage is proposed, which requires an additional auxiliary network same as the
network used. Single model training is easy to fall into local optimal problems.
By maintaining two networks, the same problem can be viewed from different
perspectives, which solves the problem and improves the training effect.
Second, we propose a multi-channel mix module inference method in the
prediction stage. The prediction accuracy of the model is improved and the
performance of the spiking neural network is optimized by multi-channel
optimization of mix module. Experimental results show that the DNM-SNN
outperforms the single-model algorithm on classification tasks, with a slight
improvement on the MNIST dataset and a 3% improvement on the CIFAE-10
dataset.

Keywords: Spiking Neural Network, Dual Model, Mix Module, DNM-SNN.

1. Introduction

The emergence of back-propagation algorithm [1] has significantly promoted the
development of traditional artificial neural network (ANN), which can effectively
solve many real-life problems, such as image recognition, control and prediction.
With the advent of training algorithms for deep convolutional neural networks [2],
deep neural networks were only understood in the fields of computer vision and
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machine learning and became the mainstream method for solving tasks such as image
recognition and speech recognition. Research on spiking neural networks dating back
to the 1950s has not received as much attention as ANNs, one of the main reasons
being the lack of efficient deep spiking due to its replicated dynamics and non-
differentiable operations Learning algorithms for neural networks. Many researchers
have proposed some algorithm frameworks, such as the deep convolutional neural
network based on STDP rules proposed by Kheradpisheh [3], which achieved an
accuracy level of 98.4% on the MNIST dataset; Rueckauer et al. VGG-16 and
GoogLeNet models; Hu et al. [4] used the deep structure of ResNet-50 to achieve
72.75% accuracy classification results. However, their algorithms are either only used
for classification tasks on simple datasets, or the accuracy of the algorithms is not
guaranteed and cannot achieve the same performance as ANN. In recent years, cao [5]
and Sengupta [6], etc. proposed a new simple and effective algorithm, which imported
the pre-trained parameters from DNN to SNN, and realized the conversion from DNN
to SNN. In MNIST and CIFAR datasets Competitive results have been achieved.
However, due to the existence of the temporal dimension, transforming SNNs on deep
networks often suffers from the problem of vanishing gradients, and simple transplant
transforms can also cause the problem of insufficient burst firing rate.

It can be seen that the spiking neural network lacks an efficient and stable
supervised training algorithm, and it is a difficult task to train a spiking neural
network well. There are three main reasons for the poor performance of the algorithm:
a) The neural information is expressed in the form of a pulse sequence, which is
essentially a discrete signal, and the state variables and error propagation functions
inside the spiking neuron do not satisfy the continuous differentiability property,
which makes the gradient descent learning method based on backpropagation cannot
be directly applied to the spiking neural network. b) In the prediction stage, due to the
low firing rate of spiking neurons, the output neurons of the last layer of the deep
spiking neural network are prone to not firing pulses, resulting in serious deviations
from the target pulse sequence. c) During the training process, due to the low firing
rate of spiking neurons, the model cannot converge, and the single-network model is
prone to fall into the local optimal solution.

To sum up, the main contribution of this paper is as follows:
Dual-model spiking network training method: In order to enhance the reliability of
the algorithm, the dual networks jointly learn a problem, improve the convergence
speed of training, and prevent the trouble of falling into local optimum.

Multi-channel mix module prediction method: multi-channel prediction, find the
most suitable prediction channel, and effectively improve the prediction accuracy.
Dual model achieves better performance than single model: On the CIFAR-10
dataset, the dual-model Resnet11 is 3% higher than the single-model, and the dual-
model Resnet20 is 1% to 3% higher than the state-of-the-art single-model Resnet20.
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2. Methods

The traditional supervised learning algorithm of spiking neural network is to find a
suitable synaptic weight matrix for the network for a given set of multiple input pulse
sequences and a set of multiple target pulse sequences through a network model. The
resulting matrix minimizes the error between the pulse sequence output by the
network and the corresponding target pulse sequence. However, in classification
tasks, traditional supervised learning algorithms often predict wrong classification
results, and the performance of the algorithm is seriously degraded. In-depth analysis
of its reasons, the possible explanations for this are:

(a) The single-network model is often biased, and it is easy to fall into the local
optimal solution, resulting in the degradation of the performance of the algorithm.

(b) Unstable pulse firing rates lead to very severe biases in predictions.
In order to overcome these two problems, this paper proposes two methods: the

dual-model spiking network supervised learning training method and the mix module
prediction method. The overall framework is shown in Figure 1.

Fig. 1. The framework of the dual-model supervised learning algorithm is divided into
four parts. The first part is the encoding operation of the data set, which encodes the data
set into a pulse sequence. The second part is the training of dual models, where model1
and model2 are two identical models, and the output pulse sequences of each batch of the
two models are exchanged with each other. The third part is the multi-channel mix
prediction module, which can select the channel with the best accuracy to complete the
classification task. The last part is the output of the classification result, and the selected
mix channel outputs the classification result.

1.1 Traditional SNN supervised learning algorithm framework and its
limitations.

The training of the traditional spiking neural network supervised learning algorithm
[7] is divided into three stages: first, the sample data is encoded into a spike sequence
through a specific encoding method. Second, the pulse sequence is input into the
neural network, and a certain simulation strategy is applied to run the same neural
network to obtain the actual output pulse sequence. Then, according to the target
pulse sequence, the synaptic weights of the current neural network are adjusted
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through the loss function and its learning rules. Finally, when the prediction error
reaches a pre-specified value or the number of iterations is completed, the training is
complete. Obviously, single-model training is very risky. Once there is a deviation, it
is difficult to correct, because the data obtained is always the result predicted by its
own network, so it is easy to fall into the trouble of local optimization. The traditional
prediction method is to directly apply the trained weights to the current network, and
the output result is the prediction result. However, due to the problem of low firing
rate of the pulse, the final result has a large deviation from the actual target result.
There may be cases where the category cannot be predicted or the classification effect
is poor.
1.2 Proposed Dual-Model Spike Network Supervised Learning Algorithm.

This paper proposes a more efficient SNN training algorithm, which we call a dual-
model spiking network supervised learning training method. Our method is to
establish two network models with the same structure, instead of one network model
in the traditional method, as shown in Figure 1, establish two identical networks
model1 and model2, and input the encoded data sets into the two neural networks
respectively. In the network, after the prediction results of each batch are inferred, the
prediction results of model1 are respectively passed to model2, and the prediction
results of model2 are passed to model1. The two networks constrain each other to
prevent a large deviation in one network. Then repeat the above steps to complete the
training.
This is like two experts solving the same problem, the final answer is the same, but
the ideas of solving the problem are different. Even if one of them is in trouble, as
long as the other person is right, he will quickly get out of trouble with his help. It is
difficult for the two networks to fall into local optima at the same time. Even if they
fall into local optima at the same time, they will iterate again because of the
difference between the two local optima. The worst case scenario is that both
networks fall into the same local optimum at the same time. This paper has not
encountered this situation in the experiment. If this situation occurs, it is likely that
the two selected network models are inappropriate.
1.3 Proposed Multi-Channel Mix Module Prediction Method.

The output of a spiking neural network is a binary sequence of spikes, and the
differences between categories are enormous. Therefore, when the pulse firing rate is
insufficient, all the classification results will be 0. In order to solve this problem, a
multi-channel mix module prediction method is proposed, which can cooperate with
the dual-model supervised learning algorithm to optimize the prediction results and
improve the prediction accuracy. The specific algorithm is as follows:

Algorithm 1: Multi-Channel mix Module Prediction Method

1 class Mix:
# Get the output of the dual model

2 def __init__(self, model1output, model2output):
3 self.model1output = model1output



DNM-SNN: Spiking Neural Network Based on Dual Network Model 5

4 self.model2output = model2output
# maximum channel

5 def maxChannel(self):
6 newoutput = getMax(self.model1output, self.model2output)
7 return newoutput
# Average channel

8 def averageChannel(self):
9 newoutput = getAverage(self.model1output, self.model2output)
10 return newoutput
# Choose the channel best suited for the current task

11 def betterOutput(self):
12 flag = whichBetter(self.maxChannel(), self.averageChannel())
13 if flag:
14 return 1
15 else:
16 return 2

1.4 The chosen network model.

We choose Resnet[8] model as the dual model, which is of great significance to the
study of deep spike neural network[9]. Here is our snn-resnet11 model:

Fig. 2. SNN-Resnet11 single network architecture

1.5 Selection of spiking neurons.

Figure 3 shows the difference in electrical properties between spiking and non-spiking
neurons. Non-spiking neurons are memoryless, their current output is completely
dependent on the current input, while spiking neurons have inherent memory, they all
have a memory element[11].
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Fig. 3. Spiking neuron (right) and non-spiking neuron (left) circuit primitives

As shown in Figure 2, the Leaky Integrate-and-Fire (LIF) spiking neuron [12] is
selected in this paper. Its working process is shown in Figure 4.

Fig. 4. LIF model working process

Figure 4 shows the working process of LIF neurons [13] and its dynamic model
can be described by three discrete equations of charging, discharging and resetting.

The charging equation is:

��=f（�t-1，��） (1)

�(��−1,��) = �� + 1
��

(( − ��−1 − ������) + ��) (2)

Among them, �� is the external input, which represents the input of the pulse
sequence at time t, such as the increment of the voltage, �� is the hidden state of the
neuron, and is the membrane voltage of the neuron before the pulse at time t. �� is
the time constant, �� is the membrane voltage of the neuron at time t, and ������ is
the reset voltage.

The discharge equation is as follows:

�� = �（�� − ��) = 1, �� ≥ ��ℎ
0, �� < ��ℎ

(3)

where ��ℎ is the threshold voltage, is an �（�� − ��) step function, and ��
represents the neuron firing the pulse.

Its reset equation is as follows:

�� = �(��, ��) (4)

�(��, ��) = �� ⋅ （1 − ��) + ������ ⋅ �� (5)
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3. Experimental results

3.1 Single- and dual-model Resnet11 performance on the CIFAR-10 dataset.

Fig. 5. Performance of the two models on the CIFAR-10 dataset

Table 1. Results for CIFAR-10 and MNIST dataset.

Model Dataset Test Acc
Resnet11(single) MNIST 98.27%
Resnet11(Dual) MNIST 99.11%
Resnet11(single) CIFAR-10 86.62%
Resnet11(Dual) CIFAR-10 89.93%

3.2 Related work comparison.

Table 2. Comparison with other conversion methods on CIFAR-10.

Model Author Dataset Test Acc
Resnet11(single) This work CIFAR-10 86.62%

Resnet20
Abhronil Sengupta
[14]

CIFAR-10 89.1%

Resnet20 Bing Han [15] CIFAR-10 91.36%
Resnet20(single) This work CIFAR-10 88.74%
Resnet20(Dual) This work CIFAR-10 92.33%

4. Conclusion

In this paper, we introduce a dual-model spiking neural network supervised learning
algorithm framework, and propose a dual-model training method and a multi-channel
mix module prediction method corresponding to the algorithm. We successfully
applied it to the SNN-Resnet11 single-network model and obtained a dual-model
SNN-Resnet11. Experiments show that the dual-model structure achieves an accuracy
improvement of about 3% over the single-network model on the CIFAR-10 dataset.
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We believe that this algorithm can be applied to a variety of network architectures to
better facilitate the exploration of learning algorithms for spiking neural networks.
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