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Abstract. This paper studies the problem of identifying multiple information 

sources in networks. Assuming that the information diffusion follows a 

Susceptible-Infected (SI) model which allowing all nodes in the network are in 

the susceptible state or infected state. The number of information sources is 

known, we propose a simple method to identify multiple diffusion sources. After 

the diffusion started, any node can be infected very quickly, for an arbitrary node, 

it is infected by its closest source in terms of spreading time. Therefore, to 

identify multiple diffusion sources, we partition the information diffusion 

network and minimize the sum of all partition propagation times. Then in each 

partition we can find a node which has the minimum spreading time as diffusion 

source. Furthermore, we also give a new method to estimate the spreading time 

which can improve the proposed multiple sources identification algorithm. 

Simulation results show that the proposed method has distinct advantages in 

identifying multiple sources in various real-world networks. 

Keywords: Complex networks, information diffusion, multiple sources 

identification, SI model. 

1 INTRODUCTION 

Interconnection in networks brings us many conveniences, but it also makes us vulnerable to 

various network risks. For instance, disease or epidemic spread in the human society[1],[2], 

rumors spread incredibly fast in online social networks such as WeChat, Facebook, and 

Twitter[3], etc. To contain these network risks, we need to identify the source of the propagation 

accurately[4]. By accurately identifying the sources, we can predict its further spread and 

develop timely mitigation strategies. 

In the past few years, some methods are designed to work on tree-like networks whose 

propagation follows the classical Susceptible-Infected (SI) model [5]-[9]. Some other methods to 

identify diffusion sources in tree-like networks but with different epidemic models, such as the 

Susceptible-Infected- Recovery (SIR) model and the Susceptible-Infected-Susceptible (SIS) 

model [10]-[12]. These methods mainly aim at the identification of a single diffusion source. It is 
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shown that even in tree networks the source identification problem is NP-complete[5]. Recently, 

some heuristic methods are designed to relax the constraints from tree-like topologies to 

general networks [13]-[16]. 

Usually there is not a single source in the initial stage of the diffusion, such as infection 

disease can start from multiple locations. However, only a few of existing methods are 

designed to identifying multiple diffusion sources, such as the multi-rumor-center method[12], 

dynamic age method[17] and K-Center method[18]. In this paper, we adopt the SI model and 

propose a simple method named KST method to identify multiple diffusion sources in general 

networks. In general, a node is infected by its closest source in terms of spreading time, so we 

can identify diffusion sources by minimize the sum of all partition propagation times. At first 

we partition the diffusion network into several parts, then we find a node for each partition 

which has the minimum spreading time as the diffusion sources. We evaluate the KST method 

in the North American Power Grid and the Yeast protein-protein interaction network. 

Experiments show that our method outperforms the other competing methods.  

2 RELATED WORKS AND MOTIVATIONS 

We briefly introduce several state-of-the-art methods about multiple diffusion sources 

identification.  

2.1 Related Methods 

Dynamic Age.  Fioriti et al. propose a method to identify multiple diffusion sources under the 

SI model[17]. The method only requires the topology of an undirected network and the infected 

network. However, due to the high complexity 𝑂(𝑁3), the dynamic age method is not suitable 

in large-scale networks. 

Multiple Rumor Center. Shah and Zaman introduce a rumor centrality method for single 

source identification in tree-like networks[5],[7]. The rumor centrality is defined as the number of 

distinct propagation paths originating from the source. The node with the maximum rumor 

centrality is called rumor center. For regular trees, the rumor center is considered as the 

propagation origin. Based on the definition of rumor centrality for a single node, Luo et al. 

extend the rumor centrality to a set of nodes [8], which is defined as the number of distinct 

propagation paths originating from the node set.  

The computational complexity of this method is 𝑂(𝑛𝑘  ), where 𝑛 is the number of infected 

nodes and 𝑘 is the number of sources. Similar as the dynamic age, the method does not 

consider the propagation probabilities. 

K-Center. Jiang et al. propose the K-Center method on the SI model to identify multiple 

diffusion sources in general networks [18]. They adopt a measure named as effective distance 

proposed in[13] to transform propagation probability to distance. The effective distance is 

defined as 

𝑒(𝑖, 𝑗) = 1 − log(𝜂𝑖𝑗) (1) 

where 𝜂𝑖𝑗  is the propagation probability from 𝑣𝑖 to 𝑣𝑗 . The concept of effective distance 

reflects the idea that a small propagation probability is equivalent to a large distance between 

them, and vice versa.  

Based on the altered network, they derive an objective function for the multiple source 

identification: 

min 𝑓 = ∑ ∑ 𝑑(𝑣𝑗 , 𝑠𝑖)

𝑣𝑗∈𝐶𝑖

𝑘

𝑖=1

(2) 
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where 𝑣𝑗  is the infection node associated with source 𝑠𝑖, and 𝑑(𝑣𝑗 , 𝑠𝑖) is the shortest path 

distance in terms of effective distance between 𝑣𝑗  and 𝑠𝑖. By using the effective distance, the 

problem is simplified and K-Center has higher accuracy. 

2.2 Motivations 

Motivation 1. Existing source identification methods only take the probability of propagation 

into consideration and not consider the propagation time. In this paper, we take the propagation 

time into consideration and define an objection function for the multiple source identification 

problems by minimizing the sum of all partition propagation times. 

Motivation 2. The multiple rumor center methods introduced above has computational 

complexity 𝑂(𝑛𝑘  ), and the complexity of Dynamic Age method is also 𝑂(𝑛3). In most cases, 

identifying propagation sources quickly is of great significance in the real world. 

3 Preliminaries and Problem Formulation  

3.1 Susceptible-Infected (SI) Model 

In the SI model, the nodes in a network have two possible states: susceptible (S) and infected 

(I). All the nodes are in the susceptible state initially except the diffusion sources. Infected 

nodes are those nodes that possess the infection and will remain infected throughout. 

Susceptible nodes are uninfected nodes, but may receive the infection from their infected 

neighbors and become infected. 

Suppose the diffusion start at time 𝑇 = 0, and we use 𝑃𝑆(𝑖, 𝑡) and 𝑃𝐼(𝑖, 𝑡) to denote the 

probability of node 𝑣𝑖 being susceptible and infected at time 𝑇 = 𝑡 respectively. At time 

 𝑇 = 0, all infected nodes, namely the diffusion sources have the initial state of 𝑃𝑆(𝑖, 𝑡) = 0 

and 𝑃𝐼(𝑖, 𝑡) = 1. Similarly all susceptible nodes have the initial state of 𝑃𝑆(𝑖, 0) = 1 and 

𝑃𝐼(𝑖, 𝑡) = 0. Then using following formulas, we can obtain the probability of each node in 

various states at an arbitrary time. 

𝑃𝑆(𝑖, 𝑡) = [1 − 𝐼𝑛𝑓(𝑖, 𝑡)] ⋅ 𝑃𝑆(𝑖, 𝑡 − 1) (3) 

𝑃𝐼(𝑖, 𝑡) = 𝐼𝑛𝑓(𝑖, 𝑡) ⋅ 𝑃𝑆(𝑖, 𝑡 − 1) + 𝑃𝐼(𝑖, 𝑡 − 1) (4) 

where  𝐼𝑛𝑓(𝑖, 𝑡) denotes the probability of node 𝑣𝑖 to be infected by its neighbors at time 

𝑇 = 𝑡, which can be computed by  

𝐼𝑛𝑓(𝑖, 𝑡) = 1 − ∏[1 − 𝜂𝑗𝑖 ⋅ 𝑃𝐼(𝑗, 𝑡 − 1)]

𝑗∈𝑁𝑖

(5) 

where the 𝜂𝑗𝑖  denotes the propagation probability from node 𝑣𝑗  to its neighboring node 𝑣𝑖, 

and 𝑁𝑖 denotes the set of neighbors of node 𝑣𝑖. 

3.2 Problem Formulation 

Suppose there are 𝑘(𝑘 ≥ 1) sources: 𝑆∗ = {𝑠1, 𝑠2, … 𝑠𝑘}, and these sources start 
diffusion simultaneously at time 𝑇 = 0. After the diffusion sustains for several time 
ticks, there are 𝑁 nodes infected. These nodes form a connected networks 𝐺(𝑉, 𝐸), 
which we call the infection network.  

Given an infection network 𝐺 and the propagation probability between any two 
connected nodes, the problem is to identify a set of diffusion sources 𝑆∗. 



 

 

 

 

 

 

Xiaojie Li[1], Xin Yu, Chubing Guo, Yuxin Wang, Jianshe Wu     4 

4 KST METHOD 

Suppose the diffusion source number 𝑘 is known, we propose KST method to 
identify multiple diffusion sources in general networks. We firstly analyze the 
problem formulation for the KST method. Then we introduce the KST method for 
detail including two variables that need to be calculated in advance and the specific 
iterative process of KST method. 

4.1 Analysis 

According to the previous introduction, the diffusion sources start diffusion 
simultaneously, and for each source 𝑠𝑖, it has its infection region 𝐶𝑖(⊆ 𝑉). In other 
words, the infected network is composed of 𝑘  regions, 𝐶∗ = {𝐶1, 𝐶2, … 𝐶𝑘} , 
supposing 𝐶∗ = ⋃ 𝐶𝑖

𝑘
𝑖=1  and 𝐶𝑖 ∩ 𝐶𝑗 = ∅ for 𝑖 ≠ 𝑗. In each region, there is only 

one source and the infection of other nodes in the region can be traced back to the 
corresponding source. 

To identify the multiple diffusion sources 𝑆∗, we suppose the time of infection 
process is very short, therefore for an arbitrary infected node 𝑣𝑗 in 𝑉 we consider it 
is infected by the closest source in terms of spreading time. According to previous 
analysis, we can divide the infection network 𝐺  into 𝑘 partitions, so that each 
infected node belonging to the partition has the shortest spreading time to the 
corresponding sources. Then we get a partition of 𝐺 and we think each partition is 
similar to the real region of infection network. The source node should be the node 
from which the diffusion takes the shortest spreading time to cover all the partition. 

From the above analysis, we define an objective function as follow, which aims to 
find a partition of the infection network minimizing the sum of all partition 
propagation times as much as possible.  

min
𝐶∗

𝑓 = ∑ 𝑡𝑖

𝑘

𝑖=1

(6) 

where 𝑡𝑖 is the spreading time of partition 𝐶𝑖, which is computed by 
𝑡𝑖 = max{ℎ(𝑠𝑖 , 𝑣𝑗)|𝑣𝑗 ∈ 𝐶𝑖} (7) 

where node 𝑣𝑗 belongs to partition 𝐶𝑖 associated with source 𝑠𝑖 and ℎ(𝑠𝑖 , 𝑣𝑗) is 
the minimum number of hops between 𝑠𝑖 and 𝑣𝑗. The formula suggests that we can 
find a partition which can minimize the sum of spreading time of each partition, then 
for each partition the node with the minimum spreading time is the diffusion source. 

4.2 KST Method 

We first introduce two elementary knowledge including hop-based spreading time 
and propagation probability. These two variables need to be obtained in advance. 
Secondly, from a set of initial nodes in the infection network, an iterative approach is 
proposed to locate the diffusion sources. 

4.2.1 Hops-Based Spreading Time 

In SI model, it at least takes one time tick for the diffusion from one node to its 
neighbor, which means the spreading time can be estimated by the minimum number 
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of hops[18]. 
Given an infection network 𝐺(𝑉, 𝐸) , where 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛}  and 𝐸 =

{𝑒𝑖𝑗}, 𝑖, 𝑗 ∈ {1, … , 𝑛}, are the sets of nodes and edges, respectively. Suppose the 
network has one information source 𝑠, for an arbitrary node 𝑣𝑖, let ℎ(𝑠, 𝑣𝑖) denote 
the minimum number of hops between 𝑠 and  𝑣𝑖, which can be simply considered 
as the spreading time between 𝑠 and  𝑣𝑖. Then, the spreading time is 

𝑡 = max{ℎ(𝑠, 𝑣𝑖)|𝑣𝑖 ∈ 𝑉} (8) 
The hops number of shortest path between node 𝑣𝑖 and node 𝑣𝑗 is regard as the 
spreading time between node 𝑣𝑖 and node 𝑣𝑗. 

4.2.2 Propagation Probability 

For the infection network 𝐺(𝑉, 𝐸) , there exists a propagation probability 𝜂𝑖𝑗 
between any pair of neighbor nodes 𝑣𝑖 and 𝑣𝑗. For any pair of unconnected nodes, 
the propagation probability is computed by the shortest path based method. That is to 
say, we assume that the propagation of information between any two nodes in the 
network is along the shortest path, and the propagation probability of the shortest path 
is the propagation probability between these nodes. In general, the shortest path has 
the highest propagation probability compared to other paths. 

In order to calculate the propagation probability between any two nodes in the 
network, we first make the following conversion on each edge in the network: 

𝑞(𝑖, 𝑗) = − log(𝜂𝑖𝑗) (9) 
where 𝜂𝑖𝑗 is the probability of propagation on the edge. Using 𝑞(𝑖, 𝑗) as the weight 
of the edge, we can find the shortest path between by using a shortest path algorithm, 
e.g. the Dijkstra algorithm used in this paper. Then convert 𝑞(𝑖, 𝑗) to the probability 
of propagation between vi and vj by Eq.(10):  

𝑝(𝑖, 𝑗) = 𝑒−𝑞(𝑖,𝑗) (10) 

4.2.3 Initialize Sources Set 

First of all, we need to select 𝑘 nodes as initial sources. Here, we choose them with 
the maximum distance because these nodes most likely are associated with different 
sources. We say an infected node 𝑣 is associated with source 𝑠 if the infection of 𝑣 
is traced back to source 𝑠. To select the initial sources, we first select a pair of 
infected nodes with the maximum distance, then we select other 𝑘 − 2  nodes 
greedily. The detail is shown in Algorithm 1. 

4.2.4 Network Partition with Multiple Sources 

Given an infection network 𝐺𝑛 and a set of sources 𝑆∗ = {𝑠1, 𝑠2, … 𝑠𝑘}, we should 
partition 𝐺𝑛 into 𝑘 partitions. According to our previous analysis, each node 𝑣𝑗 ∈
𝐺𝑛 should be classified into partition 𝐶𝑖 associated with source 𝑠𝑖, such that 

𝑡(𝑣𝑗 , 𝑠𝑖) = min
𝑠𝑙∈𝑆

𝑡(𝑣𝑗 , 𝑠𝑙) (11) 

The detail is presented in Algorithm 2. For each node 𝑣𝑗, we find the minimum 
spreading time from 𝑣𝑗 to these sources. When there is only one source, denoted 𝑠𝑖, 
which satisfies above condition, we classify the node 𝑣𝑗 into partition 𝐶𝑖 associated 
with source 𝑠𝑖. If there are equal or greater than two sources which satisfy the 
condition, we further compare the propagation probability from 𝑣𝑗 to these sources 
and classify the 𝑣𝑗 to the source which has the maximum propagation probability 
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between itself and 𝑣𝑗.  

4.2.5 Identifying Diffusion Sources 

The complete process of KST is presented in this subsection. We first use Algorithm 
1 to select an initial set of sources, then partition the infection network into 𝑘 
partitions by Algorithm 2. The partition algorithm can find a local optimal solution 
for (6). In order to further minimize the objective function, our method selects a new 
source for each partition which has the minimum spreading time in each partition. We 
call the method as K Shortest spreading Time nodes (KST). The detailed process of 
the KST is shown in Algorithm 3. The main computation is the calculation of the 
shortest path between node pairs. In the simulations, the Dijkstra algorithm is used to 
calculate the shortest path, whose computational complexity is O(𝑛2). Therefore, the 
computational complexity of the KST is O(𝑛2). 

 

5 KST-IMPROVED METHOD 

In KST, the shortest path is used to estimate the spreading time between two nodes, 
without considering the influences of propagation probability. In this subsection, 
propagation probability is used to estimate the spreading time between two nodes, 
which is defined as follows: 

𝑒𝑡(𝑖, 𝑗) = − log(𝑝𝑖𝑗) (12) 
where 𝑝𝑖𝑗 is the propagation probability between vi and vj, refer to subsection 4.2 for 
the calculation method. We call the new spreading time as the effective spreading 
time. 

Then we partition the infection network 𝐺𝑛 into 𝑘 partitions according to the 
effective spreading time. For 𝑣𝑗 ∈ 𝐺𝑛 , it should be classified into partition 𝐶𝑖 
associated with source 𝑠𝑖, such that 

𝑒𝑡(𝑣𝑗 , 𝑠𝑖) = min
𝑠𝑙∈𝑆

𝑒𝑡(𝑣𝑗 , 𝑠𝑙) (13) 

We denote the improved KST method as KST-Improved. Experiments show that the 
effective propagation time can improve accuracy of multiple source identification. 

6 EVALUATION 

6.1 Experiments Settings 

The North American Power Grid network and the Yeast protein-protein interaction 
network are used. Table 1 gives the basic statics of the networks. Previous works[19] 
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show that the accuracy of the SI model cannot be affected by the distribution of 
propagation probability on each edge, therefore we set the propagation probability on 
each edge, 𝜂𝑖𝑗, uniformly distributed in (0, 1). We set the number of infection source 
𝑘 to be 2 to 5 and perform 100 simulation runs for each 𝑘. In each simulation, we 
randomly select 𝑘  nodes from network as the initial source and simulate the 
propagation process using the SI model. Each simulation terminates when the number 
of infected node is greater than a number such as 100 or the spreading time is equal a 
number such as 5.  

6.2 Accuracy of Identifying Sources 

We match the estimated sources with the real sources so that the sum of the error 
distances is minimized 

错误!未找到引用源。,8. The average error distance is given by 

Δ =
1

|𝑆∗|
∑ ℎ(𝑠𝑖 , 𝑠̂𝑖)

|𝑆∗|

𝑖=1

(21) 

where 𝑠𝑖 ∈ 𝑆∗ = {𝑠1, 𝑠2, … 𝑠𝑘}, and 𝑠̂𝑖 is the estimated sources corresponding to 𝑠𝑖.  
The simulation result is given in Table 2, which show than KST and 

KST-Improved have the smaller average error distances. KST-Improved is better than 
KST method, which proves that the effective spreading time is more precise than 
hop-based spreading time. 

Table 2. Average error distance of three methods 

Table 1. Statistics of data collected in the 

experiments 

Dataset Power Grid Yeast 

Number of nodes 4941 2361 

Number of edges 13188 13554 

Average degree 2.67 5.74 

Maximum degree 19 64 

 

 

 

 

7 CONCLUSION 

We provided a simple method for general network to detect multiple information 
sources, its computational complexity is 𝑂(𝑛2), which is much less than other 
methods. We propose a new measure to estimate the spreading time between nodes 
from the propagation probability, which improves the accuracy of source 
identification.  

Experiment 

settings 

Average error distance 

Network 𝑘 KST 

KST 

-Improved 

K-Center 

Dynamic 

Age 

Power 

Grid 

2 1.39 1.31 1.78 2.593 

3 1.67 1.687 2.152 3.434 

4 1.775 1.6 2.373 3.957 

5 1.893 1.741 2.725 4.467 

Yeast 

2 0.925 0.91 1.721 3.057 

3 0.98 0.936 2.222 3.823 

4 1.15 1.099 2.383 3.7 

5 1.226 1.158 3.04 4.133 
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