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Abstract. Semantic segmentation of remote sensing images is of great significance to 
the interpretation of remote sensing images. Recently, convolutional neural networks 
have been increasingly used in this task since it can effectively learn the features in 
the image. In this paper, an end-to-end semantic segmentation framework, Multi-scale 
Spatial Aggregation Network (MSAN), is proposed for the remote sensing image 
segmentation. At first, a classical SegNet is employed as the backbone of the network 
because its simple structure is suitable for the remote sensing images that have a small 
quantity of samples. Then several skip connections and a densely connected block are 
utilized to enhance the usage of the low-level feature and reduce the loss of the detail 
information in the original image. Moreover, multi-scale spatial information fusion 
module and a spatial path are added between the encoder and decoder of SegNet, 
which can effectively extract the features of objects with different sizes in the remote 
sensing images. Finally, a smoothing algorithm is presented to improve the blocking 
effect of the remote sensing image segmentation results. The proposed MSAN is test-
ed on the ISPRS Vaihingen dataset and the dataset of a city in southern China, which 
obtains the satisfactory results. 

Keywords: image segmentation, remote sensing, feature aggregation. 

1 Introduction 

Remote sensing image is captured by the imaging equipment carried on the aircraft or space 
shuttle, which has the advantage of all-time imaging. Semantic segmentation [1,2] is an 
important basis in the field of remote sensing image processing [3]. Its purpose is to distin-
guish different types of land covers in remote sensing image, and then provide useful in-
formation for many fields, such as geography [4], surveying [5] and mapping, military [6], 
and so on. However, the remote sensing images have the characteristics of the large scale 
scene, many objects with the small size, the blurred boundaries between different catego-
ries, and being easily interfered by factors such as seasons and shadows, which bring cer-
tain difficulties to the image segmentation. In recent years, more and more scholars are 
beginning to utilize the deep learning to achieve the image semantic segmentation [7,8], 
especially the Convolutional Neural Network (CNN), because it can learn the high-level 
feature representation and train the network model from a large number of data by an end-
to-end way. At present, the mainstream semantic segmentation methods [9] can be divided 
into two categories: the region based semantic segmentation method [10,11] and the full 
convolution network semantic segmentation method. The region based semantic segmenta-
tion method first divided the original image into numerous free-form regions, and then 
classified these regions by the extracted features of regions. Typical methods include EPLS 
[12], SPMK [13]. However, the extracted feature in this kind of method did not contain 
global spatial information, so the region based semantic segmentation method cannot accu-
rately generate the boundary, which will affect the final segmentation effect greatly. On the 
other hand, the full convolution network based semantic segmentation methods [14,15] 
replace the full connection layer with the convolution layer to realize the prediction of the 
input image with any size. Since FCN can perform end-to-end training on the entire input 
image and accurately restore the image through upsampling, the FCN based semantic seg-
mentation methods have attracted the attention of many scholars. In this paper, the FCN is 
adopted as the basic frame work for the semantic segmentation. 

In this paper, a novel multi-scale spatial aggregation network (MSAN) is proposed for 
remote sensing image segmentation. Considering that there is a small quantity of the la-
beled samples for the remote sensing images, MSAN employs a shallow network SegNet 
[16] as the backbone network, which includes an encoder and a decoder. A dense connec-
tion block [17] is added to the encoder; meanwhile several skip connections [18], multi-
scale spatial information fusion module and a spatial path [19] are utilized to connect the 
features with the same scales in the encoding and decoding modules to enhance the perfor-
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mance of MSAN. Specifically, the contributions of this paper are described in detail as 
following. 

1. We propose a Multi-scale Spatial Aggregation Network (MSAN) for the remote sens-
ing image segmentation, which adopts skip connection structure and dense connection 
block to take full advantage of the low-level feature, thus reducing the loss of effective 
information in the downsampling process without increasing extra computational cost. 
Meanwhile, multi-scale spatial information fusion module and spatial path are utilized to 
aggregate the features with different receptive fields that can comprehensively describe the 
targets with different scales in the remote sensing image, thus improving the recognition 
performance of different land covers.  

2. In order to avoid losing the semantic information of boundary, a smoothing algorithm 
is proposed in this paper, which alleviates the block effect of segmentation results effective-
ly. 

2 Related Work 

The earlier semantic segmentation networks are often proposed and applied in the natural 
scene images, since a large number of the natural scene labeled images can more easily be 
obtained than the remote sensing. On this basis, some semantic segmentation methods of 
the remote sensing image are proposed. The two kinds of approaches will be explained in 
detail below. 

2.1 Semantic Segmentation of Natural Scene Image 

At present, many semantic segmentation methods have been presented to segment the natu-
ral scene image. First of all, Long et al. [20] replaced the fully connected layer in the 
VGG16 [21] network with a convolutional layer, and successfully applied a convolutional 
neural network to the natural image semantic segmentation. Subsequently, a SegNet was 
proposed, which used a pooling operation with locations to avoid the loss of spatial infor-
mation in the down-sampling process. Then, an innovative encoder-decoder network struc-
ture was designed and named as U-Net, which could effectively restore the size of the orig-
inal feature map and has been used widely. Furthermore, a multi-scale information fusion 
method, atrous spatial pyramid pooling (ASPP)[22], was proposed by Chen et al in 
DeepLab v3+[23]., which used an atrous convolution in the spatial dimension. The ASPP 
module can take parallel sampling with different sampling rates for a given input by the 
atrous convolution [24]. Similarly, Zhao et al. introduced a pyramid pooling module (PPM) 
in PSPNet [25], which could obtain a set of feature maps with different receiving field sizes 
by performing the pooling operations on the feature maps with different proportions. In 
addition, a brand-new Efficient Spatial Pyramid (ESP) module [26] was proposed to re-
place the original convolution module, which has obvious advantages in speed, reaching 
112 frames per second. Zhang et al. [27] focused on the network's comprehensive under-
standing of contextual information, and proposed a context encoding module, which greatly 
improved the effect of semantic segmentation at the expense of increasing a small amount 
of calculation. Since ASPP and PPM can effectively extract the features of image in various 
scales, they are introduced into a simple framework SegNet to reserve the low-resolution 
features of the deep network in this paper, thus increasing the accuracy of the segmentation 
results. 

2.2 Semantic Segmentation of Remote Sensing Image 

In recent years, more and more semantic segmentation methods [28,29] have been applied 
in the remote sensing field [30], such as DST_2[31] , ONE\_7, CVEO, CAS\_Y1, CASIA. 
A multi-core convolutional layer was introduced to extract the image features by aggregat-
ing the convolutions of different scales. Chen et al. [32] were inspired by a residual module 
in ResNet and proposed a shortcut block to replace the conventional convolution operation, 
which ensures the rapid and direct transmission of the gradient information. At the same 
time, considering that it is difficult for the network to train the entire remote sensing image, 
an image cropping strategy [33] was proposed. Yu et al. [34] combined the PPM module in 
PSPNet with ResNet and proposed a brand new network. Liu et al. [35] replaced the origi-
nal concatenation operation on all context information with fusing step by step in pairs and 
continuously corrected the image feature details to realize the image feature fusion. In most 
of the existing semantic segmentation methods, did not take advantage of the low-level 
features the detail and spatial information of the image were easily lost with the deepening 
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network. The proposed MSAN takes full advantage of the low-level features and spatial 
information to optimize the network. 

3 Proposed Method 

In this paper, a novel MSAN is proposed for the semantic segmentation of the remote sens-
ing image. Since the remote sensing image has large scale and constantly changing land 
covers with the change of the season, the labeled remote sensing image samples are diffi-
cult to be obtained. The deeper network will cause over-fitting in the case of a small 
amount of samples. Therefore, as a simple and effective shallow semantic segmentation 
network, SegNet is selected as the backbone network of MSAN. Meanwhile, the location-
based pooling method in SegNet can accurately restore the position information lost during 
the downsampling process, which is crucial for the remote sensing image with the blurred 
boundaries and complex gradients. Moreover, the skip connection and densely connected 
block are employed to decrease the lost detail information. In order to make full use of the 
effective features in different levels and enhance the recognition ability of different scale 
targets, multi-scale information fusion module and spatial path are added to the proposed 
model. The overall framework of MSAN and the structure of every module will be elabo-
rated as following. 

 

Fig. 1. The overall architecture of the proposed MSAN. 

3.1 The Architecture of MSAN 

The overall architecture of MSAN is shown in Figure 1, which includes an encoder and a 
decoder. In the encoding part, the down-sampling network is composed of an encoding sub-
network and a spatial path branch network to extract the high-level and low-level infor-
mation of the image respectively. The encoding sub-network is composed of five convolu-
tional layers and a densely connected block, where each convolutional layer has a corre-
sponding pooling operation and a skip connection structure. The densely connection block 
is added between the first layer and the second layer of the encoding sub-network to en-
hance the fusion among the features. Furthermore, two spatial information fusion modules 
are added between the encoder and decoder to fuse middle-level and high-level features. 
Additionally, the output of the spatial path branch is cascaded with the fourth upsampling 
feature. 

The decoder of MSAN mainly consists of five up-sampling layers corresponding to the 
encoded convolutional layers, where each layer is cascaded with the output of the corre-
sponding skip connection, and the channel is compressed through   convolution. The pre-
diction of the image is completed by restoring the size of the original input image layer by 
layer. 

3.2 Densely Connected Structure 

Inspired by ResNet and Inception network, the dense connection structure was proposed in 
DenseNet by Huang et al., which is different from the previous network towards a deeper 
and wider direction, but starts from the characteristics. The features of all layers are con-
nected to ensure the maximum transmission of effective information between the layers. In 
short, the input of each layer comes from the output of all previous layers, as shown in 
Figure 2. The densely connected block consists of four layers, and each layer includes a 
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convolution (Conv), batch normalization (BN), and nonlinear transformation based on 
ReLU function (Conv_BN_ReLU). This connection method achieves better effect and few-
er parameters, which can also avoid the gradient disappearance and strengthen the transfer 
between the features. The above advantages make us add it to the proposed method to im-
prove the performance of the network. 

 

Fig. 2. Schematic diagram of densely connected blocks structure. 

3.3 Multi-scale Information Fusion Module 

The researches show that the performance of the semantic segmentation network can be 
greatly improved by combining the deep and shallow features of images, because it can get 
more global information and increase the ability of network to grasp the overall image at 
macro level. Along this idea, many scholars have made many meaningful attempts, where 
ASPP and PPM of PSPNet have been verified to have favorable performance. ASPP is 
composed of four atrous convolutions of different scales and a global average pool opera-
tion to obtain the feature maps with different receptive fields, and then they are integrated 
to obtain the fusion results concluding different scale spatial information. In PPM of 
PSPNet, four pooling operations with different sizes are used to explore the context infor-
mation of different sizes. Then, the channel is compressed by convolution, and the original 
feature graph size is recovered by bilinear interpolation. Finally, the obtained features are 
cascaded to the input features, thus achieving the spatial information fusion. 

3.4 Spatial Path 

Practice has proved that the rich spatial information is essential to improve the accuracy of 
semantic segmentation networks, which is more prominent in the field of remote sensing 
image. At present, some mainstream semantic segmentation frameworks often encoded the 
input images through the deeper networks to obtain the feature maps with the higher resolu-
tion, or used the pyramid pooling modules to perform information fusion on feature maps 
of different sizes. However, a deeper network will increase the computational cost. At the 
same time, experimental data shows that the excessive compression of feature maps will 
bring about the loss of spatial information. Therefore, a too deep network is not suitable for 
remote sensing images with rich semantic information. Yu et al. creatively proposed a spa-
tial path module, which is composed of three convolutional layers with a step size of 2. 
Each convolutional layer is followed by batch normalization [36] and ReLU [37], so the 
output of this module is 1/8 of the original input image size. This module can retain rich 
spatial features and has small computation complexity, which inspired us to apply it to the 
proposed method. Figure 3 shows the overall structure of the spatial path. 

 

Fig. 3. The overall structure of the spatial path. 
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3.5 Smoothing Algorithm 

It is well known that the size of remote sensing images is large. Therefore, it is difficult for 
the network to train the entire image. The original image needs to be cropped into small 
image blocks, and then these cropped image blocks are fed to the network. Finally, the 
network's prediction results are stitched into a complete image. The traditional cropping 
method generally crops the original image into some non-overlapping image blocks accord-
ing to a prescribed step. In this process, the clipping operation will cause the loss of the 
semantic information of the boundary of the small image blocks, which makes the spliced 
image produce block effect and causes a sense of visual incoherence. In order to solve this 
problem, a smoothing algorithm is proposed in this paper. Specifically, the cropping inter-
val is set to 1/2 of the required size so that the boundary in the large remote sensing images 
is repeated in different cropped image blocks to avoid losing the semantic information of 
the boundary. During the splicing process, the majority voting method is adopted for the 
overlapping part, and the voting result is used as the final prediction result. The presented 
smoothing method alleviates the block effect of the segmentation results effectively. 

4 Experimental Results and Analysis 

The performance of the proposed MSAN is verified by a series of the experiments. At first, 
the test dataset and the experiment setting are described respectively. Moreover, the exper-
imental results of MSAN and other typical methods are shown and analyzed, where two 
common metrics overall accuracy (OA) and mean intersection over union (mIoU) are used 
to evaluate the performance of these semantic segmentation methods. Finally, several abla-
tion experiments are carried out to demonstrate the effectiveness of the proposed network. 

4.1 Dataset 

The proposed MSAN is test on the ISPRS Vaihingen dataset [38] and the remote sensing 
image dataset of a city in southern China. The Vaihingen dataset shows a small town in 
Germany, which is composed of 33 pieces of different sizes cropped from a remote sensing 
image, where each image has its corresponding ground truth and digital surface model 
(DSM). The data set is manually divided into six different categories, including the imper-
vious surfaces, building, low vegetation, tree, car, and clutter/background. There are five 
remote sensing images in the remote sensing image dataset of a city in southern China, 
showing scenes of rural and urban areas. All ground truths are manually marked, including 
the vegetation, buildings, water bodies, roads, and background. 

4.2 Experimental Setting 

On the ISPRS Vaihingen dataset, all the results of this dataset are fairly compared by using 
the conventional ground truth. Among them, 16 pictures are used as the training set and the 
rest are used as the test set, and the input size of the network is 256256 . At the same time, 
in order to overcome the overfitting of the data, all input images are randomly flipped. Mul-
tiple pooling sizes in PPM are set to 11 , 22 , 44 , 88 pooling respectively. The sam-
pling rates of the atrous convolution in ASPP are set to 6, 12, and 18 respectively.  

The proposed method was compared with the mainstream semantic segmentation net-
works SegNet, U-Net, PSPNet and DeepLab v3+, and the segmentation results will be 
evaluated in terms of the running speed and segmentation accuracy. The experiment plat-
form is Intel Core i7 9700K, 64GB RAM and Nvidia GeForce GTX2080 Ti (11264MB 
memory). The deep learning framework is Python 3.6, Tensorflow 1.4.0 and Keras 2.1.3. 

4.3 Experimental Results 

In order to verify the performance of the proposed MSAN, the prediction results of differ-
ent remote sensing image semantic segmentation methods on a test image (ID 27) of the 
Vaihingen dataset are shown in Table 1. As shown in the Table 1, the accuracy of DST\_2 
has reached 86.1, but the amount of parameters is as high as 184M. The parameter quantity 
of ONE\_7 is the most competitive, and the accuracy is relatively higher. By contrast, the 
performance of CVEO and CAS\_Y1 is relatively poor. MSAN is similar with CASIA in 
the segmentation accuracy and better than other methods, but the amount of the parameters 
in MSAN is much smaller than CASIA, which shows that the propose method balances the 
segmentation accuracy and the running speed greatly. 
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Table 1. Overall accuracy and the number of parameters of different methods on the Vaihingen da-

taset (ID 27). 

Method DST_2 ONE\_7 CVEO CAS\_Y1 CASIA MSAN 

OA 86.1 86.9 85.5 84.7 87.5 87.3 
Parameters 184M 24M 52M 85M 151M 37M 

       
(a) test image 4             (b) Ground truth              (c) SegNet                    (d) UNet 

                                
(e) PSPNet                (f) DeepLab v3+              (g) MSAN 

Fig. 4. Semantic segmentation results of different methods on test image 4 of a city in southern China. 

Figure 4 shows the comparison between the proposed method and mainstream semantic 
segmentation methods. Figure 4(a) and (b) shows an optical remote sensing image (ID 4) of 
a city in southern China and its corresponding ground truth. The results of SegNet and U-
Net are shown in Figure 4(c) and (d). As we can see, in Figure 4(c) and (d), some dense 
buildings are not recognized due to without the information fusion module. Compared with 
Figure 4(e) and (f) respectively corresponding to the results of PSPNet and DeepLab v3+, 
MSAN has better regional consistency, as shown in Figure 4(g). Table 2 shows the OA and 
mIoU of the mentioned methods on 4 test images. Since the test images 3 and 4 contain 
many dense targets, the OA obtained by various methods is lower than the first two images. 
In general, the segmentation accuracy of MSAN is highest in Table 2. 

Table 2. OA and mIoU of the results of different methods on test images of a city in southern China. 

Method 
test image 1 test image 2 test image 3 test image 4 

OA(%) mIoU(%) OA mIoU OA mIoU OA mIoU 

SegNet 85.3 72.5 85.8 72.5 73.3 49.9 74.3 50.0 

U-Net 88.1 73.4 86.8 73.4 71.5 50.5 76.2 52.1 

PSPNet 89.6 73.8 88.8 76.2 77.4 52.5 78.8 55.5 

DeepLab v3+ 90.1 74.0 87.4 77.0 77.6 53.8 78.2 55.3 

MSAN 93.1 79.2 92.6 80.2 80.8 58.3 79.8 56.9 

4.4 Ablation Experiments 

In order to prove the effectiveness of the added modules, the segmentation results of adding 
different modules is shown in Figure 5. Figure 5(a) and (b) shows a test image (ID 35) of 
the Vaihingen dataset and its corresponding ground truth, and Figure 5(c) shows the predic-
tion results of the basic backbone network SegNet. Figure 5(d) and (e) shows the prediction 
results of adding ASPP and PPM to SegNet respectively. Figure 5(f) and (g) shows the 
final prediction results under different spatial fusion modules. It can be seen that the spatial 
regional consistency has been significantly improved in the final prediction results. 
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(a) Original image (ID 35)    (b) Ground truth                  (c) SegNet                (d) SegNet+PPM 

          
                  (e) SegNet+ASPP           (f) MSAN(PPM)         (g) MSAN(ASPP) 

Fig. 5. Semantic segmentation results of different network structures. 

Table 3. OA and mIoU of the results of different network structures. 

Method OA mIoU 

SegNet 75.4 49.7 
SegNet+PPM 77.1 50.2 
SegNet+ASPP 77.9 50.4 
MSAN(PPM) 83.2 56.9 
MSAN(ASPP) 83.9 57.8 

Table 3 shows the OA and mIoU of different methods. It can be seen from Table 3 that 
the recognition accuracy of targets with different scales is enhanced gradually with the 
increase of the modules, which shows that the adding modules are effective. 

5 Conclusions 

In this paper, a novel Multi-scale Spatial Aggregation Network (MSAN) is proposed for the 
semantic segmentation of the remote sensing images. First of all, MSAN adopts SegNet as 
the backbone network. Then, the skip connections and dense connection block are aggre-
gated into the backbone network to reduce the loss of the detail information in the 
downsampling process. Moreover, in response to the large gap between different target 
sizes in the remote sensing images, multi-scale information fusion modules and spatial path 
are employed. Finally, a smoothing algorithm is given to improve blocking effect and in-
crease the accuracy of the final image segmentation result. 
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