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Abstract. Though the deep learning methods have achieved effective moving 

vehicle detection in satellite videos, there is a non-negligible premise that these 

methods require lots of object-level annotations for hundreds of small and blur-

ry vehicles in the vast observation scene. These annotations can be quite labor-

intensive and time-consuming. To address this problem, this paper is committed 

to realizing the vehicle detection based on point-level annotations, and a mo-

tion-aligned and hardness-aware dynamic update network is proposed, which 

consists of the basic detector, motion-aligned initialization method and online 

pseudo label update scheme. Specifically, the high-quality pseudo bounding 

boxes are initialized by revising the Gaussian mixture model to fully exploit the 

motion information in the video sequence and the location information from the 

point annotations. Then, the pseudo bounding boxes are utilized as the supervi-

sion for the basic detector. During the training phase, an online label refinement 

scheme is designed to refine the pseudo bounding box continuously, and the 

confidence-aware loss function is defined to adjust the example weight dynami-

cally according to its learning hardness. Extensive experiments on the Jilin-1 

and SkySat satellite video datasets show that our method achieves the compara-

tive performance compared with fully-supervised learning methods.  

Keywords: Weakly-supervised Vehicle Detection, Satellite Video, Point-level 

Annotations. 

1 Introduction 

With the continuous improvement of remote sensing technology and satellite imaging 

technology, high quality remote sensing images and videos with analytical values are 

becoming easier to obtain. Remote sensing videos obtained by optical sensors of vid-
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eo satellites staring at a specific area contain richer temporal information and a larger 

range of observation than natural images. They have been widely used in dynamic 

traffic detection, agriculture, forestry, water conservancy, mining, land management, 

ocean observation, atmospheric observation and other fields [1]. 

In recent years, the vehicle detection has become a research hotspot of satellite 

video processing and analysis. Specifically, computer vision combining with satellite 

remote sensing technology has broad application prospects in the field of intelligent 

transportation. Compared with the traditional traffic target monitoring equipment, the 

vehicle detection methods based on satellite remote sensing videos have many ad-

vantages, such as one-time investment and lasting application, no damage to road 

surface, no impact on ground traffic, large coverage area, rich traffic information 

acquisition, and so on, which provides new data and method source for traffic man-

agement and traffic flow dynamic monitoring [2,22,23].  

To handle vehicle detection tasks, traditional methods consider it as a segmentation 

problem of background and foreground. They are divided into three categories: opti-

cal flow, background subtraction and frame difference. The Optical flow methods [4] 

find the corresponding relationship between the last frame and the current frame by 

using the changes of pixels in the time domain and the correlation between adjacent 

frames in the image sequence, so as to calculate the motion information of objects 

between adjacent frames [5].The basic principle of background subtraction [6] is to 

subtract the current frame and the background image determined by the model, and 

calculate regions whose pixels difference with the background exceeds a certain 

threshold as the moving region, so as to acquire the position, contour and size of the 

moving object. The frame difference [9] methods detect moving objects by looking 

for pixels that differ in adjacent frames. Unfortunately, most background subtraction 

are susceptible to moving backgrounds and changes in brightness and contrast, which 

are commonly present in satellite videos. 

With the rise of deep learning and its powerful feature representation ability, object 

detection based on deep learning becomes a better choice. In the previous work, the 

classical object detectors can be divided into two categories: anchor-based methods 

and anchor-free methods. Based on anchor-based methods [10,12], these detectors 

usually design a large number of anchor boxes with pre-defined size and aspect ratio, 

and then classify and regression them to get the bounding box. Compared to the an-

chor-based approach, anchor-free detectors [11,14,15] no longer need to preset anchor 

boxes, but they can still achieve comparable performance with the former method. 

However, both anchor-based and anchor-free methods have a premise that an-

notation boundary box is needed, which brings a strong demand for data annotation. 

Collecting bounding box-level annotations [16] is very expensive and laborious, espe-

cially for remote sensing images containing hundreds of objects. Specifically, in the 

vehicle detection task, there are usually 150-200 vehicles in a remote sensing image, 

and the edge of each vehicle is very fuzzy, even if manual annotation, it is difficult to 

accurately annotate a bounding box. Compared to bounding box-level annotations, 

point-level annotations have been widely used in object detection or segmentation, 

greatly reduces annotation time. Specifically, it takes about 12 seconds to annotate a 

bounding box-level instance and only 4 seconds to annotate a point-level instance. It 
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means we can save twice as much time on the same remote sensing image. For exam-

ple, if we need to annotate 100 remote sensing images with an average number of 150 

vehicles, the bounding box-level annotation takes 50 hours, while the same point-

level annotation takes less than 17 hours. In order to solve the problem of object de-

tection under fully-supervised network, a large number of bounding box annotations 

are labeled on the image firstly, which requires a lot of manpower and time, especial-

ly for satellite images containing hundreds of vehicles [18,20]. While, weakly-

supervised object detection network based on point-level annotations needs to operate 

a small amount of weakly labeled training data to learn the model, which reduces a 

large amount of human labor in labeling training samples [17].  

In this paper, a motion-aligned and hardness-aware dynamic update network is 

proposed for moving vehicle detection in the satellite images based on CenterNet. 

First, combining unsupervised object detection algorithm GMM, some low-quality 

pseudo label boxes are generated. The motion-aligned initialization method which 

bases on the multi corresponding relation-ship between pseudo-label boxes and points 

generates higher quality pseudo label boxes. And then, the size of the pseudo-label 

boxes with higher confidence is constantly updated during the training process 

through the online pseudo label update mechanism designed. Finally, a newly-

designed confidence-aware loss function is proposed to assist fully-supervised net-

works to better mine hard training samples for learning. 

According to what have been argued above, the main contributions of this paper 

can be summarized as follows: 

1.A motion-aligned and hardness-aware dynamic update network (MHDUN) based 

on only point annotations is proposed to reduce the manual labeling time and 

achieve performance comparable to the fully-supervised method. 

2.An accurate motion-aligned initialization method is designed to initialize the 

pseudo-label box precisely, taking full advantage of the point annotations to mine 

the size information and combining with the motion information in the videos. 

3.An online pseudo label update scheme is proposed, which contains a novel confi-

dence-aware loss function by adjusting the training example weight to further im-

prove the quality of the size of the pseudo label box during training and ensure the 

stability of the entire training process. 

The rest of this paper is organized as follows. In section 2, the overall structure and 

details of MHDUN are described. In section 3, the detailed experimental results and 

analysis are discussed to verify the effectiveness of the proposed network. Finally, the 

conclusions and some suggestions for future work are given in section 4. 

2 Proposed Method 

2.1 Overview 

In this section, the proposed method is introduced in detail. Fig. 1 shows the overall 

structure of MHDUN, which is capable of training an object detector only with point-

level annotations for vehicle detection. Specifically, the network is based on an an-

chor-free object detector, CenterNet. Firstly, the motion-aligned initialization (MAI) 
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method is proposed to generate the relatively accurate initial pseudo size for every 

vehicle. Furthermore, an online pseudo label update scheme (OPLU Scheme) is pro-

posed to refine the pseudo sizes in every training epoch. Besides, a novel confidence-

aware loss function contained in the OPLU Scheme is designed to pay more attention 

to hard training samples by adding a bigger weight in vehicle’s size regression. 

2.2 Motion-aligned initialization 

In order to be able to train a fully supervised network later, we need to first initialize 

the pseudo label bounding box from the point annotations. The closer a natural image 

is taken, the larger the object is, and vice versa [20]. However, the size of objects in 

remote sensing images is not affected by this, and the size difference of object is not 

obvious. Therefore, based on this discovery, we propose a novel motion-aligned ini-

tialization method combined with the GMM to initialize the size of the object. 

 

point

MAI
MHDUN

GMM
one vs multi

multi vs one

one vs none

one vs one

CenterNet

OPLU Scheme

pred

CA 

loss

 

Fig. 1. Overview of motion-aligned and hardness-aware dynamic update network (MHDUN) 

for moving vehicle detection in the satellite videos. It consists of the basic detector, motion-

aligned initialization method and online pseudo label update scheme.  

2.3 Motion-aligned initialization 

In order to be able to train a fully supervised network later, we need to first initialize 

the pseudo label bounding box from the point annotations. The closer a natural image 

is taken, the larger the object is, and vice versa [20]. However, the size of objects in 

remote sensing images is not affected by this, and the size difference of object is not 

obvious. Therefore, based on this discovery, we propose a novel motion-aligned ini-

tialization method combined with the GMM to initialize the size of the object. 

First, as for how to generate a pseudo label bounding box, our strategy is to use the 

GMM, which can obtain a relatively accurate initial pseudo label bounding box for us. 

Then, the different position inclusion relationship of the points and boxes need to 

be judged, there are four corresponding relationships between the pseudo label bound-

ing box generated by GMM and the real point annotation as can be seen from Fig.2. 
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Specifically, 1) one vs. one (one point corresponds to one box): the box predicted by 

GMM is used as the pseudo label bounding box of the real point. 2) one vs. multi (one 

point corresponds to multi boxes): It means that there is only one real object here in 

the image, but GMM predicts multiple boxes. Therefore, in order to maintain the 

uniqueness and accuracy of the initial pseudo label box, the distance between the 

center point of each prediction box and the real point mark is calculated, and then the 

prediction box corresponding to the smallest distance is taken as the corresponding 

pseudo label bounding box of the point finally. 3) multi vs. one (multi points corre-

sponds to one box): The situation shows that GMM prediction is not accurate enough. 

Therefore, in order to avoid vehicle missing detection in subsequent fully-supervised 

training as much as possible, a fairly reasonable generation method of multiple pseu-

do-label boxes is proposed. First of all, the vertical distance from each point to predict 

box of four sides are calculated. Then, the minimum distance between each point and 

both sides of the predict box in the horizontal and vertical directions is calculated. 

Finally, we consider the real point as the center point, and take the minimum distance 

to the vertical boundary and horizontal boundary as its height and width to generate 

the corresponding pseudo label box of each point. 4) one vs. none (one point corre-

sponds to no box): In order to make up for the deficiency of the traditional algorithm, 

a pseudo label box is generated for each point without corresponding box. To be spe-

cific, the mean and variance of the size of the pseudo label box generated in the first 

three cases are calculated. According to this, a three-sigma rule is adopted to random 

generate the size of the pseudo label box. 

 

(a) one vs. one (b) one vs. multi (c) multi vs. one (d) one vs. none  

Fig. 2. Motion-aligned initialization. (a) is the GT point denoted in red point and pseudo label 

box predicted by the GMM denoted in green solid box, (b) is the center point of the pseudo 

label box denoted in blue point, (c) is new pseudo label boxes denoted in yellow dashed boxes, 

(d) is the pseudo label box generated by three-sigma rule denoted in light green dashed box. 

2.4 Online pseudo label update scheme  

Due to the existence of inaccurate initial pseudo-label boxes, inputting such boxes 

will lead to the instability of target detection network training or convergence to local 

optimum. In order to train a reliable and stable object detection network, we propose 

an online pseudo label updating mechanism iteratively updating and refining pseudo 

label boxes in every epoch. We set an initial confidence value for each initial pseudo-

label box. In the training process, the size of the pseudo-label box will be updated 
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only when the predicted corresponding box in next epoch is greater than the initial 

confidence. At the same time, the initial confidence level will be replaced with a 

higher confidence level, which ensures that the fully supervised detection network 

trains with increasingly confident training samples. 

Besides, a new-designed confidence-aware loss function is designed to focus on 

hard training samples by adding a bigger weight in vehicle’s size regression to perfect 

and supplement online updating refinement scheme. Specifically, we can get the score 

of each prediction box and instinctively believe that the positive box with higher score 

is an easy sample while the positive box with lower score is a difficult one. Thus, we 

define the weights for each of these prediction bounding boxes: 

 1/ ( )i iw sigmoid s=   (1) 

where 
iw  denotes the weight of the i-th bounding box and 

is  denotes the score of the 

i-th bounding box. Then, we apply to multiplied with the heatmap loss to get confi-

dence-aware loss (CA Loss): 

 

^ ^ ^

^ ^

(1 ) log( ) 11
oss=

(1 ) ( ) log(1 )(1 )

xyc xyc i xyc

xyc xyc xyc xyc i

Y Y w if Y
CA L

Y Y Y w otherwiseN



 

 − =− 


− − −
  (2) 

which replace the original heatmap loss, where   and   are hyper-parameters of the 

focal loss and N is the number of keypoints in the image just same to CenterNet. The 

keypoint heatmap predicted by the network is 
^

xycY  and xycY  represents the ground 

truth keypoint heatmap, x  and y  represent the position on the heatmap and c repre-

sents the category.  = 2 and  = 4 are used in our experiments. 

3 EXPERIMENTAL RESULTS AND ANALYSIS 

3.1 Datasets 

In this paper, Dubai and San Diego datasets captured by Jilin-1 satellite and the Las 

Vagas dataset captured by SkySat satellite are used to validate the effectiveness of the 

proposed network, as shown in Fig. 3. Dubai dataset is captured over Dubai, UAE, on 

November 9, 2018. AOIs 1-3 (areas of interests) come from the dataset and the size of 

the three frames are 1000 × 1000 pixels. AOIs 1, 2 are used for training, AOIs 3 is 

used for testing. San Diego dataset is captured over San Diego, USA, on May 23, 

2017. AOIs 4–6 come from the dataset and the size of AOIs 5,6 are 1000 × 1000 pix-

els, while the size of AOI 4 is 1500 × 700 pixels. AOIs 4, 5 are used for training, 

AOIs 6 is used for testing. Las Vagas dataset is captured over Las Vagas, USA on 

March 25, 2014. Video 001, 002 come from the dataset and the size of Video 001 is 

400 × 400 pixels, while the size of Video 002 is 600 × 400 pixels. Video 002 is used 

for training and Video 001 is used for testing. 
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3.2 Experimental Setups 

We implemented MHDUN in PyTorch 1.10.0 without pretrained parameters, and 

initialized by PyTorch default setting. The networks are trained on the Windows serv-

er 2019 system with a single RTX 3090 GPU and AMD Ryzen 9 5950X CPU. The 

benchmark network used in the experiment is CenterNet, and the backbone is Hour-

glass-104 [21]. Specifically, the network is trained with a batch size of 4 and learning 

rate 0.32e-4 with the Adam optimizer for 20 epochs. We use random cropping, and 

color jittering as data augmentation for the training data, and no any data augmenta-

tion for the testing data. 

3.3 Detection Results of Different Methods 

To verify the effectiveness of motion-aligned initialization and hardness-aware based 

dynamic update network, some representative traditional methods, FastMCD [13], 

ViBe [3], GMM [7], and deep learning methods, Faster R-CNN [10], YOLO v4 [16], 

CenterNet [11], CornerNet [14], and CentripetalNet [15], are selected for comparison. 

For a fair comparison, Faster R-CNN, YOLO v4, Cor-nerNet, CenterNet and Centrip-

etalNet take three stacked frames as the input to exploit the temporal information but 

these models are based on bounding box annotations, not point annotations. The 

common evaluation of Precision, Recall and F1 score are used for all experiments. 

GMM algorithm has a relatively good performance in the traditional algorithm and 

thus it is selected to generate initial pseudo-label boxes in our network. It is not diffi-

cult to find that deep learning methods obtain better detection perfor-mance compared 

with traditional methods. At the same time, the most important thing is that motion-

aligned initialization and hardness-aware based dynamic update network is based on 

point annotations, obtaining similar results with deep learning methods based on box 

annotations, which further illustrates the effec-tiveness of the network. 
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（a）AOI1 （b）AOI2 （c）AOI3 

 

 

 

  

（d）AOI4 （e）AOI5 （f）AOI6 

 
 

 （g）Video 001         （h）Video 002 

  

Fig. 3. Examples of satellite video datasets. (a), (b) and (c) belong to Dubai dataset from the 

Jilin-1 satellite, (d), (e) and (f) are from San Diego dataset from the Jilin-1 satellite, (g) and (h) 

are from Las Vegas dataset from the SkySat satellite. 

 

As shown in Fig.4, most of the vehicles are detected rightly, and there is little differ-

ence in size. Besides, there is only some false detection for blurry objects and a little 

missing detection. In all, the overall detection effect is relatively good and the net-

work can achieve similar performance to fully-supervision network. 
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Table 1. Detection results of different methods in satellite videos.  

 Las Vegas (SkySat) Dubai (JiLin-1) San Diego (JiLin-1) 

 Prec↑ Rec↑ F1↑ Prec↑ Rec↑ F1↑ Prec↑ Rec↑ F1↑ 

Traditional 

methods 
(%) 

FastMCD  72.46 71.74 72.10 90.01 63.21 74.27 87.33 49.96 63.56 

ViBe  53.24 78.43 63.43 47.00 66.85 55.20 61.17 61.07 61.12 

GMM  55.63 72.56 62.98 82.92 71.48 76.78 88.46 62.38 73.16 

Deep learning 

methods 
(%) 

Faster R-CNN  86.13 87.27 86.70 88.47 84.28 86.32 85.14 80.81 82.92 

YOLOv4  88.98 87.48 88.22 88.93 86.97 87.94 87.71 82.47 85.01 

CenterNet  85.48 72.55 78.49 84.25 75.63 79.71 86.57 65.92 74.85 

CornerNet  87.54 84.48 85.98 87.08 83.48 85.24 86.93 58.99 68.19 

CentripetalNet  87.69 88.13 87.91 87.87 88.69 88.28 82.58 85.32 83.93 

MHDUN(Our) 82.87 78.31 80.53 88.24 85.63 86.39 83.24 79.26 81.20 

 

   
(a) Las Vegas (SkySat) (b) Dubai (JiLin-1) (c) San Diego (JiLin-1) 

Fig. 4. Detection results in the Las Vegas, Dubai and San Diego satellite video datasets. The 

detection box is represented in blue, the ground truth box is represented in red.  

3.4 Ablation Experiments 

The ablation experiments are implemented to investigate the effectiveness of MAI, 

OPLU Scheme and CA Loss on the San Diego Datasets. From the comparison be-

tween GMM and MAI, we can find that Prec., Rec. and F1 increase by 6.27%, 

14.45% and 10.73% respectively, which indicates that OPLU Scheme has a strong 

ability to correct the pseudo-label box generated by GMM algorithm. From the com-

parison between GMM and OPLU Scheme, we can observe that Prec., Rec. and F1 

increase by 2.92%, 4.18% and 4.31% respectively, which indicates that OPLU 

Scheme has the ability to update the pseudo-label box generated by GMM algorithm 

during the training. Comparing the results of the first three lines in the table above, we 
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can draw a conclusion that MAI is more effective than OPLU Scheme in correcting 

the size of the pseudo-label box. Also, CA Loss can further improve the results which 

achieves a respectable performance compared to fully-supervised methods of 83.24% 

Prec., 79.26% Rec. and 81.20% F1. 

Table 2. Ablation experiments on the San Diego Datasets.  

 Prec (%) ↑ Rec (%) ↑ F1(%) ↑ 

CenterNet w/ GMM 73.46 63.38 68.04 

CenterNet w/ MAI 79.73 77.83 78.77 

CenterNet w/ GMM + OPLU Scheme 76.38 67.56 72.35 

CenterNet w/ MAI + OPLU Scheme 81.57 78.92 80.22 

CenterNet w/ MAI + OPLU Scheme + CA Loss 83.24 79.26 81.20 

4 CONCLUSION 

In this paper, a novel motion-aligned initialization and hardness-aware based dynamic 

update network is proposed for moving vehicle detection in satellite videos. Motion-

aligned initialization method can accurately initialize the pseudo-label box of each 

object by combining GMM algorithm with the different correspondence between 

boxes and points. Online pseudo label update scheme can iteratively update and refine 

the size of pseudo label boxes every epoch to ensure stability of training. Besides, CA 

Loss even can further mine difficult training samples to guide the pseudo label box 

regression. These innovations presented in this paper are likely to be universal under 

the weakly supervised learning framework. In the future, it is not difficult to find that 

there are some defects in using the traditional background difference algorithm GMM 

to assist the generation of pseudo label boxes. Therefore, in the future, there is an 

attempt to adopt other different traditional algorithms, such as Vibe algorithm, or 

integrate multiple traditional models to achieve more accurate initialization of pseu-

do-label boxes. 
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