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Abstract. It is difficult for the generated image to maintain seman-
tic consistency with the text descriptions of natural language, which is
a challenge of text-to-image generation. A bidirectional attention gen-
eration adversarial network (BA-GAN) is proposed in this paper. The
network achieves bidirectional attention multi-modal similarity model,
which establishes the one-to-one correspondence between text and image
through mutual learning. The mutual learning involves the relationship
between sentences and images, and between words in the sentences and
sub-regions in images. Meanwhile, a deep attention fusion structure is
constructed to generate a more real and reliable image. The structure
uses multi branch to obtain the fused deep features and improves the
generator’s ability to extract text semantic features. A large number of
experiments show that the performance of our model has been signifi-
cantly improved.
Keywords: text-to-image generation · BA-GAN · mutual learning.

1 Introduction
In recent years, text-to-image synthesis is a hot research topic. It covers two
major areas, Natural Language Processing [13] and Computer Vision [1], which
can be used in the interaction of art generation and entertainment.

At present, the research of text-to-image synthesis based on GAN [2] has
become the mainstream trend. The research shows that the adversarial training
of generator and discriminator in GAN can promote the matching relationship
between the generated image and the text semantics.

Attention mechanism has also been applied to text - to - image synthesis in
previous studies. AttnGAN [14] introduced the attention mechanism for the first
time. The mechanism guides the generator to focus on the words in the sentence
related to the different sub regions of the image. But AttnGAN only considers
the context vector of sub-regions base on sentences. And this ignores some fine-
grained information between two modalities and leads to inaccuracy of text-
image matching. Aiming at this problem, this paper proposes a bi-directional
attention multimodal similarity model (BAMSM).

The quality of the generated image is still not satisfactory in the initial
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stage although it has made great progress to use multi-stage GAN for text-to-
image synthesis. In this paper, the deep attention fusion structure is proposed
to improve the feature extraction ability of generator and get more high-quality
initial image.

The main contribution of this paper as follows:
We propose BAMSM, a bidirectional attention multimodal similarity model,

which calculates the cross-modal similarity through mutual learning.
A deep attention fusion structure (DAFS) is proposed to improve the feature

extraction capability of the generator and integrate more information to achieve
the generation of high-quality images.

The channel perception adjustment module(CPAM) is proposed to promote
the generation of high-quality initial images by extracting multi-level features.

2 Related Work

It is a basic challenge for text-to-image synthesis to determine high semantic
consistency between text and image in the field of computer vision.

In recent years, a variety of generation models based on GAN have appeared
successively with the development of deep learning. The original GAN-INT-
CLS [9] generated images with a resolution of only 64*64 and low matching
degree with text. GAWWN [10] is proposed to get the generated images with
a resolution of 128*128. StackGAN [15] uses two stages as basic network archi-
tecture to generate images that meet the requirements. In the first stage, rough
images similar to the texture, color and content of text description are generated.
Then in the second stage, the initial image is refined continuously to synthesize
the final image. StackGAN++ [16] is an improvement of the end-to-end model
that generates higher quality images. However, the above methods always use
global sentence vectors when selecting conditional constraints, resulting in the
omission of word information in sentences in the process of image generation.
Furthermore, some details of text semantics are lost.

AttnGAN [14] is proposed to solve this problem. It can find the word that is
most relevant to the image sub-region by considering the context vector of sub-
regions base on sentences, and then calculates the similarity between image and
text. A text-image-text circular structure is proposed by MirrorGAN [8], which
transformed the generated image into text through encoding, and then compared
it with the given text description. Obj-GAN [6] proposed a new object-driven
attentional image generator and a target recognizer based on Faster RCNN.
Compared with the above methods, the BAMSM proposed in this paper has its
advantages. It mainly points at the mutual learning between the word features of
the text and the sub region features of the image, so as to improve the semantic
consistency between the generated image and the input text.

3 Our model

In this paper, we propose a bidirectional attention generation adversarial network
for text-to-image synthesis. The network is always used to extract information
from text and generate corresponding image. The network structure is shown in
Figure 1.
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Fig. 1. The architecture of the proposed BA-GAN. I indicates the generated image.

3.1 Text encoder and Image encoder

Text encoder Bi-LSTM [4] is used as a text encoder to encode the input
sentences. The output of the encoder is the word feature matrix eD∗T , where D
is the dimension of the word vector and T is the number of words in the sentence.
In addition, the last hidden state of Bi-LSTM is taken as the global vector of
the sentence, representing e ∈ RD, which is used for similarity comparison with
the global feature of the image.
Image encoder Inspired by previous studies, we use the pretrained network
Inception-v3 [11] to extract image features. Firstly, we scale the image to 299*299
resolution and input into the encoder. Then local feature f ∈ R768∗N is extracted
from the "mixed_6e" layer in Inception-v3, where 768 is the dimension of local
feature vector, N is the number of image sub-regions. Meanwhile, global fea-
tures f̄ ∈ R2048 are extracted from the last layer of Inception-v3. Finally, image
features are mapped to the same semantic space of text features, and two new
feature vectors v ∈ RD∗N and v̄ ∈ R2048 are obtained.
Bidirectional attention multi-modality similarity model The principle
of BAMSM is to calculate the similarity between the words and the sub-regions
through mutual learning. The first, we input e and v into the self-attention
module, and extract the self-attention weights we and wv respectively. The main
purpose of this operation is to find the context weight inside the modality. Then
the context proportion between text and image is calculated by bidirectional
attention. Finally, we calculate the image-text matching score.

We multiply weights with the vector itself to obtain the weighted word vector
and image vector respectively, we compute them with:

e′ = e+ e ∗ SA(e) (1)

where SA represents the self-attention extraction module. e′ is the weighted word
vector. We define the formula (1) as v′ = v + v ∗ SA(v) to obtain the weighted
sub-region vector. Then we calculate the similarity matrix s between the word
vector and the sub-region vector :

s = e′
T
v′ (2)
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where s ∈ RT∗N , si,j represents the similarity between the i-th word and the
j-th subregion. We take w = sT , and then normalize the s and w matrices
respectively, they are computed by:

si,j =
exp(si,j)∑T−1
k=0 exp(sk,j)

, wj,i =
exp(wj,i)∑N−1
k=0 exp(sj,k)

(3)

where wj,i is similarity between the j-th sub-region and the i-th word. Then, the
bidirectional attention mechanism is used to get the word context vector and
sub-region context vector. They are calculated respectively as follows:

ci =

N−1∑
j=0

αjvj
′, cj =

T−1∑
i=0

αiei
′, (4)

where αi =
exp(γwj,i)∑T−1
k=0 exp(γwj,k)

, αj =
exp(γsi,j)∑N−1
k=0 exp(γsi,k)

, γ is a hyperparameter.
Finally, we calculate the matching score of text vector and image vector using

cosine similarity theorem. Inspired by the minimum classification error formu-
lation [5], the match score of text and image based on bidirectional attention
mechanism is computed as follows:

R (Q,D) = log (
∑

exp(γ0R(ci, ei
′)))

1
γ0 (5)

R (D,Q) = log (
∑

exp(γ0R(cj , vj
′)))

1
γ0 (6)

where R (ci, ei
′) = ciei

′

‖ci‖‖ei′‖ , R (cj , vj
′) =

cjvj
′

‖cj‖‖vj ′‖ . D is the text and Q is the
image corresponding to the text. γ0 is a hyperparameter.

Loss Function Text and image encoder aims to make text and image learn
from each other and achieve better image-text matching. The calculation process
of text-image matching score is different from DAMSM.

LBAMSM = L1
w + L2

w + L1
s + L2

s (7)

Where, L1
w and L1

s indicates the word loss and sentence loss when the image
matches with the given text, and L2

w and L2
s represents the word loss and

sentence loss when the text matches with the given image.

L1
w = −

M∑
i=1

logP (Di|Qi), L2
w = −

M∑
i=1

logP (Qi|Di) (8)

where P (Di|Qi) = exp(γ1R(Qi,Di))∑M
j=1 exp(γ1R(Qj ,Di))

, and it is the probability that the gener-

ated image can correspond to the text description; P (Qi|Di) = exp(γ1R(Di,Qi))∑M
j=1 exp(γ1R(Dj ,Qi))

,
and it denotes the probability of text corresponding to image. In addition, M
refers to the batch size at the time of training. γ1 is a hyperparameter.

Ls is similar to Lw. We just define formula (5) as R (Q,D) = v̄T ē
‖v̄‖‖ē‖ , and

then substitute it into formula (8) to get the sentence loss in the process of
text-image matching.
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Fig. 2. The architecture of the proposed CPAM.

3.2 Multi-stage Generative Adversarial Networks

Basic framework Three-stage GAN is adopt to synthesize realistic and high-
dimensional images in our model. We feed the acquired sentence vector ē into the
initial stage of GAN. The process of generating the final image I is as follows:

f0 = F0(z, (ē)
CA

), fi = Fi(fi−1, Attn (fi−1, e
′)), I = Gi(fi) (9)

in which z is a random noise vector satisfying normal distribution. (ē)
CA rep-

resents global sentence features augmented by conditions, F0, Fi, Gi are neural
network model. Attn indicates attention model.

The illustration of the proposed DAFS is shown in Figure 1. There are five
layers in F0. Since the shallow layer has little influence on the performance, the
last three layers are cascaded. And then the multi-level and multi-scale features
with different information are extracted by utilizing the proposed CPAM.
channel perception adjustment module Inspired by RFB network [7], this
module can obtain features of different depths by using multi-branch structure.
Figure 2 depicts the structure of CPAM. There are five branches in this structure.
Four of which are mainly for extracting multi-level and multi-scale features from
the input feature graph. 1*1 convolution is to fuse multi-channel information
from the input characteristic graph.
Loss function In order to generate a more realistic and clearer image, we
define the generator loss function as:

L = LG + αLBAMSM , LG =
∑

LGi (10)

where LGi = − 1
2EÎi ∼PGi

[
logDi(Îi)

]
− 1

2EÎi ∼PGi

[
logDi(Îi, e)

]
. α is the hyper-

parameter, which is used to indicate the importance of BAMSM. The generator
and discriminator carry on adversarial training in the GAN network. The loss
function of the discriminator is computed as:

LDi =− 1

2
EIi∼Preali [logDi (Ii)]−

1

2
EÎi∼PGi

[
log(1−Di

(
Îi

)]
− 1

2
EIi∼Preali [logDi (Ii, e)]−

1

2
EÎi∼ PGi

[
log(1−Di

(
Îi, e

)] (11)
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where Ii is real image from sampling the distribution Preali of stage i, Îi is the
generate image from sampling the distribution PGi of stage i.

4 Experiments

Dataset and Evaluation Metrics As in previous studies on text-to-image
synthesis, we evaluated the model on the CUB and COCO datasets. In order to
evaluate the performance of the model and measure whether the generated image
is true or false, Inception score(IS) [12], R-precision [14] and Fréchet inception
distance(FID) [3] are used for evaluation. In addition, we use some generated
images as examples to specify the practical effects of the models as shown in
Figure 3.

Fig. 3. Comparison of images generated by AttnGAN and Our Model.

Ablation studies In order to study the effect of each part of the proposed
method on the quality of generated image in CUB dataset, we conducted some
ablation experiments. The baseline model of this paper is AttnGAN. The experi-
mental results are described in Table 1. Effective experiment based on data set on
baseline network, we set the hyperparameters as: γ = 5, γ0 = 5, α = 5, γ1 = 10.

We mainly evaluate the validity of BAMSM and DAFS. The experimental
results are described in Table 1. It can be seen the proposed module can improve
network performance significantly compared with baseline model.

Table 1. Performance of ablation study both in IS and FID on CUB dataset

Model IS ↑ FID ↓
Baseline 4.36 23.98
Baseline + BAMSM 4.80 21.84
Baseline + DAFS(F0) 4.73 23.82
Baseline + DAFS(F0, F1, F2) 4.74 23.72
Baseline + BAMSM + DAFS(F0) 4.88 20.82
Baseline + BAMSM + DAFS(F0, F1, F2) 4.68 23.04
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Function of the proposed BAMSM BAMSM is mainly proposed to bet-
ter learn the semantic correspondence between texts and images. Text-image
matching is realized by considering the relationship within the text and seman-
tic relevance between text and image. In addition, the self-attention mechanism
is used to extract the self-attention weights of word vectors and local features of
images. The context relations within modes are represented by the weights.

Function of the proposed DAFS DAFS is proposed to generate high qual-
ity initial images in the initial stage of the network. It is applied to obtain
multichannel and multi-level information. Then images containing more seman-
tic information are generated by fusing them. In additon, the proposed CPAM
plays a important role in this module. The experimental results show that DAFS
is effective.
Comparative experiment We compared our method with the existing text-
to-image synthesis method on CUB and COCO datasets, and the results are
shown in Table 2.

Table 2. IS, R-precision and FID scores by existing method and our BA-GAN on CUB
and COCO testsets.

Dataset CUB COCO
Method IS ↑ R-precision ↑ FID ↓ IS↑ R-precision ↑ FID↓
GAN-INT-CLS 2.88 - 68.79 7.88 - 60.62
GAWWN 3.62 - 53.51 - - -
stackGAN 3.70 - 35.11 8.45 - 33.88
stackGAN++ 4.04 - 25.99 8.30 - -
AttnGAN 4.36 53.82 23.98 25.89 82.98 35.49
MirrorGAN 4.56 57.51 18.34 26.47 82.44 34.71
Our model 4.88 58.64 20.82 27.79 83.21 31.08

5 Conclusion
In this paper, we propose a generative adversarial network based on bidirectional
attention for text-to-image synthesis, abbreviated BA-GAN. Firstly, we build a
bidirectional attention multi-modality similarity model to learn the semantic
corresponding relationship between text and image. The text encoder contain-
ing the image information is obtained through the model. Secondly, we propose
a deep attention fusion structure to generate high-quality initial image. Deeper
feature and multi-channel information are extracted through multi branch struc-
ture to generate clearer initial image. A large number of experiments show the
effectiveness of our proposed BA-GAN in the text-to-image synthesis.
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