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Abstract. Alzheimer’s disease (AD) is an extremely damaging, slow-
progressing neurological disease that causes tremendous inconvenience
to patients’ lives. Numerous medical professionals have researched that
timely diagnosis and early therapy of AD when it is in its early stages
could slow down the progression of AD and even be cured. Therefore,
early diagnosis of AD is in urgent need of significant advancement. Nev-
ertheless, there are problems such as brain images with many similar
features that are difficult to extract and classify, and insufficient data
for training. In this paper, a transfer learning-based knowledge learn-
ing without forgetting method we proposed for AD detection, which can
preserve the learned knowledge during the transfer process so that it
will not be excessively forgotten and this method achieve promising out-
comes. The classification accuracy of our method based on resnet50 and
resnet18 on the ADNI dataset reached 96.15% and 96.39%, compared
to training directly on resnet50 and resnet18, our method increased the
classification accuracy by 2.16% and 3.61%, which achieved remarkable
results and contributes greatly to the development of AD detection.

Keywords: Alzheimer’s disease · Transfer learning · Convolutional neu-
ral network (CNN) · MRI · ADNI.

1 Introduction

Alzheimer’s disease (AD) is a slowly developing, irreversible neurological dis-
ease with unknown causes. It affects mainly the aged population. The symptoms
of AD usually include memory impairment, executive dysfunction, and impaired
cognitive behavior, etc. This disease dramatically influences the patient’s normal
life. A large number of medical researchers have found that there are three pri-
mary categories of the early AD: late mild cognitive impairment (LMCI), early
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mild cognitive impairment (EMCI) and subject memory concern (SMC) [1].
Therefore, how to efficiently and accurately detect AD disease has become a
crucial challenge to be overcome. Currently, numerous scientists are trying to
explore new features that may emerge in brain regions during the early stages
of AD.

With the continuous development of artificial intelligence, deep learning has
made significant achievements in the field of computer vision [2]. Accordingly, in
recent years, an increasing number of researchers have attempted to to use deep
learning with its powerful feature extraction ability on the detection of AD [3–7].

However, the acquisition and collation of medical images is labor-intensive
and time-consuming, therefore, inadequate data for training for training has
become a problem which should be seriously concerned. On the basis of this
problem, in particularly, transfer learning [8,9] have been widely utilized for AD
detection. In further, [10,11] made enhancements to the fine-tuning department
and achieved good results in image classification.

In this paper, we propose a knowledge learning without forgetting method
that keeps as much of the knowledge learned in the pre-trained network as pos-
sible and ensures that knowledge would not inordinately be dissipated during
the transfer learning. We are inspired by [10, 11] and chiefly use transfer learn-
ing based on its promising performance in AD detection and cleverly integrate
multiple losses which includes distillation loss, cross-entropy loss, and improved
contrast loss used exclusively for self-supervision. We select Resnet as the pre-
training network, use the Alzheimer’s Dataset as the source domain, the classifi-
cation results are obtained by training on the source domain with the pretrained
network and then importing our target domain ADNI to the network with fine-
tuned weights. We obtained 96.39% classification accuracy on ADNI for AD,
MCI and NC. The improved transfer learning we proposed could perform well
in the AD detection and greatly contribute to the early detection of AD.

2 Method

2.1 Transfer learning for AD detection

Our improved transfer learning method mainly contains two stages: In the
first stage we take the Alzheimer’s Dataset as the source domain and use Resnet
as our backbone for pre-training. Second stage, we initialize the weights and reset
the fc layer, then fine-tune the weights and apply them to the target domain
ADNI for training to effectively classify the categories AD, MCI, and NC on
MRI images. Two stages of transfer learning is shown in Figure 1.

On the classification mission of the target domain ADNI dataset, we mainly
categorize into one primary task and two auxiliary tasks. We input the target
domain ADNI data into the network that has been pre-trained in the source
domain, and the principal task is to fine-tune the pre-trained network to get the
normal three-class output, doing cross-entropy loss and contrast cross-entropy
loss with the normal labels. The four-class output obtained by the primary task
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Fig. 1: Two stages of transfer learning for AD detection

then does distillation loss with the four-class source domain output of the auxil-
iary task 1. Additionally, another branch of the main task takes the classification
results into a projection head and processes them for output, doing improved
classification contrast loss with the projection head output in auxiliary task 2.
The overview of knowledge learning without forgetting is shown in Figure 2.

Based on this transfer learning architecture, we skillfully combine distilla-
tion loss, cross-entropy loss, and improved contrast loss to achieve preservation
of learned knowledge from over forgetting, realize knowledge learning without
forgetting.

2.2 Knowledge learning without forgetting

In the auxiliary task 1, the distillation loss is used to ensure that the response
of the new data ADNI on the new model retains as much of the response of the
old model as possible. First, the target domain ADNI is fed into the pre-trained
network, to extract its response at the last layer of the old model, which is
the confidence y

′
of the new class of data over the old class. Afterwards, the

new model is trained with transfer learning, which sets the classifier with the
correct number of categories for the new class while introducing a new branch
to generate the response with the new model on the classification by the old
class. The distance class between y

′
and y

′′
is measured with relative entropy,



4 R. Liu et al.

BackBone
(𝒇𝜽)

Classifier

Target Dataset

BackBone
(𝒇𝝋)

Classifier

MCI

AD

NC

Classifier

BackBone
(𝒇𝝃)

Projector

Projector

Auxiliary Tasks 1

Auxiliary Tasks 2

𝑧$

𝑧%ℎ%&

Source model’s response

Transfer model’s response
LKL

Source model

Target model initialized 
with source domain

without initialized

···
···

ℎ$
'

LCCL

LCE + LCCE

Fig. 2: Knowledge learning without forgetting method overview

also known as KL loss, the formula is as follows:

LKL = −
k∑

i=1

y
′(i)logy

′′(j) (1)

KL loss ensures that the knowledge already learned will not be easily lost
after fine-tuning. It keeps the majority of information learned from the old model.

2.3 Transfer based on improved contrastive loss

Based on the utilization of the source domain network, we consider the op-
timal exploitation of the intrinsic structure of the target domain data, ADNI.
Inspired by self-supervised learning that uses unlabeled samples for pre-training,
we construct the internal structure between the target domain ADNI data by
adopting a contrast learning approach. The loss of contrastive learning Lself is
expressed as:

Lself = −log
exp(q · s+/τ)∑K
i=0exp(q · si/τ)

(2)
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q means the query sample, the positive key s+ is the data-augmented positive
sample, and si is the negative sample, and the contrast loss is to obtain the
maximum value of similarity between the query q and the corresponding positive
key s+.

Based on this contrast learning approach, the improved contrastive loss are
utilized in the main task and auxiliary task 2 separately. It contains contrastive
cross-entropy loss LCCE and improved classification contrast loss LCCL.

In the main task, the target domain ADNI is entered into the fine-tuned net-
work to obtain the classification results, which are applied to the corresponding
labels with normal cross-entropy loss LCE and contrast cross-entropy loss LCCE .

We search for the most similar prediction to the ground truth of each instance
by using the contrastive cross-entropy loss LCCE . It permits better utilization
of instance comparisons to exploit label information. It allows better use of the
formula is as shown below:

LCCE = −
N∑
i=1

K∑
k=0

⨿(hk
k ∈ Si)log

exp(cyi · h
q
i /τ)∑K

j=0exp(cyi
· hk

j /τ)
(3)

K is the candidate keys’ size, hk
k denotes samples generated by the key generating

mechanism from the hidden key pool, Si denotes the set of positive keys for
example i, hq

i denotes the features extracted by the neural network, cyi denotes
the prediction result of the classifier.

In the auxiliary task 2, the strategy we used in consonance with the self-
supervised approach is to export the target domain ADNI to the old model
for extracting features, and input the extracted features to a projector, this
projector maps the pre-trained representation hq

i to the embedding space zqi .
However, the implicit requirement of contrastive loss that each instance belongs
to a separate class is not suitable for supervised classification tasks. Therefore,
we use an improved classification contrast loss LCCL, which takes other samples
from the identical category to use as positive keys for query matching.

Like the format of Lself , the improved classification contrast loss LCCL for-
mula is as follows:

LCCL = −
N∑
i=1

K∑
k=0

⨿(zkk ∈ Si)log
exp(zqi · zkk/τ)∑K
j=0exp(z

q
i · zkj /τ)

(4)

The improved contrast learning loss allows for the full utilization of the inner
structure of the learned knowledge in a category-consistent manner.

Consequently, our knowledge learning without forgetting method based on
transfer learning can be expressed as:

L = LCE + αLKL + β(LCCE + LCCL) (5)

where α, β are hyperparameters, the value range of α, β are set to 0-1.
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3 EXPERIMENTS

3.1 Datasets

ADNI This dataset is a publicly available dataset used specifically for the AD
detection experiments.It mainly consists of three categories: AD, MCI and NC.
In our experiments, the ADNI dataset is utilized as the target domain in transfer
learning. The three classes of AD, MCI, and NC images in ADNI are shown in
Figure 3:

MCIAD NC

Fig. 3: The three classes of AD, MCI, and NC image in ADNI

Alzheimer’s Dataset This dataset is used exclusively in the Kaggle competi-
tion. It contains four classes of AD images: mild demented, moderate demented,
non demented, very mild demented. In our experiments, this dataset is used as
the source domain in transfer learning. The four classes images in Alzheimer’s
Dataset are shown in Figure 4:

Mild Demented Moderate Demented Non Demented Very Mild Demented

Fig. 4: The four classes images in Alzheimer’s Dataset

In our experiment, we first process 3D MRI images into 2D slices before
sending the data to the network for training. This pre-processed dataset proce-
dure to some extent could solve the problem of insufficient medical images for
training. Then we pre-train the weights in Resnet by using Alzheimer’s Dataset,
and after fine-tuning the weights, the ADNI is fed into the pre-training network
for training to obtain the classification results.
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3.2 Experimental setting

In our experiments, we use the optimizer is SGD, the learning rate is set
to 0.001, and we set the batch size to 32. The operating environment for our
experiments is mainly as follows: Ubuntu 18.04, GPU 3090, CUDA 11.0, torch
1.7.1+, torchvision 0.8.2+, numpy 1.21.6, and python 3.8.

3.3 Experimental results

We apply Alzheimer’s Dataset as source domain for training, the ratio of the
divided training set to the test set is 4:1. And we use ADNI as target domain for
training, the ratio of the divided training set to the test set is 4:1, either. In the
experiment, we found that by setting the learning rate to 0.001, the loss started
to decay to 0.8 times of the original per 10 epochs. The classification accuracy
on ADNI is shown in Table 1.

Table 1: Accuracy of classification on ADNI
Backbone Method 25% 50% 75% 100%

Resnet50

train 65.69% 84.89% 91.71% 93.99%
train_tsfr 67.37% 86.29% 93.29% 94.38%
train_lwf 71.08% 87.39% 94.12% 95.08%
train_con 72.53% 87.63% 94.71% 95.45%

ours 72.61% 87.76% 94.36% 96.15%

Resnet18

train 65.23% 82.12% 90.75% 92.78%
train_tsfr 66.91% 84.11% 91.47% 94.71%
train_lwf 64.99% 85.48% 91.84% 94.95%
train_con 66.30% 86.58% 92.46% 95.08%

ours 67.72% 87.06% 92.56% 96.39%

In Table 1, 100%, 75%, 50%, 25% indicate the percentage of the data exclud-
ing the test data, train means direct training, train_tsfr means using trans-
fer learning, train_lwf means using transfer learning with unforgetting loss,
train_con means using transfer learning with improved contrast loss, ours means
our method.

Our method enables to achieve 96.39% accuracy of classification on ADNI.
In particular, the accuracy can be enhanced by 7% when only 25% of the data
is used. The accuracy of classification results indicate that transfer training can
lead to a significant improvement over direct training. And both transfer learning
optimization strategies can bring increases compared to direct transfer learning.

In addition, the best accuracy results demonstrate the advanced and efficient
performance of the better method we proposed to tranfer learning, and achieve
a great integration of the two mentioned strategies.
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4 CONCLUSION

In this paper, a transfer learning-based knowledge learning without forget-
ting method we proposed for the detection of AD, which could ensure that the
knowledge acquired during pre-training is well maintained and does would not be
excessively dissipated during the transfer process. Our substantial experimental
results demonstrate that the method we proposed can work effectively in the
detection of AD, with an accuracy of 96.15% and 96.39% in the classification of
AD, MCI and NC on the ADNI dataset based on resnet50 and resnet18, com-
pared to training directly on resnet50 and resnet18, our method increased the
classification accuracy by 2.16% and 3.61%, and it enables to solve the problem
of insufficient training data for AD detection.

In forthcoming studies, we intend to pursue our attempts to explore inno-
vative methods on self-supervised learning to achieve greater performance that
could be valuable for AD detection.
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