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Abstract

HAL (Hyper Articles en Ligne) is the French
national publication repository, used by most
higher education and research organizations for
their open science policy. As a digital library,
it is a rich repository of scholarly documents,
but its potential for advanced research has been
underutilized. We present HALvest, a unique
dataset that bridges the gap between citation
networks and the full text of papers submit-
ted on HAL. We craft our dataset by filtering
HAL for scholarly publications, resulting in ap-
proximately 700,000 documents, spanning 56
languages across 13 identified domains, suit-
able for language model training, and yielding
approximately 16.5 billion tokens (with 8 bil-
lion in French and 7 billion in English, the most
represented languages). We transform the meta-
data of each paper into a citation network, pro-
ducing a directed heterogeneous graph. This
graph includes uniquely identified authors on
HAL, as well as all open submitted papers, and
their citations. We provide a baseline for author-
ship attribution using the dataset, implement a
range of state-of-the-art models in graph repre-
sentation learning for link prediction, and dis-
cuss the usefulness of our generated knowledge
graph structure.

1 Introduction

Publication repositories are the norm when stor-
ing and distributing scholarly papers openly in a
sovereign and sustainable way. When submitting
a paper to a repository, the depositor, an identi-
fied user, possesses a unique id in the repository’s
database. However, the depositor’s co-authors
might not be identified users, letting the repository
perform id retrieval to map the submission to the
correct authors. Authorship attribution without hu-
man interventions remains a non-trivial task to pub-
lication repositories (Tekles and Bornmann, 2019).
Researchers rapidly apprized the importance of co-
authorship to tackle authorship attribution, hence

Domain (16) 
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Paper (18,662,037)

Affiliated with (426,030)

Writes (834,644)

Author (238,397) Affiliation (96,105)

Cites (22,363,817)

Figure 1: HALvest’s citation network: a directed het-
erogeneous graph with 4 node types and 4 edge types.

integrated structured data to their proposed solu-
tions (Shin et al., 2014; Ma et al., 2020; Xie et al.,
2022). However, the shortcomings of graph-based
algorithms, in the absence of co-authorship, drove
researchers to exploit semantic and symbolic fea-
tures from papers (Tran et al., 2014; Müller, 2017;
Kim et al., 2019; Cohan et al., 2020; Boukhers
et al., 2021; Pooja et al., 2021; Kojaku et al., 2021)
and investigating the semantic fingerprint from in-
dividuals (Han et al., 2017; Zhai et al., 2019).

Recently, with the research in multimodal deep-
learning mushrooming, several architectures allow
practitioners to now benefit from text and struc-
tured data (Zhang et al., 2019, 2022; Yasunaga
et al., 2022), thus exploiting citation networks
as well as semantic content from scholarly pa-
pers (Pooja et al., 2022; Santini et al., 2022). By
opening the data from Hyper Articles en Ligne
(HAL), we aim to enable researchers to implement
and validate new methods towards better multi-
modal architectures—exploiting graphs and text—
and in an ancillary manner tackling authorship iden-
tification. We introduce HALvest, a structured and
textual dataset: the structured part, called HALvest-
Geometric, is a heterogeneous citation network
comprising 238,397 author nodes and 18,662,037
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Dataset References Full-text Multilingual Multi-domain
CURATED GRAPH DATASETS

ArnetMiner (Tang et al., 2012) ✓
LARGE GRAPH DATASETS

MAG (Wang et al., 2020) ✓ ✓
OpenAlex (Priem et al., 2022) ✓ ✓ ✓ ✓

OURS

HALvest ✓ ✓ ✓ ✓

Table 1: Comparison of information provided by HALvest to previous academic graph datasets. References denote
the presence of a citation list for a given paper.

paper nodes, with 642,723 of them having their full-
text available. Furthermore, the gathered papers
allow more than 16.5 billion tokens from scholarly
text, allowing for better language modeling in a
given domain.

To validate HALvest’s suitability to not only
train language models but also graph representa-
tion learning architectures, we conduct a straight-
forward experiment: we test several state-of-the-art
graph neural networks (Scarselli et al., 2009), that
can fit heterogeneous graphs, to provide a baseline
for authorship attribution in a closed set-up, while
also validating our graph’s format.

Our contribution can be summarized as follows

• A textual dataset comprising 17 billion tokens
in 56 languages and 13 domains.

• An academic citation network with 238,397
disambiguated authors and 18,662,037 schol-
arly papers.

The datasets 1 2, as well as the code used to craft
them 3 4 are available online and will be actively
maintained and updated.

2 Related Work

Scholarly textual data The rise in popularity
of language modeling in natural language process-
ing, coupled with online publication repositories
being an integral part of the researcher’s toolkit, al-
lowed the release of a non-negligible amount of tex-
tual data. Although full-texts are not bound to the
same licensing as abstracts, publication libraries

1https://huggingface.co/datasets/almanach/
HALvest

2https://huggingface.co/datasets/Madjakul/
HALvest-Geometric

3https://github.com/Madjakul/HALvesting
4https://github.com/Madjakul/

HALvesting-Geometric

in science, technology, engineering, and math are
often at the forefront when it comes to opening
their data when possible. The likes of ArXiv 5 and
DBLP 6 PubMed 7 are allowing their publication’s
titles and abstract to be crawled (arXiv.org submit-
ters, 2024; Wahle et al., 2022; Sen et al., 2008;
Doğan et al., 2014) while Semantic Scholar 8 and
a subset of PubMed (PMC) 9, allow for a full-texts’
crawling (Ammar et al., 2018; Lee et al., 2020)
of their data. ACL 10, on the other hand, opted
for a cleaned subset of 10,920 academic papers
from ACL Anthology (Bird et al., 2008). How-
ever, the aforementioned repositories are either lim-
ited in size or domains (e.g., STEM for ArXiv,
computer science for DBLP, and bio-medical for
PubMed), hence Lo et al. (2020) merged various
sources in order to alleviate these issues, while also
offering full-texts from open some papers. Aca-
demic unstructured data is also built and main-
tained by researchers’ communities as seen in
BC5CDR (Li et al., 2016) and NCBI (Doğan et al.,
2014), and MEDLINE (Vishnyakova et al., 2019)
in the biomedical domain. All the aforementioned
datasets are confined to the English language and
featured publications or preprints, while the un-
structured half of HALvest provides historical texts,
thesis, and dictionaries, for example, being more
lengthy and domain-diverse. Besides, the full texts
are uniform in their formatting and referencing
style.

Academic graph When it comes to academic
graph, ArnetMiner (Tang et al., 2008, 2012) and
Microsoft Academic Graph (MAG)(Wang et al.,
2020) are often the go-to, comprising of meta-

5https://arxiv.org/
6https://dblp.org/
7https://pubmed.ncbi.nlm.nih.gov/download/
8https://www.semanticscholar.org/
9https://www.ncbi.nlm.nih.gov/pmc/

10https://www.aclweb.org/portal/
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data from DBLP and ACM 11. MAG, unlike Ar-
netMiner, has not been manually curated but al-
lows for a rich pool of papers and authors (736,389
papers, 1,134,649 authors 8,740 institutions, and
59,965 fields of study nodes). One can also look
upon OpenAlex (Priem et al., 2022), offering more
than 220 million publication nodes, and the graph
proposed by (Ammar et al., 2018) to enable seman-
tic features in Semantic Scholar. All the graphs
mentioned above come with various metadata, in-
cluding abstracts.

Combined Text and academic knowledge graph
To the best of our knowledge, the only ready-to-
use academic graph dataset mapped with full texts
is from OpenAlex (Priem et al., 2022). However,
ACL (Cohan et al., 2019), and Lee et al. (2020)’s
datasets can be easily mapped to a citation net-
work with little processing. Despite providing the
full text of every paper’s node, ACL and Lee et al.
(2020) graphs are limited in size and domain (com-
putational linguistic and biomedical respectively).

3 Collection Methodology

Crafting HALvest is a four-step process. We start
by fetching open PDF files from HAL, before us-
ing GROBID (GROBID Repository) to obtain XML

files and easing the conversion to TXT documents.
We filter the French and English TXT files out of
poorly encoded text, and use the remaining docu-
ments to build the citation network. In the follow-
ing, we introduce our pipeline in more detail.

3.1 Fetching data from HAL
HAL’s API allows for precise requests to the repos-
itory. One can acquire structured XML-TEI re-
sponses of each submitted document. Exploiting
XML-TEIs allows for standardized access to all the
metadata available on HAL, and therefore, more
control over the desired document representation.
We settled for a list of eight features to represent
submissions:

• halid: submission’s unique identifier as-
signed by HAL.

• lang: language of the document, as filled by
the depositor.

• title title of the document.

• domain: list of field of studies 12.
11https://dl.acm.org/
12https://hal.science/browse/domain

• timestamp: time of access.

• year: publication year of the document if rel-
evant. Otherwise, it is set to year 1.

• url: URL to access the PDF.

• authors: list of authors.

The author is comprised of at most nine fea-
tures:

• name: string for the author name, as filled by
the depositor.

• affiliations: list of unique identifiers at-
tributed by HAL to the institutions where the
author belongs.

• halauthorid: unique identifier assigned by
HAL to each author registered on the online
repository. If an author is not registered to
HAL, he is considered unidentified and is as-
signed an halauthorid of "0".

• Potentially six external identifiers, if pro-
vided by the registered authors, comprising of
arxiv, researcherid, idref, orcid, viaf
and isni.

We design our query to only fetch submissions
with an attached document in open access, and
apply further filtering to only fetch work submitted
alongside a PDF file. As of February 2024, the total
number of open submitted PDF files is 778,072.

We use GROBID (GROBID Repository) to de-
rive XML files from PDFs, hence easing the conver-
sion to plain text afterward. Reference markers in
each document are serialized following the scheme
defined by Taylor et al. (2022). However, math,
SMILES formulas, as well as code, are encoded in
plain utf-8 and left as is.

3.2 Filtering
During the conversion process, if the fonts within
a PDF lack Unicode tables and do not employ stan-
dard encoding for mapping glyph indices to char-
acters, GROBID’s output ends up being gibberish
(§ A.2), as the latter do not employ optical character
recognition to extract text from PDFs, but rather its
layout. To filter out gibberish documents, we use
a set of heuristic functions. Following Raffel et al.
(2020); Wenzek et al. (2020); Rae et al. (2022) and
Penedo et al. (2023), we compute a set of statistics
about each document, effectively getting metrics
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like the number of lines, the average word length
or the ratio of unique words. We use the imple-
mentation provided by RedPajama Repository. To
compute the ratio of stop-words in a document, we
use stopwords-json (6, 2024).

We post-process the remaining documents, writ-
ten in 34 languages, as follows :

1. Documents with less than 3 words are dis-
carded.

2. Documents with more than 10% of words that
are capitalized are discarded.

3. Documents with more than 60% of words that
are not alphanumeric are discarded.

4. Documents with an average word length of
1.5 characters or below are discarded.

5. Document with no stop words are discarded.
Stop words are strong indicators for well-
redacted documents, hence, lowering the
chance of it being gibberish. Besides, we use
stop words as a language identifier, as the lan-
guage provided in the metadata is specified
by a depositor, and human error can be intro-
duced.

6. We compute the inverse fertility (Rust et al.,
2021): the number of words in a document
divided by the number of tokens yielded by
the mT5 tokenizer (Xue et al., 2021). After
removing special tokens, a tokenizer yields at
most an amount of tokens equal to the number
of words, effectively bounding our function
between 0 and 1. An inverse fertility score
close to zero is a strong indication of over
tokenization, and therefore, hinting at a gib-
berish document. Documents with an inverse
fertility score lower than 0.2 are discarded.

3.3 From metadata to citation network
Building the citation network is straightforward,
though, computationally demanding. We define
four node types, and four edge types, before it-
erating through the metadata of each document.
Proceeding this way leads to several shortcomings:
the computed graph represents a snapshot of HAL
at a given time, remaining static, leading to affili-
ations being cumulative—affiliation nodes do not
represent the affiliations of an author at a given
time, but rather all the institutions he has been part
of. To alleviate those issues, we provide optional

features for the author and paper nodes, allowing
practitioners to only compute edges for a subset of
the graph, based on a year or a language.

When it comes to domain identification, HAL
provides a tree-like domain space, with 13 domains,
branching into several subdomains, and an addi-
tional one: "other". We fetch the domains filled by
the depositors and use the root node of each one.
We obtained 16 domains, as some depositors only
provide a subdomain that overlaps between two
parent domains.

Regardless of how we compensate for the lack
of precision in some of the graph’s relations, com-
puting the citations remains fuzzy. We retrieve
each document’s references through their XML doc-
ument, collect their title and publication year, and
then use exact matching. However, this process
can induce inaccuracies in the title retrieved, as
GROBID parsing can be inexact.

4 Dataset Composition

In the following section, we provide more details
concerning the composition of the two halves of
HALvest: the unstructured part with text, and the
structured part with a heterogeneous citation net-
work.

4.1 Unstructured data
Although HALvest is mostly in English and French,
the gathered 670,861 papers are written in 56 lan-
guages across 16 domains for the unfiltered version,
accounting for approximately 17 billion tokens.
HALvest’s text can also serve as a valuable as-
set for low-resource languages, hosting documents
in Basque, Catalan, or Persian to mention a few
(§B.1).

4.2 Structured Data
HALvest-Geometric is made up of a heterogeneous
graph. Following Wang et al. (2020), we compute
238,397 author nodes, 18,662,037 paper nodes,
96,105 institution nodes, and 16 domain nodes
for a total of18,996,55 nodes as of February 2024.
We also define 4 different edge types, constituting
23,761,191 edges.

4.3 Do citations help, even when fuzzy?
In this subsection, we will evaluate the citations
extracted from each publication, as described in
subsection 3.3. Because we fuzzily retrieve the
citations, the added information to the citation net-
work can be nothing more than noise. A straight-
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Key Value
halid 01744328
lang en
domain [ "info.info-ai" ]
timestamp 2024/03/05 22:32:07
year 2017
url https://hal.science/hal-01744328/file/ertek_chi_zhang_2017_RFID.pdf
text A Framework for Mining RFID Data From Schedule-Based Systems Gürdal Ertek, Xu

Chi, Member, IEEE, and Allan N. Zhang Member, IEEE Abstract-A schedule-based
system is a system that operates on or contains within a schedule of events and breaks
at particular time intervals...

Table 2: Examples of text documents from HALph.

forward way to estimate the usefulness of this re-
trieved information is to use graph neural networks
(GNN) and message passing. Message passing al-
lows GNNs to discover the graph’s structure from
the way information propagates on it. Another key
concept to better understand our experiment is a
property called homophily: adjacent nodes should
have similar features; in our context since authors
would most likely cite people from their fields, the
assumption that our data is highly homophilic is
not far-fetched. Therefore, the subsequent graph
neural networks used to represent our graph should
perform better in setting with domain-related pa-
pers as adjacent nodes, than with other papers two
hopes away, bridged by a domain node.

4.3.1 Tasks & Settings
Authorship attribution Given a document s ∈
S and a candidate author a ∈ A, we want to com-
pute a probability

p : S ×A 7→ [0, 1]

s, a → p(y|s, a)

that the individual a is an author of s.

Link prediction When given a citation network,
the authorship attribution problem can be refor-
mulated as a link prediction problem. Given a
graph G(V, E) with V the set of all nodes and
E ⊆ |V| × |V| the set of all the true edges in G.
In our setting, given a potential author node u and
a paper node v, we want to learn a classifier that
predicts the probability of the existence of an edge,
by computing a score between the representations
of both incident nodes ŷu∼v = f(hu, hv) where
hu and hv are learned representation of said nodes.
In this task we use a set of candidate edges E ′ com-
prising of positive and negative edges between the

incident nodes, allowing us to use a binary cross
entropy loss

L = −
∑

u∼v∈E′

[yu∼v log(ŷu∼v)

+ (1− yu∼v) log(1− ŷu∼v)]

This closed setting, however, doesn’t account for
name ambiguity and unknown authors, as we only
consider identified candidates from the citation net-
work to perform link prediction.

Baselines HALvest’s heterogeneous graph is fea-
tureless, prompting us to learn a representation for
each node. We use several state-of-the-art graph
neural networks (GNN) architectures (Scarselli
et al., 2009) to learn embedding for each node while
training models.

Evaluation We report the area under the curve
(AUC) as a measure of the quality of a link predic-
tion algorithm. Since our experiment is done in a
closed setting, we compute five random splits of
the original citation network, keeping 10% of the
author ↔ paper edges for validation and 20% for
test purposes.

4.3.2 Link Prediction
We build a simple link prediction architecture, com-
prising of an embedding layer for each node type—
of dimension R|V ′|×16 where |V ′| is the number
of nodes of a given type—followed by two GNN
layers, to learn an inductive 16 dimensions repre-
sentation of each node. The implemented GNNs
are GraphSAGE (Hamilton et al., 2017), a graph
attention network (Veličković et al., 2018), and a
residual gated graph convolutional network (Bres-
son and Laurent, 2018). Finally, we compute the
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GNN AUC AUC (w/o citations)
GraphSAGE 99.08±0.05 89.56±0.13

GAT 98.44±0.09 74.30±5.10

RGGC 99.3±0.05 91.71±0.29

Table 3: Area under the curve (with standard deviation)
of each link prediction model. The result is the average
performance of 5 models trained with 5 different random
seeds. We use GraphSage (Hamilton et al., 2017), graph
attention network (Veličković et al., 2018) and residual
gated graph convolutions (Bresson and Laurent, 2018).

cosine similarity between candidate author and pa-
per nodes, map it to probabilities, and rule out, or
not the presence of a link between each pair of
nodes.

We follow (Fey and Lenssen, 2019)’s implemen-
tation and perform Bayesian optimization to find
the best hyperparameters (Li et al., 2020; Bergstra
et al., 2015). We report the training results in Ta-
ble 3. The training hyperparameters and learning
metrics can be found in § C.1.

4.3.3 Results
The results of our experiments provide compelling
evidence that incorporating citations, even when re-
trieved fuzzily, enhances the performance of graph-
based models in authorship attribution tasks. The
area under the curve (AUC) scores, as presented in
Table 3, illustrate this improvement across various
graph neural network (GNN) architectures.

Impact of Citations on Performance Our evalu-
ation metric, clearly indicates that the inclusion
of citation information significantly boosts the
model’s performance by about 10% across all mod-
els. These results underscore the hypothesis that ci-
tations, even when not perfectly precise, contribute
valuable information to the citation network. This
enhancement can be attributed to the property of
homophily, where nodes (authors and papers) tend
to be more similar when they are closely related or
cited within the same domain.

Model Comparisons and Robustness The com-
parative analysis of different GNN architectures
further validates our approach. All three models—
GraphSAGE, GAT, and RGGC—exhibited signifi-
cant performance drops when citation information
was removed. This consistency across multiple ar-
chitectures suggests that the benefits of incorporat-
ing citations are not model-specific but rather a gen-
eralizable advantage. Moreover, the standard devia-
tions reported alongside the AUC scores reflect the

robustness of our models. The relatively low stan-
dard deviations indicate stable performance across
different random splits of the data, reinforcing the
reliability of our findings.

5 Limitations

PDF processing Solely relying on GROBID to
process the PDFs hindered the dataset creation in
some aspects. As only the PDF’s layout tokens
matter to GROBID, and no optical character recog-
nition is performed, documents with odd layouts
can not be exploited after being converted, and
are outright discarded. Most of the documents are
seamlessly converted, yet some of them have near
gibberish span of text within cleaner sentences. We
designed our filtering process to remove documents
with a prior unusable layout, but not to remove the
gibberish span of text within clean data. Therefore,
further processing effort is needed from practition-
ers.

Multilingual documents Some documents are
written in two or more languages, but HAL im-
poses the depositor to only fill one language. It is
therefore necessary to perform language identifica-
tion at the sentence level to ensure only the needed
language is fetched from the dataset.

Accounting for references When building the
citation network, the references at the end of each
paper are not consolidated, resulting in a fuzzy pro-
cess of deduplication afterward. This leads our
graph to lack correctness when it comes to model-
ing citations.

6 Conclusion

By processing approximately 700,000 documents
in 56 languages across 13 domains from Hyper Ar-
ticles en Ligne (HAL), we have created a unique re-
source that maps natural language text to a directed
heterogeneous graph: HALvest, a comprehensive
dataset that integrates citation networks with the
full-text of scholarly papers. This dataset encom-
passes 16.5 billion textual tokens for 18,996,55
nodes, enabling extensive research in multimodal-
ity, authorship attribution, author name disambigua-
tion, domain classification, and more.

We elaborate on the usefulness of HALvest, by
performing authorship attribution, using state-of-
the-art GNN architectures, and discuss the added
value of retrieved citations, further confirming
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HALvest’s adequacy for the natural language pro-
cessing and graph representation learning fields.

Future work will focus on expanding the dataset
and improving the preprocessing pipeline, for
greater accuracy representing the academic interac-
tions, and increased utility.

The dataset, along with associated benchmarks,
are openly available, aiming to democratize access
to large-scale scholarly data.
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A Collection Methodology

A.1 API request format

We use the following request to fetch open papers
from HAL, yielding 743,160 documents: https:
//api.archives-ouvertes.fr/search/?q=*&
fq=dateLastIndexed_tdate:[2001-01-01T00:
00:00ZTO2024-02-29T23:59:59Z]&fq=
openAccess_bool:true&wt=xml-tei&sort=
docidasc&rows=500&cursorMark=*

A.2 Example of texts from PDF files with
faulty unicode mappings

halid Sample Text
01762182 1 Introduction 1 IFI wodel nd pro-

lem sttement F F F F F F F F F F F
F F F F F F F I IFIFI ystem model
F F F F F F F F F F F F F F F F F F
F F F F F I IFIFP vrge dimensionl
regime F F F F F F F F F...

00177057 , 4 @ / A -@ & $ B 4 & A / 2 @ -
" 0 / -4 , / 3 $C" ’ 5$ B 5C % " +0
2 C % BB * ( ( $ - $ @" ’ + 0 D 0
E $ F $&$@" C % < = $ B 7 (#7 $
- $ @" 0 D 0 E @" @ C G $ ( > ((
< 5HI 97>89 D (0 E " @C"@F C
G $...

01770410 ACKNOWLEDGMENT S T h i s
d o c t o r a l w o r k i s a b o u t m
a k i n g o u r s w h a t w e s h a r e
. Y e t , I c o u l d n o t h a v e r e a
c h e d t h i s f i n a l s t a g e w i t
h o u t s h...

01784066 II Theory L I S T O F T A
B L E S Table Deterministic ex-
act approaches to mean-variance
portfolio selection problem (see
also [START_REF] Mansini |
Twenty Years of Linear Program-
ming Based Portfolio Optimiza-
tion[END_REF]...

Table 4: Examples of halid and output text from PDF
files with no Unicode mapping, leading to gibberish
text. While the first two examples are from discarded
documents, the third one is kept, as only the section
names are not processed correctly.

See Table 4.

B Composition

B.1 Language composition
See Tables 5 and 6.

B.2 Domain composition
See Table 7.

C Experiments

We train all the models for 2 epochs, with a batch
size of 128. For message passing, we sample 32
random neighbor nodes in the first hope and 16
nodes in the second hope. We chose those num-
bers because the average number of citations is 20,
sampling 32 neighboring nodes from an author ↔
paper edge allows us to capture most of the cited
papers as well as the authors. For each positive
author ↔ paper, we sample two negative pairs for
the model to train on, those pairs are sampled at
each step.

C.1 Link prediction hyperparameters
We used the following hyperparameters for each
moedl:

• GraphSage:

– Hidden channels: 64
– Dropout: 0.1
– Weight Decay: 1× 10−7

– Learning rate: 1× 10−3

• GAT:

– Hidden channels: 64
– Dropout: 0.5
– Number of attention heads: 8
– Weight Decay: 1× 10−4

– Learning rate: 5× 10−3

• RGGC:

– Hidden channels: 16
– Dropout: 0.1
– Weight Decay: 1× 10−4

– Learning rate: 1× 10−2
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ISO-639 Language # Documents # mT5 Tokens
en English 464,679 8,158,933,235
fr French 199,216 9,018,529,985
es Spanish 2,975 69,221,667
it Italian 1,172 48,747,986
pt Portuguese 934 32,918,832
de German 652 12,225,960
ru Russian 245 5,763,532
zh Chinese 160 2,861,585
eu Basque 113 2,297,485
ar Arabic 92 2,167,431
ja Japanese 92 547,861
el Greek 54 1,738,878
pl Polish 43 987,878
ro Romanian 39 1,298,901
uk Ukrainian 34 837,793
vi Vietnamese 29 436,660
ca Catalan 28 975,078
da Danish 27 961,955
oc Occitan 26 285,334
br Breton 24 998,088
sr Serbian 24 336,878
ko Korean 17 226,268
fa Persian 17 213,903
tr Turkish 17 149,718
hu Hungarian 14 577,568
eo Esperanto 14 105,286
hy Armenian 10 127,988
cs Czech 9 712,263
bg Bulgarian 9 208,763
sq Albanian 9 98,009
id Indonesian 9 53,075
he Hebrew 8 61,283
hr Croatian 8 40,621
et Estonian 7 20,405
sv Swedish 6 270,642
no Norwegian 6 62,767
az Azerbaijani 5 52,762
fi Finnish 4 60,507
tet Tetum 4 18,485
lt Lithuanian 3 16,572
mr Marathi 3 16,386
hi Hindi 3 3,490
ie Interlingue 2 140,383
ta Tamil 2 77,087
sw Swahili 2 73,921
tl Tagalog 2 35,962
gl Galician 2 29,688
mk Macedonian 2 14,654
th Thai 1 70,909
tk Turkmen 1 66,104
bs Bosnian 1 63,018
kk Kazakh 1 41,839
sl Slovenian 1 22,844
sk Slovak 1 12,997
co Corsican 1 9,083
gn Guarani 1 1,566
bo Tibetan 1 579

Table 5: Language statistics including ISO-639 codes, number of documents, and number of mT5 tokens for the raw
version of HALvest.
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ISO-639 Language # Documents # mT5 Tokens
en English 442,892 7,606,895,258
fr French 193,437 8,728,722,255

Table 6: Language statistics including ISO-639 codes, number of documents, and number of mT5 tokens for the
filtered version of HALvest.

Domain Code # Documents # mT5 Tokens
Humanities and Social Sciences shs 156,566 5,614,423,171
Computer Science info 148,316 2,573,673,455
Life Sciences sdv 115,744 3,145,323,780
Engineering Sciences spi 102,751 2,254,653,825
Physics phys 65,991 1,503,190,749
Mathematics math 62,921 1,638,500,361
Chemical Science chim 40,012 899,507,319
Environmental Science sde 31,575 579,076,669
Sciences of the Universe sdu 23,557 682,356,264
Cognitive Science scco 11,772 227,487,096
Statistics stat 10,579 184,678,350
Quantitative Finance qfin 3,451 68,518,636
Nonlinear Sciences nlin 1,972 30,694,088

Table 7: Domain statistics including domain codes, number of documents, and number of mT5 tokens for the raw
version of HALvest.
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