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Abstract. In this paper, we address two versions of the permutation
flowshop scheduling problem (PFSP) under availability constraints with
learning and deteriorating effects. Availability constraints are due to flex-
ible maintenance activities scheduled based on prognostics and health
management (PHM) results. This study is motivated by an increasing
agreement within academia that human behavior and machine condi-
tion effects should no longer be ignored within scheduling models and an
explicit modeling is required. Hence, in the first study, human learning
effect is considered and position-dependent model is applied to generate
variable maintenance processing times. In the second one, besides learn-
ing effect, time-dependent machine deteriorating jobs are assumed. The
objective of the two studies is the makespan minimization taking into
account maintenance operations. Since the PFSP is proven to be NP-
complete, improved artificial bees colony algorithms were proposed. In-
tense computational experiments are carried out on Taillard’s well known
benchmarks, to which we add both PHM and maintenance data. The
results of comparison and experiments show the efficiency of our algo-
rithms.

Keywords: Permutation flowshop scheduling problem · Learning effect
· Deteriorating effect · Flexible maintenance · PHM · Artificial bee colony.

1 Introduction

The permutation flowshop scheduling problem (PFSP) is an attractive com-
binatorial problem in the field of scheduling, encountered in many real world
applications given its practical relevance [32]. Classical PFSP problems assumed
a stable and deterministic context. In such context, all machines are supposed
to be continuously available throughout the scheduling horizon and job process-
ing times are assumed to be constant and independent of human factor impact.
However, in real industry settings, these hypotheses fail. Indeed, machines can be
unavailable for multiple reasons, such as inspections, maintenance interventions,
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sudden breakdowns, etc [22]. Moreover, job processing times may be extended
due to machine deterioration effect [14] caused by the increased usage and time,
or shortened as a result of the human learning effect [11] caused by frequent
repetition of identical tasks. Regarding these features and to deal with a more
realistic environment, recent research works are focusing on extending classical
models to include practical constraints. Therefore, machines’ unavailability con-
straints, learning as well as deteriorating effects are recently introduced in the
study of scheduling problems.

While considering the learning effect, the actual processing time of a job
decreases if it is scheduled later in the production sequence. However, with the
deteriorating effect, the actual processing time of a job is modeled as an increas-
ing function if it is scheduled later. Scheduling problems with the learning or
the deteriorating effect considerations have received a lot of attention in recent
years and many models were proposed in the literature. On the other hand, the
machine availability constraint is defined as a time interval on which the ma-
chine is idle and can’t process any job. Since the early 1990s, multiple studies
on scheduling problems with availability constraints have been widely applied.
In most cases, the availability constraint due to maintenance interventions is the
most considered [18].

Given their effectiveness in maintaining machines at a high level of reliabil-
ity, availability, and security, the maintenance function becomes a key feature in
the manufacturing system. Therefore, maintenance strategies have evolved from
traditional corrective maintenance carried out after a breakdown and systematic
maintenance at fixed intervals to more advanced predictive maintenance (PM)
based on prognostic health management (PHM). PHM-based predictive mainte-
nance is a preventive strategy where maintenance decision is taken according to
the health status of the machine. Indeed, The PHM module monitors the ma-
chine continuously using information collected from sensors to estimate the time
left before the occurrence of failure known as the Remaining Useful Life (RUL)
[9]. Then, the PHM outputs (i.e, RUL) are exploited in the decision-making
that concerns the planning of predictive maintenance. The main advantage of
this strategy is to maintain the system only when necessary, which reduces the
cost of inopportune maintenance interventions.

In almost studies dealing with the joint optimization of production and pre-
ventive maintenance, the maintenance duration is assumed to be constant re-
gardless of the current condition of the machine or operator. However, this as-
sumption fails in real industry settings due to the uncertainty of the machine or
the operator’s condition. Indeed, the maintenance duration may be affected by
the machine’s deteriorating effect in that the later maintenance is planned; the
worse the machine conditions are, hence, a longer time is needed to perform the
maintenance. On the other hand, the learning effect of the operator may shorten
the maintenance duration by repeating the same operating processes frequently.
Scheduling problems with variable maintenance times are studied in the litera-
ture. While deteriorating maintenance activities are most often considered [19,
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21, 33]. Variable maintenance durations due to the learning effect are scarcely
studied.

To the best of the authors’ knowledge, the joint scheduling problem of pro-
duction and PHM-based predictive maintenance with learning and deteriorat-
ing effects was never studied in the literature. In this context, we propose to
first study the PFSP with flexible maintenance and variable maintenance du-
ration due to the learning effect, and then with deteriorating jobs and variable
maintenance duration due to the learning effect simultaneously, with makespan
minimization. When maintenance activities and production jobs are scheduled
simultaneously, the problem becomes NP-hard in a strong sense [24]. In this pa-
per, the formulated joint scheduling problem is even more complex. As well as
allocating jobs and maintenance activities to machines, the learning and deterio-
rating effects on processing times are also considered. Therefore, metaheuristics
seem to be the most promising resolution approach given their ability to provide
near-optimal solutions with reasonable computational times.

In recent decades, the popularity of swarm intelligence algorithms has in-
creased. Complex problems are solved using the behavior of living swarms such
as birds, bees, and ants. In this regard, the artificial bee colony (ABC) is a
recently introduced swarm knowledge-based algorithm to formulate NP-Hard
problems [15]. It is inspired by the intelligent, self-organizing, and aggregated
behavior of bee colonies when searching for promising food sources associated to
higher nectar amount. Motivated by its high efficiency in solving many variants
of the flowshop scheduling problems such as the PFSP [2], the hybrid flowshop
[20] and the flexible flowshop [30] it was adapted to solve the studied problems.
So improved and adapted ABC algorithms were developed, according to the
problem constraints and objectives. The main features of the proposed ABC al-
gorithms are: (1) To get a population with a certain level of quality and diversity,
we generated an initial population of integrated candidate solutions that were
generated at random and ”seeded” with some good solutions. This strategy not
only provides a high level of diversity in the population, but it also outperforms
the approach where the initial population consisted of only randomly generated
integrated solutions; (2) Five integrated local search operators to generate new
neighbourhood solutions for employed bees; (3) A local search method with de-
struction and construction procedures to enhance the best individuals by the
onlooker bees. Finally, to prove the effectiveness of our proposed algorithm, it is
first compared to a variable neighborhood search (VNS) algorithm proposed by
[17]. Then, intensive computational experiments are carried out on well-known
Taillard’s benchmarks enhanced with both PHM and maintenance data.

The rest content of the paper is structured as follows. A literature review
is presented in section 2. Section 3 describes the tackled scheduling problems.
Section 4 is devoted to presenting the proposed ABC algorithm. Finally, section
5 compares and analyses the performances of the newly designed algorithm. A
general conclusion and perspectives of the work are drawn in section 6.
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2 A brief review of scheduling problems with
learning/deteriorating effects

Scheduling problems with the learning or the deteriorating effect considerations
have received a lot of attention in recent years and many models were proposed
in the literature which can be either time-dependent or position dependent [6].
In the former models, variable processing times of jobs depend on their pro-
cessing times, while in the later, variable processing times of jobs depend on
their scheduled position in the sequence. For details on this research topic, time-
dependent scheduling problems are discussed in comprehensive reviews of [12]
and [7], while position-dependent scheduling problems are studied in surveys of
[4, 6]. More recently, [31] addressed the flowshop scheduling problem under time-
dependent learning effect to minimize the makespan. To solve this problem, a
Branch and Bound (B&B) algorithm and heuristics were proposed. [10] stud-
ied the flowshop scheduling problem under position-dependent learning effect.
They proposed a B&B algorithm and four metaheuristics to minimize the total
completion time. [3] investigated the PFSP under position-dependent learning
effect and time-dependent deteriorating effet. A Population-based Tabu search
algorithm is proposed for its resolution.

The integrated production and maintenance scheduling problems with learn-
ing and/or deteriorating effects have been widely studied in the literature. Re-
cently, [1] addressed the integrated scheduling problem in the configuration of
a parallel machine under position-dependent deteriorating effect to minimize
makespan. To solve large-size problems, six heuristic solution methods are de-
veloped. [29] investigated the integrated single-machine scheduling problem un-
der a time-dependent deteriorating effect. To minimize the makespan and the
total completion time, polynomial algorithms were proposed. [13] considered the
makespan single machine scheduling problem with a time-dependent deteriorat-
ing effect. Two batch-based heuristics and an iterated greedy algorithm were
developed to solve the problem.

3 Problem statement

The PFSP is a well-known scheduling problem that can be described as follows.
A set J of n independent jobs J = {J1, J2, ..., Jn} has to be processed on a
set M of m independent machines M = {M1,M2, ...,Mm} in the same order
on the m machines. We assume that all jobs are available at time zero and
no preemption is allowed. In order to ensure the system reliability and to pre-
vent the occurrence of fatal breakdowns during the processing horizon, machines
are monitored continuously by a PHM module. This module is able to predict,
for each machine Mi, the relative time before failure after processing a job Jj ,
noted RULij . This value is used to estimate the corresponding degradation of
the machine Mi caused by processing the job Jj . Let σij be this degradation,
and σij=f(RULij). We fix σij = pij/RULij , where 0 < σij < 1. Let ∆ be the
maximal authorized degradation of a machine. We fix ∆ = 1 for all machines.
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When the accumulated degradation (
∑l

j=1 σij) of a machine Mi after processing
l jobs sequentially reaches this threshold, a predictive maintenance intervention
(PM) should be planned. During the maintenance, the machine is not available
for processing jobs and it will be restored to “As good as new” state after the
end of the maintenance intervention. We assume also, that at least one predic-
tive maintenance intervention is performed on each machine and no predictive
maintenance operation is performed after the processing of the last job. In order
to make the model more realistic, we further assume, in a first time, variable
maintenance duration due to the learning effect, then variable job processing
times due to the deterioration effect, besides.

The objective of this study is to propose an integrated solution that combines
production schedule and flexible maintenance planning so that the total comple-
tion time of the schedule after maintenance operations insertion is minimized.
Let Si denotes a schedule of n jobs and ki ( ≥ 1) predictive maintenance on
machine Mi. Then Si can be seen as a succession of k + 1 blocks of jobs (Bil)
separated by predictive maintenance operations (PMix):
Si= {Bi1, PMi1, Bi2, PMi2, ..., Bik, PMik, Bi(k+1)}, where ∪k+1

l=1 Bil = J .
We use the following notations to formulate the production and the mainte-

nance data, as well as, the problem assumptions:

pij : the normal processing time of job j on machine i.
pAij : the actual processing time of job j on machine i.
tij : the processing time of job j on machine i.
PMil: the basic processing time of the lth maintenance on machine i.
PMA

il : the actual processing time of the lth maintenance on machine i.
α: the learning index.
β: the deteriorating index.

For the first scheduling problem with variable maintenance duration due to
the learning effect, the actual maintenance duration are defined by the following
position-dependent learning model:

PMA
il = PMij .l

α,−1 < α < 0 (1)

For the second scheduling problem with variable maintenance duration due
to the learning effect and variable job processing times due to the deterioration
effect, the actual maintenance duration are defined by equation (1), while the
actual job processing times are defined by the following time-dependent deteri-
orating model:

PA
ij = Pij + β.tij , β > 0 (2)

The makespan criteria, noted Cmax, corresponds to the completion time of
the last processed job on the last machine after predictive maintenance opera-
tions insertion. Under the learning and the deteriorating effects, the calculation
of Cmax depends mainly on the sum of actual processing times of maintenance
operations and those of production jobs. The Cmax of the first and the second
problem respectively are calculated using formula 3 and 4 respectively, where IT
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refers to the total idle time of the last machine m, waiting jobs arrival and k is
the number of inserted maintenance activities on the last machine m.

Cmax = IT +Σj=n
j=1 P

A
mj +Σl=k

l=1PMA
ml = IT +Σj=n

j=1 Pmj +Σl=k
l=1 (PMmj .l

α) (3)

Cmax = IT +Σj=n
j=1 P

A
mj+Σl=k

l=1PMA
ml = IT +Σj=n

j=1 (Pmj+β.tij)+Σl=k
l=1PMmj .l

α

(4)

4 Proposed solving approach

An improved and adapted artificial bee colony (ABC) algorithms are proposed
to solve the two problems. In the ABC algorithm [15], candidate solutions to the
problem are represented as food sources and their quality or fitness corresponds
to the nectar amount. The ABC algorithm starts from previous generated solu-
tions, and applies an iterated search process to approach the optimal solution.
Each iteration of the search process consists of three main phases: employed and
onlooker bees local search phases, for exploitation and scout bees global search
phase, for exploration. In the employed bees phase, each food source is associated
to an artificial employed bee, which generates new solutions by a neighborhood
search approach. Then, the solution with the higher fitness value replaces the
current one. In order to enhance the local search of optimal solution, onlooker
bees apply a probability selection of the best candidate solutions and then gen-
erate new neighboring solutions using similar method as employed bees. In the
scout bees phase, if a solution cannot be further improved through a limited
number of iterations limit, then the solution is assumed to be abandoned and a
new solution is generated randomly. The search process is iterated till the ter-
mination condition is met. Main steps of the proposed ABC algorithms, starting
by solution representation and initial population generation, then the iterated
process of employed, onlooker and scout bees phases, and finally the termination
condition, are detailed in the following sub-sections.

4.1 Encoding scheme and solution representation

In the proposed ABC algorithms, a food source (solution) is represented by a two-
field structure corresponding each to production and predictive maintenance.
For production part, a sequence S represents the execution order of production
jobs by machines. For maintenance part, a m ∗ (n− 1) binary matrix PM that
represents the positions of predictive maintenance on the m machines is used [5].
If an element M [i, j] is set to 1 value, then a predictive maintenance is scheduled
on the ith machine after the jth job. Otherwise M [i, j] = 0. For instance, let

S=
(
1 9 3 8 5 6 7 4 2 0

)
, and PM=

0 1 0 0 1 0 0 0 1
0 0 1 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0

, represent a solution of an
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integrated flowshop scheduling problem with m = 3 machines and n = 10 jobs.
Then, the execution order of the ten jobs and predictive maintenance operations
on the three machines is the following:

Machine 1: j1, j9, PM11, j3, j8, j5, PM12, j6, j7, j4, j2, PM13, j0
Machine 2: j1, j9, j3, PM21, j8, j5, j6, PM22 j7, j4, j2, j0
Machine 3: j1, j9, PM31, j3, j8, j5, j6, PM32, j7, j4, j2, j0

4.2 Initial population generation

In order to generate an initial population of PopSize complete integrated solu-
tions (S, PM ), we propose a two-step initialization procedure as follows:

– Step 1. Firstly, we generated a mixed initial production population which
comprises: (1) one production sequence generated using the well-known NEH
heuristic [23] ; (2) α%PopSize production sequences generated using the
modified NEH [25]; (3) the remaining part, and the largest one, consists
of (100 − α)%PopSize randomly generated production sequences. Thus, we
ensure quality and diversity of the research space.

– Step 2. After generating production sequences in Step 1, predictive main-
tenance activities are scheduled using the PHM-based greedy heuristic of
[16]. In this heuristic, maintenance operations are inserted according to the
current accumulate degradation of machine estimated by the PHM module,
starting from the first machine M1 to the last one Mm.

4.3 Employed bees phase

Each artificial employed bee is placed on a complete integrated solution (S, M )
and performs a local search, based either on the production sequence S nor on
the maintenance matrix M, for an improved one through the local neighborhood.
If the fitness of the generated solution is higher, then the current one is replaced
and the nb trails counter is reset. Otherwise, the nb trails counter of the current
solution is incremented. From prior literature, we learn that two common op-
erators, insert and swap, are commonly used to generate neighboring solutions
[26]. Therefore, these neighborhoods are applied in this paper. These neighbor-
hood structures allow to create new solutions by changing the execution order of
production jobs. Besides, a third type of neighborhood structure by shifting pre-
dictive maintenance tasks, is used. In each iteration of the employed bees phase,
one of these operators is chosen randomly with a uniform distribution. Based on
these neighborhoods, five local search operators are described as follows:

1. Swap move on production jobs. it consists in swapping the positions of
two production jobs selected randomly from the production sequence.

2. Double swap move on production jobs. It consists of making two con-
secutive swap moves on the production sequence.
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3. Insert move on production. it consists in selecting a production job ran-
domly and then inserting it into another selected position in the production
sequence.

4. Double insert move on production jobs. It consists of making two
consecutive insert moves.

5. Right/Left shift move on maintenance activities. it consists in choos-
ing a maintenance intervention in a selected machine and randomly shifting
it to the left, i.e. before the previous job in the sequence, or to the right, i.e.
after the next one.

After generating a new solution by the employed bee, the positions of PM
operations may be perturbed. Therefore, the maintenance insertion heuristic
should be applied again to re-adjust the PM positions.

4.4 Onlooker bees phase

In order to enhance the intensification of promising food sources, the onlooker
bees use the roulette wheel selection where solutions with higher fitness value
have higher probability to be selected. Probability value for each solution is given
by equation 5. Then a local search method borrowed from the iterated local
search (ILS) algorithm [28] with destruction and reconstruction procedures is
applied on selected solutions to explore possible promising neighbors.

p(soli) =
fitness(soli)∑n

k=1 fitness(solk)
(5)

4.5 Scout bees phase

In order to escape from local optima and to allow diversification, the food sources
whose nb trials is greater than the limited number of iterations limit are aban-
doned and their associated employee bees become scout bees. Subsequently, they
randomly generate new food sources.

4.6 Termination condition

The termination condition of the proposed ABC is a maximum number of iter-
ations of the algorithm or when the limit of the number of iterations without
improving the best solution is reached. Moreover, at the end of the ABC algo-
rithm and in the aim to readjust possible perturbed position of PM operations,
we use the maintenance insertion heuristic described in section 3.2 to regenerate
the PM matrix PM of the best individual returned by the ABC algorithm.

5 Experimental testing and analyses

In this section, we describe our test plan to evaluate performances of the pro-
posed ABC algorithm. Firstly, details on test environment and data generation
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are given. Secondly, we present the ABC parameters calibration step. Thirdly, a
performance comparison of the proposed ABC algorithms against the VNS al-
gorithm of [17] is conducted, where joint scheduling problem of production and
PHM-based predictive maintenance without effects of learning and deteriorat-
ing, is considered. Finally, computational results testing the performances of our
algorithms to resolve the two studied problems are analysed and CPU times are
discussed.

5.1 Test environment and data generation

Our computational study is performed on Microsoft Azure NC6 Promo virtual
machine with six cores and 6 GB RAM. The test instances are generated using
the well-known Taillard’s benchmark instances [27] comprising 120 instances
with different size of jobs and machines (n×m) where n ∈ {20, 50, 100, 200} and
m ∈ {5, 10, 20}, to which we add PHM and maintenance data

For PHM data, we consider three kinds of jobs according to their processing
times intervals as follow:

1. Jobs with processing times < 20 inducing small machine degradation σij

generated from a uniform distribution U [0.02; 0.03].
2. Jobs with processing times between 20 and 50 inducing medium machine

degradation σij generated from a uniform distribution U [0.03; 0.06].
3. Jobs with processing times > 50 inducing big machine degradation σij gen-

erated from a uniform distribution U [0.06; 0.1].

For maintenance data, two levels of maintenance durations are separately
considered as follow :

1. First level with medium maintenance durations generated from a uniform
distribution U [50, 100].

2. Second level with long maintenance durations generated from a uniform
distribution U [100, 150].

We have then 2 possible configurations which will be run on the 120 instances.
There is therefore a suite of 240 different instances to perform the tests. Each
instance is tested five times, resulting in 1200 executions for the proposed ABC,
per problem. We average the results for all the given instances.

The performance of the proposed ABC algorithm to solve the different prob-
lems is evaluated based on the following metrics:

1. P RPD : the relative percentage deviation of the returned Cmax over the
best known solution Cbest

max (upper bound) for each instance as described in
equation 6.

P RPD =
Cmax − Cbest

max

Cbest
max

× 100. (6)

2. CPU: computational time of the proposed algorithm.
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5.2 ABC features analysis

We undertaken a sensitive analysis of performance for the proposed ABC by
varying different parameters. We have chosen a full factorial design in which
all possible combinations of the following factors are tested: the population size
(PopSize), the maximum iterations number (Max iterations), the number of
consecutive iterations in which an employed bee become a scout bee (limit)
and the percentage of onlooker bees over the population size (onlooker bees%).
We set PopSize to three levels: 50, 70 and 100; Max iterations to three levels:
100, 150 and 200; limit to three levels: 5, 10 and 50; finally, onlooker bees% to
three levels: 20%, 30% and 40%. Resulting in a total of 3x3x3x3=81 possible
configurations for the proposed ABC algorithm. We run the 81 possible combi-
nations on a test-bed of problem instances generated using procedure proposed
by [27] where n ∈ {20; 70; 120; 170; 220} and m ∈ {5; 10; 15; 20}. The job pro-
cessing times of the instances are generated by a discrete uniform distribution
in the interval of [1, 99], and maintenance durations are generated according
to the first level described in previous section. Each instance is executed five
times which means a total of 16 200 executions. The P RPD is calculated as a
response variable. The experimental results are analysed by means of a multi
factor analysis of variance (ANOVA) technique [8]. Each parameter is set to its
most adequate level as follow: PopSize = 70, Max iterations = 200, limit = 5,
onlooker bees% = 40%.

5.3 Comparative analysis

The first set of tests is conducted to evaluate the performances of the ABC
algorithm when comparing to a VNS algorithm proposed in [17]. ABC pa-
rameters are set as follow: PopSize = 70, Max iterations = 200, limit = 5,
onlooker bees% = 40%. For a fair comparison, the VNS algorithm was re-
executed on the same machine and instances as the ABC algorithm. The results
of comparison based on the P RPD and CPU values are listed in table 1, for the
two levels of maintenance durations.

Although the VNS algorithm [17] has proved its efficiency against the NEH
heuristic which is considered as the most powerful construction heuristic for
Cmax minimization in literature, best P RPD values are provided by the ABC
algorithm for almost the instances except instances (50×5, 50×10,50×20). The
mean difference between these two algorithms is 02.29%, which can go up to
10.19% for the 20×20 benchmark for the first level of maintenance and it is of
0.93% for the second level of maintenance. This enhance the efficiency of our
ABC algorithm with its embedded local search methods for solution intensi-
fication and global search approach for diversification throughout an iterated
process. On the other hand, comparing the computational times (CPU) of the
two algorithms, we notice that, for small instances (20×5, 20×10, 20×20, 50×5)
VNS is faster than ABC. For the other instances, ABC is faster than VNS with
a mean difference of 2915.51 seconds which can go up to 05.07 hours for the
200×20 benchmark. We note that we did not could run VNS tests for instances
of size 500×20 because of too long execution times.
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Table 1. P RPD and CPU results for ABC and VNS.

instance
P RPD for level 1 P RPD for level 2 CPU time (s)

VNS ABC VNS ABC VNS ABC

20x5 11.52 4.62 10.617 3.68 0.85 15.94
20x10 23.01 12.82 24.199 14.05 1.97 22.47
20x20 28.19 25.03 32.982 27.52 5.54 34.38
50x5 1.72 1.94 1.933 3.03 19.32 29.56
50x10 8.24 9.8 9.955 12.39 55.93 50.32
50x20 18.50 19.69 19.276 24.9 198.85 72.73
100x5 1.35 1.17 1.463 1.47 178.05 53.2
100x10 5.09 4.37 5.483 6.23 569.9 103.36
100x20 15.00 13.47 15.614 16.43 2375.4 166.37
200x10 3.13 1.75 3.429 2.52 10116 234.4
200x20 11.21 7.25 12.549 9.64 20808 262.61
500x20 3 3.04 1761.34
Average 11.55 9.26 12.50 11.57 3149.40 233.89

5.4 Performance analysis of the ABC with learning effects

In this section, we report experiment results evaluating the performance of the
ABC algorithm to solve the integrated scheduling problem with variable mainte-
nance durations due to the learning effect. For each instance described in section
5.1, we generate The learning indexes of the maintenance processing times ran-
domly from a uniform distribution within three different modes, as follow:

1. Mode 1: small common learning index in [0, 0.20] reflecting low learning rate
among maintenance operators.

2. Mode 2: large common learning index in [0.80, 1] reflecting high learning
rate among maintenance operators.

3. Mode 3: different learning indexes per machine in [0, 1] reflecting dependency
of the learning rate on machine characteristics.

Results of the execution of the ABC algorithm on the different instances with
the two levels of maintenance durations and the three modes of learning indexes
(LE M1, LE M2, LE M3) are given in table 2.

For small size instances (n = 20), we notice equivalent Cmax deviation values
for the ABC algorithm in the two cases where the learning effect is considered
(see table 2) or no (see table 1). While a significant decrease of P RPD can be
noticed when the learning effect is considered in case of large size instances and
high learning indexes. Consequently, we can deduce that the learning effect has
no significant impact on the P RPD when few maintenance interventions are
inserted (the case of small size instances) as well as in case of low learning rate
among maintenance operators. On the other hand, the learning effect manifests
clearly when an important number of maintenance interventions are inserted
(the case of large size instances) as well as in case of high learning rate.
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5.5 Performance analysis of the ABC with learning and
deteriorating effects

In this section, experiment results evaluating the performance of the ABC algo-
rithm to solve the integrated scheduling problem with both deteriorating jobs
and variable maintenance durations due to the learning effect, are listed in ta-
ble 2 for the two levels of maintenance (LDE columns). We used the instances
described in section 5.1, to which we added learning and deteriorating indexes
generated for each machine, randomly from a uniform distribution in [0, 1].

Table 2. P RPD results for first and second problems

instance
P RPD for level 1 P RPD for level 2

LE M1 LE M2 LE M3 LDE LE M1 LE M2 LE M3 LDE

20x5 4.47 4.73 4.4 13.04 3.35 3.29 3.38 12.45
20x10 12.81 13.34 13.69 23.66 14.44 14.22 14.2 23.02
20x20 24.76 25.1 25.11 37.3 27.2 26.95 27.28 36.17
50x5 1.87 0.21 0.76 11.3 2.24 -0.43 1.24 12.09
50x10 8.98 6.85 7.63 18.49 12.26 8.15 9.86 19.32
50x20 19.43 16 17.66 28.54 23.37 18.69 20.96 30.06
100x5 0.39 -2.82 -1.47 10.84 0.38 -4.3 -1.55 11.45
100x10 3.7 -0.4 1.84 13.29 4.93 -1.62 1.52 13.32
100x20 12.39 7.71 9.9 21.41 14.46 6.52 9.3 20.32
200x10 0.43 -3.84 -1 12.86 0.74 -6.36 -2.1 8.91
200x20 6.31 0.7 3.45 17.69 7.16 -1.36 3.19 15.01
500x20 1.26 -4.39 -0.52 13.04 0.23 -8.17 -2.49 12.45
Average 8.69 6.14 7.45 23.66 10.05 5.80 7.93 23.02

We notice a significant increase of Cmax deviations values in this case where
the deteriorating effect on job processing times is considered comparing to those
of the first problem where no deteriorating effect is considered. Therefore, we can
conclude that the deteriorating effect has a negative impact on the makespan
because of the insertion of additional delays.

An important note to highlight is that, high Cmax deviations do not re-
flect bad solution quality since they are calculated relatively to Taillard best
known solutions with no consideration of maintenance operations and learn-
ing/deteriorating effects. Therefore, the presented P RPD deviations (for all the
experiments) are much higher than it should be if they were calculated with
respect to a more precise lower bound which takes into account maintenance
tasks and learning/deteriorating effects, as reported in [17].

6 Conclusion

In this paper, two makespan minimization flowshop scheduling problems under
flexible maintenance activities with learning and deteriorating effects, are inves-
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tigated. The maintenance activities are scheduled based on PHM post decision
approach. Motivated by the complexity of the presented problems, an improved
and adapted ABC algorithm is developed for their resolution. To prove the high
performances of the ABC algorithm, a total of 3600 executions of the ABC algo-
rithms is conducted on different combinations of problems data and constraints.
The ABC algorithm is also compared to a VNS algorithm developed for the
same problem in literature. All the experiment results show the efficiency of our
proposed algorithm with its embedded local search methods for solution inten-
sification and global search approach for diversification throughout an iterated
process. As perspective of this work and given the lack of suitable test bench-
marks, we propose to extend the taillard well-known benchmark with mainte-
nance, learning and deteriorating effects data for a standard comparison study.
Furthermore, it will be interesting to use the Machine learning algorithms to cali-
brate the ABC algorithm parameters and to propose ideal learning/deteriorating
effects’ indexes.
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