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Abstract—Internet of Things (IoT) has been undergoing a
revolution with the deployment of gateways in low earth orbit
(LEO). This revolution offers what IoT has been promising
since its inception, namely the connection of an object regard-
less of its position on Earth. Several physical layers have shown
to have the sensitivity for such communications. In this paper,
we propose a solution allowing an IoT network operator using
LEO satellite to detect different uplink IoT communication
technologies based on a same preamble. The proposed ap-
proach has been implemented on two ARM cores (Cortex-A72
and Cortex-A9) compliant with the spatial constraints. The
experiments carried out demonstrate the real-time capability
of the proposed approach even on low-end processor targets
with approximately 10% of the CPU time.

Index Terms—IoT, CSS, LPWAN, LEO satellites, preamble
detection, ARM, prototyping, real-time.

I. INTRODUCTION

With the democratization of access to space, we are
now witnessing a massive deployment of satellites in low
earth orbit (LEO). These satellites are mostly nanosatellites
and carry all types of payloads. Whatever the payload, the
satellite has digital communication means enabling it to
send or receive data. The Internet of Things (IoT) has not
escaped this revolution in access to space, and many projects
have been or are being deployed to connect an object to
the Internet regardless of its position on Earth, using LEO
satellites as gateways. Connecting IoT in this way involves
many technical challenges from a data communication point
of view. The two major challenges are related to: 1/ the
relative speed of the satellite with respect to the Earth and
2/ the field of view (FoV) of the satellite [1].

Indeed, Low Power Wide Area Network (LPWAN) tech-
nologies currently deployed on Earth, such as those from
Semtech (LoRa, LR-FHSS) or NB-IoT, offer link bud-
gets that allow LEO satellite communications. Indeed,
these long-range, low-energy wireless networks support path
losses of up to 150 dB for some of them. For instance,
in Europe, the LoRa technology has long range modes
with sensitivities close to S = −140dBm with Effective
Isotropic Radiated Power (EIRP) up to PEIRP = 14dBm.
It seems relevant to use them as is, to communicate with
LEO satellites. As they were not originally designed for
such communications, it is necessary to design receivers

allowing to demodulate them. However, before considering
demodulating the received signals, it is necessary to detect
the presence of a relevant signal. This detection is generally
carried out by the intermediary of a signal called: preamble.

If the Doppler effect generated by the relative speed is
independent of the communication technology used, the im-
pact of the FoV depends on it. Indeed, the communications
carried out in the free use bands (typically the industrial,
scientific and medical (ISM) bands) will be more exposed
to the interference phenomenon because by principle several
technologies share the same frequency band without any
coordination. Several strategies can be implemented to fight
against collisions [2]–[5]. However, firstly, it is necessary
to detect the presence of the signals before considering a
treatment to deal with the interference.

In this paper, we first propose an algorithm to detect
the occurrence of heterogeneous chirped preambles in the
context of uplink communications to a LEO satellite. Given
this application context, the performances of our detector
must allow a good detection in both low and high load
conditions. Moreover, it should have a low-computational
complexity to respect spacial embedded system constraints.
Consequently, an evaluation is then provided, focusing on
the real time performances of the proposed algorithm on
programmable targets compatible with a space use.

The paper is organized as follows. In section II we present
the context. In section III, the proposed detection algorithm
is described. This algorithm is also evaluated with synthetic
data in section III and discussions on its performances are
carried out. Then section IV presents implementation results
(execution time, energy) of the detection algorithm on ARM
programmable targets that can be used in nanosatellites.
Finally, the conclusion is exposed in section V as well as
the research perspectives.

II. CONTEXT

This work concerns a project developed in collaboration
with the company Eutelsat as part of the deployment of
their IoT constellation by LEO satellites. The objective is
to develop an algorithm to detect preamble signals that are
present in the header of an information packet emitted by an



object on Earth. In addition, the waveform used to generate
the preamble must be consistent with the various chips of the
most widespread LPWAN technologies. Thus, this waveform
must be compatible with LoRa and LR-FHSS chips such as
SX1261 and SX1262, and with Sigfox chips such as S2-
LPQTR and S2-LPCBQTR [6]. By analyzing the technical
documentation, we have opted for chirped preambles. This
choice is also motivated by the use of an ISM band in which
the impact of interfering signals must be limited. In addition
to the constraint of using an ISM band, the duration of the
preamble and the bandwidth of the complex envelope are
limited to 150 ms and 10 kHz respectively. Furthermore,
a dedicated channel for preamble transmission is reserved,
allowing the payload data rate not to be limited to the
preamble band.

III. CHIRP-BASED PREAMBLES DETECTION

Let us recall the chirp spread spectrum (CSS) modulation
principle. If we denote SF the number of bits per symbol,
the latter consists in associating to each SF -uplet of bits
a unique phase trajectory ϕk(t) of duration T among a set
ωS of M = 2SF different trajectories. Here T represents
the symbol duration. If B denote the chirped bandwidth we
obtain: M = B×T . This constraint ensures phase continuity
between successive modulated chirps.

The preambles of different SF are orthogonal as soon
as received power difference is about 6dB. For satellite
communication, such a power loss (resp. gain) corresponds
to a division (resp. multiplication) by 2 of the communica-
tion range. Given that the satellite constellation orbits at an
altitude of 550km, such a power difference corresponds to
a FoV of at least 2.8 million km2 i.e. 5.2 times the surface
area of France. Thus, it is necessary to develop an algorithm
allowing the detection of non-orthogonal preambles, even if
the SF are different.

In order to maximize the number of available preambles,
and considering the project constraints, the bandwidth B is
fixed to 7.8kHz, and SF 7, 8 and 9 including respectively
Np 8, 4 and 2 raw up chirps (or raw down chirps) in the
preamble are selected. This allows us on one hand to close
the link budget and on the other hand to stay below the
maximum permitted preamble duration, which is in this case
∀SF ∈ {7, 8, 9}, Tp = Np × 2SF

B = 131ms. If sp(t) denote
the preamble complex envelope, we obtain:

sp(t) =

Np∑
p=1

ejϕ0(t−(p−1)T )1[(p−1)T,pT )(t) (1)

Without loss of generality, we considered that ∀p ∈ J1, NpK,
ϕ0(t), which represents the signal instantaneous phase, is
obtained by integrating the frequency f(t) = B( t

T − 0.5).
It represents the unmodulated version of the chirped signal.
In this paper, the term dechirping will denote the operation
consisting in multiplying a slice of the T -long CSS signal
by the conjugate version of the unmodulated chirped signal:
e−jϕ0(t).

A. Proposed algorithm

In this section we present the detection algorithm we
have developed. First, let us expose the complex envelope
structure as received by the satellite:

yr(t) =

NR∑
i=1

√
Pixi(t− ts,i)e

j(2π(∆fi+
cd,it

2 )t+φ0,i) + w(t)

(2)
• w(t) the complex additive white Gaussian noise whose

variance is σ2
w,

• NR the number of preambles captured,
• Pi, ts,i ∆fi, cd,i and φ0,i are respectively the power, the

starting time, the frequency offset, the Doppler rate and
the initial phase of the i-th received signal,

• xi(t) the complex envelope of the i-th received signal:

xi(t) = sp,i(t)1[0,Tp](t)+ri(t−Tp)1[Tp,Tp+T i
pkt)

(t) (3)

with ri(t) (resp. sp,i(t)) being the complex envelope of
the packet (resp. preamble) of the i-th received signal and
T i
pkt its duration. Here ri(t) comes from an IoT object on

the ground using a LPWAN technology such as LoRa,
Sigfox or LR-FHSS.

a) First approach: As a first step, we propose an
approach in which there is no preamble collision. The first
approach will be extended later in this paper. Thus, the
received signal sampled at T ′

s = 1
α×Bp

, with Bp = B the
dedicated canal bandwidth and α the oversampling factor,
is expressed as:

yr(n) =
NR∑
i=1

√
Pisp,i(n− ns,i)e

j(2π(∆fi+
cd,i.nT ′

s
2 )nT ′

s+φ0,i)

+ w(n)

(4)

with ns,i = ⌊ ts,i
T ′
s
⌋ = Ks,iαM + τs,i, given that τs,i (resp.

Ks,i) represents the time offset (resp. the index of the T -
long initial preamble sequence) of the i-th received signal.
In order to detect the presence of preambles, the receptor
performs the following processes for each SF value:

1) Dechirping of yr(n) for each SF value,
2) FFT on the dechirping over T

T ′
s

samples,
3) Computing of

T (k, p) =

p+Np−1∑
j=p

∣∣∣∣Y (k, j)

σw

∣∣∣∣2 (5)

with k ∈ J0,M − 1K, p ∈ {1, . . . , NB} and NB ×
T the buffer duration. Y (k, j) corresponds to the k-th
FFT bin of the dechirping of the j-th slice of yr(n) of
duration T .

Given the significant values the Dopplers can take in the
context of these communications, processes are performed
in an oversampled mode compared to Nyquist, α > 1. In
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Fig. 1. T (k, p) without interference, SF = 7, Bp = 7.8 kHz and Np = 8

figure 1, we present the results obtained for the function
T (k, p) for the SF = 7 and Np = 8 detection.

We observe in figure 1 that the detection of a given SF
is associated with a specific pattern. As a matter of fact, at
Nyquist (i.e. α = 1) it is expected to find 2Np − 1 peaks in
the pattern, considering that the interval between the peaks
is M . Furthermore, an energy maximum is obtain for p =
Ks,i, because all the FFTs contain the preamble. However,
in an oversampling mode each FFT reveals 2 energy peaks
(distant from M ) related to the no signal aliasing and this
even in the case of a perfect synchronization [7]. Thus, in
order to identify the presence of a valid preamble, we are
looking for this pattern.

For this purpose, starting from T (k, p):
• We compute the function M(p) = max

k
(T (k, p)), p ∈

{1, . . . , NB},
• We search every energy peaks in M(p) which exceed

the threshold Th1 respecting a minimum distance of
Np to ensure the detection of two different patterns. In
other words, we try to find K̂s,i an estimation of Ks,i

with: K̂s,i = argmax
p

(M(p)),

• We verify that the energy peaks on the sequence Ks,i−
1 and Ks,i +1 exceed the threshold and are located at
the same frequency as the energy peak of the sequence
Ks,i.

In the following, we propose an evolution of the detection
method to take into account the interferences.

b) Second approach: In order to understand the inter-
SF interference type effects on the first proposed approach,
we represent in figure 2 the shape of T (k, p) when a detec-
tion for SF = 7 and Np = 8 is performed. We observe the
wanted pattern but also a different pattern corresponding in
this case to the presence of a SF = 9 and Np = 2 preamble.
Observing the latter, it can be seen that this SF = 9

1The threshold calculus is not detailed due to lack of space, however it
consists in performing a binary hypothesis test and using T (k, p) as a test
variable under the noise hypothesis.
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Fig. 2. Shape of T (k, p) for SF = 7, Bp = 7.8 kHz and Np = 8.

preamble may cause a false detection. In order to limit this
drawback and considering the pattern structure (many more
energy peaks are present), we complete the detection with a
constraint of type peak to average power ratio (PAPR) such

that if
max

k
(T (k,p))

mean
k

(T (k,p)) , p ∈ {Ks,i − 1,Ks,i,Ks,i +1} exceeds

a given threshold then the preamble is valid. This is true
whatever the SF concerned by the interference.

When several preambles of same SF are interfering, it
is necessary to perform a specific procedure. We propose to
use the reception power of preambles to perform iteratively
a successive suppression of interferences. In figure 3 is
represented the shape of the function T (k, p) when several
preambles of same SF are in collision (here SF = 9 and
Np = 2). As it stands, our approach will detect only the
preamble with the strongest received power. To overcome
this limitation, the contribution of each valid preamble is
suppressed from the function T (k, p): the detected preamble
energy peaks are reset to 0. Thus in this iterative way, we
can detect several preambles in collision. In the current
version of the algorithm, we fixed a maximum number of
iterations Nitr. Figure 3 represents a result example after
one iteration. The detected preambles have been deleted,
allowing the process of preambles in collision.

In order to show the relevance of our approach, we first
propose simulation results. Then a Real-Time version of the
detector on synthetic data is developed.

B. Results and discussions

The aim of this section is to evaluate the detection
performances of our algorithm for different system loads.
We define the system load as NRTp

TB
, with TB = NBT

the duration of the recording being processed. Considering
the bandwidth constraint of our application (lower than
10kHz), as we mentioned before, we propose to choose the
bandwidth 7.8kHz. It should be noted that this bandwidth is
supported by the LoRa chips [8].

In the upcoming simulations, we consider that the num-
ber of packets received in a buffer follows the Poisson
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TABLE I
SIMULATION PARAMETERS

Carrier fc (MHz) 868
Preamble bandwidth Bp (kHz) 7.8
CFO max ∆fmax (kHz) 20
DR max DRmax (Hz/s) 300
Power spread PS (dB) 5
Mean SNR (dB) 0
Oversampling factor α {2, 4}
Probability of false alarm Pfa 10−3

Buffer duration TB (s) 5
Number of iterations Nitr {2, 3, 4}
Monte Carlo number 10000

distribution. The preamble power is uniformly distributed
in a set coherent with the link budgets of our application.
Considering the satellite FoV, the received power will be
spread in a range of about 5dB (LEO satellite at 550km).
This power spread will be noted PS. Simulation parameters
are given in the table I.

The carrier frequency offset (CFO) and the Doppler
rate (DR) are respectively uniformly distributed in
[−∆fmax,∆fmax] and [−DRmax, DRmax].

We propose to evaluate the impact of the number of itera-
tions and the oversampling factor on the preamble detection.
For this purpose, figure 4 represents the probabilities of good
and false detection as a function of the system load.

For α = 4, we observe that the increase of Nitr improves
the good detection rate while deteriorating slightly the false
detection probability, in particular for low system loads. We
also notice that for low system loads, the algorithm operates
perfectly and that for high system loads, for example 2.6 (i.e.
on average 100 preambles received in TB = 5s), the good
detection probability is 0.92 (resp. 0.9) for Nitr = 4 (resp.
Nitr = 3).

Finally, we observe from figure 5 curves that the detection
performances are inversely proportional to the increase of
SF . This result is explained by the number of chirp in the

preamble Np, which is divided by 2 when increasing the SF
by one in order to maintain the same preamble duration.

IV. REALTIME EVALUATION

To demonstrate that the proposed approach is workable
in the nanosatellite context, a windowed version of the pre-
viously described detection algorithm was written in C++.
To fulfill real time constraints, the SIMD features [9] of
current ARM processors that are compliant with space usage
were used. They improve the temporal characteristics of the
detector implementation by parallelizing data processing to
minimize the latency and thus the energy consumed. The
use of intrinsic NEON [9] enabled in part the implementa-
tion thanks to the auto-vectorization techniques [10], [11]
provided by GCC and LLVM tool chains. However, some
critical parts of the detector algorithm had to be manually
optimized, such as for instance the dechirping step, the
argmax search step, as well as the FFT computation. For
this last one, following a study of the performances of the
numerous open-source solutions such as [12], we selected
the pfft library [13].

The detectors thus developed have been deployed on two
test platforms based on the use of ARM cores:

• P1 platform - the platform is composed of a 64-bit
ARM Cortex-A72 processor (Raspberry Pi 4), whose
clock frequency is set to 1.5 GHz. Its characteristics
are similar to those of the hardened and radiation
tolerant core (LS1046) and therefore spatializable in
nanosatellites developed by Teledyne e2v (freq. 1.8
GHz) [14]. The ARM core has a L1 instruction cache
of 48 KB and a L1 data cache of 32 KB Data while it
has 1024 KB of L2 cache.

• P2 platform - the second platform is composed of a 32-
bit ARM Cortex-A9 processor operating at a frequency
of 650 MHz. The latter is from a Xilinx PYNQ Z2
board. This type of FPGA including an ARM core
is also spatializable [15]–[17]. The ARM core has an
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icache of 32 KB and a dcache of 32 KB while it has
512 KB of level 2 cache.

The behavior of the detector developed in C++ was
first validated using the P2 platform and commonly used
software defined radio modules such as ETTUS b205 and
HackRF as shown in figure 6. Experiments have been
carried out using optimized antennas for the 433 MHz
ISM band, but also with 30 dB attenuators to simulate the
communication channel. In Matlab, a script was written to
generate the sequences of preambles sent using a first SDR
module. Then, our program processes the samples received
from the second SDR module using the algorithm proposed
in this paper (section III-A).

The timing performances of the detector implementation
were estimated with SF ∈ [7, 8, 9] and α = 4 while
B = 7.8kHz in adequacy with the waveforms to detect.
The detector works on a sliding window of duration equal
to 4 × Np chirps. It means that at each iteration of the

ZYNQ 7020HackRF RxHackRF Tx

433MHz antennas

Cable with 30dB load

Fig. 6. Setup used: HackRF Tx sends IQ samples - HackRF Rx receives a
signal - Detection algorithm runs on Zynq target hosted in Pynq Z2 board
and detection is performed on HackRF Rx signal.

detector, α × Np7 × 27 new IQ samples are added in the
sliding window. The detectors have a variable execution time
that vary according to the number of frames in the sliding
window due to the iterative frame cancellation process.
Consequently, in addition to the average execution time
of the detector, we also measured the worst-case ones.
Moreover, different scenarios were evaluated in terms of
system load in a manner equivalent to what was proposed
in Section III-B. It should be noted that we have simulated
about 60 seconds of signal reception. The experimental
results obtained for the platforms P1 and P2 are summarized
in the Table II.

Platform P1 takes at most 4.4 ms to process a window
and acquire next data when the system load is low (0.2). A
worst-case execution time of 5.2 ms was measured for high
system load (2.2). Knowing that the maximum execution
time derived from the real time constraint is set to 131
ms, this software implementation on P1 fulfill requirements.
Moreover, it requires only ≈ 5% of the ARM core resources.



TABLE II
WINDOW PROCESSING TIMES WHEN α = 4 AND Nitr = 3.

tmin tmax tavg tmedian
Load Target (ms) (ms) (ms) (ms)

Low P1 2.1 4.4 2.4 2.4
(0.2) P2 12.3 14.2 13.6 13.9

Medium P1 2.1 6.2 2.4 2.4
(1.2) P2 12.3 14.1 13.3 13.4

High P1 2.1 5.2 2.4 2.4
(2.2) P2 12.4 14.3 13.5 13.5

The results for the second Xilinx Zynq platform evolve
similarly. The detector execution time ranges from 12.3 ms
to 14.3 ms depending on the system load. This performance
gap between P1 and P2 is mainly explained by the 2×
difference in operating frequency between the platforms.
However, even on the P2 platform, the real time constraint
is respected with a worst-case time of 14.3 ms which is
only ≈ 11% execution time available to respect real-time
constraint on the ARM Cortex-A9 core. These evaluations
demonstrate the real-time capability of the presented detec-
tion algorithm in spatial context. This acknowledgment is
valid even for low-end platforms, such as the P2 platform.

To further improve the timing performances of the pre-
sented detectors, several ways are still open. The first one
would consist in transforming the software descriptions
which manipulate floating-point data into fixed point to
speed-up the processing times and to minimize the memory
footprint. Moreover, for the platform P2 integrating an
FPGA, it is possible to easily deport, for example, the FFT
processing [18] to hardware accelerators using HLS syn-
thesis tools [19]–[21] or existing IPs. This approach could
also be applied to other time-consuming processing tasks to
minimize energy consumption and power dissipation.

V. CONCLUSION

In this paper, we have presented a system for detecting
IoT communications from a nanosatellite. The proposed
low complexity algorithms that compose the receiver have
been first theoretically evaluated. They enable to detect
LoRa frames interferences with different SF values but
also inter-SF interferences. Simulations demonstrated the
efficiency of the approach and evaluated the impact of
parameter values. In a second time, the timing performances
of algorithm implementation on ARM platforms allowed
to validate the approach in an experimental way thanks to
ETTUS and HackRF SDR modules. Real-time performances
were obtained thanks to a SIMD parallelization of the
detection algorithm whose execution time represents less
than 10% of capabilities of the two spatializable ARM cores
(ARM Cortex-A9 & A53). Future work will focus on the
development of hardware accelerators and the deployment
of the detectors on our industrial partner’s Zynq UltraScale+
target to carry out tests under real space conditions.
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