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Abstract—Person re-identification is still an open challeng-
ing task in various fields due to numerous factors, including
illumination changes, background clutter, pose state variations
and cloth changes. Several approaches have been suggested to
address this problem in the context of deep learning. Gen-
erative models, particularly Variational Autoencoders (VAEs),
have emerged as promising tools to address these challenges
by learning discriminative feature representations of individual
images. In this paper, we present Soft-Attention based Person Re-
Identification (SAPRI), a novel approach that combines VAEs
with a supervised ReID method to enhance the resilience and
efficacy of ReID systems. The proposed approach focuses on
data reconstruction based on soft attention. Variational autoen-
coders encode principally person data, while ignoring irrelevant
information. By incorporating supervised ReID, the model learns
to appropriately classify persons in real world environments.
Our SAPRI proposed method has been evaluated on well-known
benchmarks, DukeMTMC-reID and CUHK03, demonstrating
superior performance compared to existing state-of-the-art tech-
niques in terms of the mean Average Precision evaluation metric
(mAP). Additionally, qualitative results show the effectiveness of
the VAE in generating discriminative representations of person
images.

Index Terms—Person ReID, Soft attention, Generative models,
Variational autoencoders, Data reconstruction, Latent space,
Surveillance systems.

I. INTRODUCTION

Person Re-identification (ReID) has gained prominence in
computer vision, particularly in security & video surveillance
systems domains [1]. In recent times, within the increasing
need for efficient and accurate techniques for person match-
ing across different camera views and environments, person
ReID has gained attention from numerous researchers [1]–
[6]. However, person ReID remains challenging with the pose
variations in uncontrollable environments. Other issues include
different illumination conditions, camera view points, cloth
changes, background clutter and occlusion [7]. Owing of these
problems, a ReID system remains incapable of re-identifying
the right person with good precision.

Deep generative models, have been proposed as a promising
solution for feature learning and representation, including data
enhancement and data augmentation, learning better feature

representations of the data distribution or enhancing the di-
versity and richness of the training dataset. These models are
useful for capturing complex changes in person appearances
across different camera angles. Nevertheless, the quality of
generated images for person ReID depends on various factors,
including image size, variability, resolution and GAN’s gener-
alization capabilities. Among these deep models, the literature
highlights two prominent types, deep autoencoders (AE) [8]
and generative adversarial networks (GAN) [9]. GAN stands
out as a quintessential unsupervised learning framework,
comprising both generative and discriminative components.
On the other side, AE is a specialized model designed for
high-dimensional data, featuring two neural networks namely,
encoder and decoder. The encoder analyzes input images to
extract underlying characteristics, while the decoder attempts
to recreate the original image.

In particular, variational autoencoder (VAE) [10], a specific
type of auto-encoder, learns to encode and decode data, but
with the added capability of learning a latent space that has
useful properties such as smoothness and continuity. In a
VAE, the encoder depicts the input as a probability distribu-
tion within a compressed, reduced-dimensional representation
named the latent space, instead of directly mapping it to a
single point. Subsequently, the decoder utilizes this distribution
to sample and produce new data points.

Recently, VAEs and their variants [11]–[15] have emerged
as promising tools in addressing the multifaceted challenges
of ReID and enhancing generated images’ quality, for better
matching of individuals across camera views. These kind of
deep generative models are trained to not only reconstruct in-
put data but also to regularize the latent feature space to follow
a prior distribution. This regularization stimulates the model
to acquire a structured and continuous latent space, which can
be advantageous for ReID tasks. Several studies have explored
the VAE framework to learn better latent representations of
complex data, including images of individuals captured from
various camera angles and lighting conditions.

In this study, we explore the soft attention capability to
effectively recognize individuals [16]. Attention mechanisms
enable the model to concentrate on pertinent aspects of the
inputs, improving its capacity to capture crucial features and
spatial relationships within the original data, consequently



resulting in more discriminant latent representations. Notably,
we aim to offer promising avenues and innovative solutions for
addressing numerous complexities inherent in person ReID in
challenging environments and enabling more effective person
matching and identification. We outline our contributions in
the following manner:

• We propose SAPRI (Soft-Attention based Person Re-
Identification), a Re-ID scheme that reliably classifies
people under real world environments.

• We introduce a novel soft attention mechanism that
transforms input data into a latent space while simulta-
neously learning to reconstruct the real-data and handle
the complexity inherent in ReID datasets.

• Our experimental results on two popular benchmarks
illustrate that our approach ameliorates the effectiveness
and resilience of the ReID system when compared to
state-of-the-art approaches.

In Section 2, we summarize the various research works
based on VAEs, explore their various extensions, and examine
their applications to person ReID. Our proposed SAPRI is
detailed in Section 3. In Section 4, we detail our extensive
experiments on different benchmark datasets to showcase the
assess SAPRI w.r.t existing methods. Finally, we present a
summary of our findings and discuss the implications of our
work in the concluding section.

II. VAES FOR PERSON-REID
In the domain of person ReID, scholars have extensively

explored various methodologies to address the challenges
of identifying persons across different multi-camera views.
Traditional approaches often rely on handcrafted features or
deep learning techniques. In [17], the researchers propose
an approach that integrates deep learning techniques with
graph-based modeling to effectively handle occlusions and
extract high-level features. Nevertheless, the complexity of
graph-based modeling can make the approach computationally
expensive. Zhong et al. [2] have combined metric learning with
cross-view feature aggregation and re-ranking strategies, fa-
cilitating the learning of discriminative representations across
different camera views. This method can also lead to additional
computational costs due to the re-ranking strategies and can
be sensitive to variations in video quality.

To overcome these limitations, numerous works on person
ReID have turned to generative deep models to tackle the
challenges inherent to cross-camera person matching. These
models, including GANs and VAEs, offer sophisticated tech-
niques for discriminative feature learning and representation,
essential in capturing the complex variations in person appear-
ances across diverse camera views. The discriminative power
of GANs can be leveraged to generate realistic person images,
aiding in data augmentation and enriching the diversity of
training datasets. By integrating such generative deep models
into person ReID pipelines, researchers strive to enhance
the robustness, scalability, and generalization capabilities of
existing systems, thus pushing forward the forefront of person
matching in intricate surveillance settings. Notable studies in

this domain include the work by Baoues et al. [5], who pro-
posed a GF2PReID framework for generating person images
which reconstructed facial features with remarkable accuracy.
This method is helpful in restoring missing or damaged facial
regions in images, and has demonstrated prowess in synthesiz-
ing high-quality person images. On the other hand, Jiang et al.,
proposed a GAN-based method for generating diverse image
variations with better quality for data augmentation, which can
improve the precision of person re-identification systems.

In the recent years, VAEs have gained significant attention
in ReID tasks. This surge in interest is attributed to the VAEs’
capability to acquire discriminative latent representations of
data, capturing important features and characteristics, while
keeping the GAN’s advantage of generating synthetic exam-
ples to augment the training set. Nowadays, several research
works showcase the diverse applications of VAEs instead of
GANs in person ReID tasks, including feature learning, im-
age generation, attention mechanisms, and graph embedding.
Zheng et al. (2017) [3] proposed a VAE-based framework
which integrates both body and latent part features for feature
learning-based person ReID. By capturing both global and lo-
cal contextual information, this approach effectively enhances
the discriminative power of learned representations. Kim et
al. (2019) introduced the variational discriminator bottleneck
framework [18], which combines VAEs with adversarial learn-
ing to improve generative models and representation learning
tasks. Similarly, Ma et al. (2019) focused on image generation
in person ReID, leveraging VAEs with a progressive pose-
attention transfer mechanism [19]. This work emphasizes the
importance of VAEs in capturing pose-related information,
further enhancing the discriminative capabilities of ReID sys-
tems. Moreover, Liu et al. explored the use of adversarially
regularized graph autoencoders based on VAEs for graph
embedding [20], showcasing the flexibility and potential of
VAEs in learning discriminative latent representations.

Furthermore, in [21], Wu et al. introduce a novel approach
to video-based person ReID, aiming to match individuals
across camera views in unaligned video footage with limited
labeled data. The proposed method leverages variational re-
current neural networks trained adversarially to generate dis-
criminative view-invariant latent variables capturing temporal
dependencies. Other authors integrate attention mechanisms
with VAEs for person ReID tasks, enabling the models to
capture context-aware features and enhance the precision of
person matching in re-identification scenarios. For example,
Wei et al. (2022) propose, in a recent work, a reciprocal
bidirectional framework for infrared person ReID [22], attain-
ing state-of-the-art performance through unifying modalities
and enhancing discriminative feature learning. Their model
employs bidirectional image translation sub-networks and at-
tention mechanism-based feature embedding networks. Our
proposed approach differs from the mentioned works by using
an explicit cost function to facilitate stable training and em-
powers our VAE-model to grasp the intrinsic structure of the
initial data. Table I highlights diverse VAE-based approaches,
by illustrating the various innovations and modifications made



to VAE architectures.

TABLE I
SUMMARY OF VAE VARIANTS

Category VAE Variants Year
Regularization Information Maximizing VAE [11] 2017
Normalization
Techniques

Group Normalization VAE [14] 2018
Batch Normalization VAE [23] 2020

Add Noise
to Inputs

Denoising Variational Autoencoder [24] 2020
Mixture of gaussian vae [12] 2020

Self-Attention Self-Attention VAE [15] 2019
Recurrent Self-Attention VAE [13] 2019

VAEs have showed their ability to learn compact and infor-
mative representations of person images while simultaneously
reconstructing the original data. This reconstruction process
imposes a constraint on the learned latent space, encouraging
the extraction of robust and discriminative features to correctly
re-identify persons.

III. PROPOSED SAPRI APPROACH

In this section, we detail our novel approach utilizing a
mixed architecture that combines VAE and a CNN model for
person ReID. Our SAPRI aims to reliably re-identify people
while addressing the challenges faced by traditional person
ReID systems including lighting variations, pose changes, and
cluttered backgrounds.

As shown in Figure 1, the first component of our approach
is the VAE, which is trained on an extensive dataset of person
images. The VAE effectively learns to encode the fundamental
features that differentiate one individual from another by
capturing both their appearance and structural information. By
modeling the distribution of person images in a latent space,
the VAE provides a compact and meaningful representation
in reconstructed images where relevant data is highlighted.
The second element of our approach is the CNN model,
which leverages the VAE output for person recognition. It
relies on a Residual Neural Network (ResNet-18) baseline,
initially trained on ImageNet, and later fine-tuned specifically
for person ReID.

A. Data Reconstruction

VAEs belong to a class of generative based models that,
once trained to model a distribution, can reconstruct new
samples that match the distribution, even if the VAE has not
seen those specific samples before. Introduced by Kingma
et al. [10] in 2013, the architecture of a VAE is relatively
straightforward, comprising two components: the encoder and
decoder. Taking an image denoted I as input, the encoder
produces feature embeddings. This is commonly accomplished
utilizing a neural network, which translates the input data into
mean (µ) & variance (σ2) constants of a Gaussian distribution
within the latent feature space. Mathematically, the encoder
process follows Bayesian inference to describe the data in the
latent space. This can be expressed in the following manner:

µ, log σ2 = Encoder(I) z ∼ N (µ, σ2)

Within this framework, the notation N (µ, σ2) denotes a Gaus-
sian distribution characterized by mean µ and variance σ2.
These parameters are then utilized to generate a latent feature
z. This process is mathematically represented by the following
equation:

z = µ+ σ ⊙ ϵ

Here ϵ is obtained from a Gaussian distribution.
On the other hand, the decoder receives the embedding

space z from the encoder and reconstructs the original image
I . This is accomplished by employing a neural-network,
which leverages its internal layers and parameters to decode
the latent representation and generate the reconstructed data.
Mathematically, the decoder process can be represented as
follows:

Î = Decoder(z)

By inputting the latent representation into the decoder, the
network creates the reconstructed image Î .

The encoder & decoder components of a VAE are charac-
terized by their probabilistic nature, represented by qϕ(z|x)
for the approximate posterior and pθ(x|z) for the likeliness of
data x given the latent feature z:

qϕ(z|x) = N (z;µz|x, σ
2
z|xI)

Here, the neural network computes the values of µz|x and σz|x
based on the input data x using the variational parameter ϕ.

Similarly, pθ(x|z) is modeled as a multivariate Gaussian
distribution derived from the embedding space z:

pθ(x|z) = N (x;µx|z, σ
2
x|z)

Here, µx|z and σx|z are calculated from the data x throughout
a neural network using variational parameter θ.

Throughout the training process, the VAE strives to reduce
the reconstruction error measuring the disparity between the
real data and its corresponding reconstructed version. This
reconstruction loss encourages the VAE to acquire meaningful
representations in the latent feature space, facilitating accurate
reconstruction of the original data. Furthermore, VAEs include
a regularization term associated with Kullback-Leibler (KL)
divergence, denoted as DKL(qϕ(z|x)||pθ(z|x)). The purpose
of this term is to encourage a closer approximation between the
learned distribution in the latent space qϕ(z|x), and a target
distribution pθ(z|x). By minimizing the KL divergence, the
VAE aims to align the learned distribution with the desired
target distribution, promoting more meaningful and structured
latent representations.

Since direct computation of this KL divergence is not
feasible, our approach involves maximizing the cumulative
variational lower bound on the marginal likelihood for each
individual data point xi, where i ranges from 1 to n.

Hence, the VAE cost function can be expressed as follows:

LVAE =
1

N

N∑
i=1

Eqϕ(z|xi)[log pθ(xi|z)]−
1

N

N∑
i=1

DKL(qϕ(z|xi)||pθ(z))



Fig. 1. The general layout of our SAPRI framework involves the encoder producing two latent variables , representing the mean and standard deviation (µ
& σ) parameters of the distribution learned during training. These parameters allow us to sample a latent vector Z. Furthermore, we employ ResNet-18 to
extract discriminative representations from the generated images. These features are subsequently utilized to compare and match individuals across various
images.

Here, the summation is performed across the training samples
{xi}Ni=1. The expression on the right-hand side of this equation
can be interpreted as a metric quantifying the reconstruction
error, compelling the VAE to reconstruct the inputs accurately.
Meanwhile, the second component serves as a regularization
term (KL), which is both analytically and differentiably de-
fined. A more detailed expression of this component is as
follows:

1

2

N∑
i=1

J∑
j=1

(
1 + log

(
(σ(i)j)

2
)
− (µ(i)j)

2 − (σ(i)j)
2
)

B. Person ReID

In this section, we describe our image recognition method
based on a residual neural network. After training the VAE,
new images were reconstructed and fed into the CNN model,
which further refines the features and performs the final
identification by effectively extracting discriminative features
from the generated images, enabling accurate matching and
identification of individuals across different camera views in
different illumination variations. The CNN model in our study
is a ResNet-18 containing 18 deep residual connections layers,
which help in addressing the problem of vanishing gradients
during training. This model is pre-trained using the ImageNet
large-scale dataset, and subsequently fine-tuned for individual
classification. During the fine-tuning process, an adjustment
is made to ResNet-18, by substituting the last original fully-
connected layer with a novel linear layer. This new linear
layer is specifically designed to handle the number of person
identities, as depicted in Figure 2.

We employ the ResNet-18 model to initially extract high-
level features from input images of individuals and then to
classify persons. ResNet-18 is known for its ability to capture
rich and discriminative features, making it suitable for person
reID tasks. The VAE learns a robust latent representation,
while the CNN Person ReID model utilizes this representation
to perform accurate matching and re-identification.

Fig. 2. ResNet-18 Architecture

IV. EXPERIMENTS

This section describes our experiments carried out on two
widely public datasets, CUHK03 and DukeMTMC-reID, with
the objective of assessing the effectiveness of VAE leveraging
a soft attention mechanism to efficiently re-identify individuals
in realistic settings.

A. Experimental Setup

All experiments were carried out using a Dell G15 laptop,
powered by an Intel Core-i7 processor, and outfitted with an
NVIDIA GeForce RTX 3060 graphics card using 8 GB of
DDR6 RAM. The experiments were conducted on the Win-
dows 10 operating system. The codebase was implemented in
Python 3.10.9 within Jupyter Notebook environment, relying
on PyTorch libraries for machine learning tasks. Each dataset
used in our study was divided into two parts, following an
evaluation protocol where 80% of the data were designated for
training, while the remaining 20% were allocated for testing.

B. Datasets

We used two public large-scale ReID datasets to evaluate
and accurate our person tracking system across different
camera views and environments.

DukeMTMC-reID The Duke Multi-Tracking Multi-
Camera ReID dataset [25], stands out as one of the most



extensive collections of pedestrian images captured by 8 dis-
tinct cameras, This dataset comprises a total of 16,522 training
images, representing 702 distinct individuals. Additionally,
the dataset includes 2,228 query images and 17,661 gallery
images.

CUHK03 The CUHK03 dataset [26] consists of a total
of 14,097 images corresponding to 1,467 unique individuals.
The images were captured using six campus cameras, with
each individual being recorded by two different cameras. This
dataset provides annotations in the form of bounding boxes,
which are available in two variations. The first type includes
manually labeled bounding boxes, while the second type
consists of bounding boxes generated through an automatic
detector. CUHK03 offers 20 randomized train/test divisions,
each split entails selecting 100 identities for testing and the
remainder for training.

C. Implementation details

Our SAPRI approach comprises two main components: the
VAE autoencoder and the ResNet-18 CNN model fine-tuned
for person ReID.

During the first part of the process, a VAE is trained on two
separate datasets. The encoder, which consists of multiple con-
volutional layers, is tasked with transforming the input images
into a latent space representation of lower dimensionality. The
decoder component of the VAE reconstructs then the original
images from this latent space representation.

As a result, the trained VAE is able to generate new images.
Subsequently, in the second phase, these generated images
are resized and provided as input to the ResNet-18 model.
The ResNet-18 model is able to extract meaningful features
from the input images, allowing for effective representation
learning. This facilitates the discrimination of individuals
based on their appearance, which is crucial in our person ReID
task.

The training parameters for both the VAE and ResNet-18
are detailed in Table II:

TABLE II
TRAINING PARAMETERS

Parameters VAE ResNet18
Learning Rate 0.001 0.0001
Batch Size 32 32
Number of Epochs 50 30
Optimizer Adam Adam

D. Experimental results

In this section, we showcase the experiments to validate
the robustness of our ReID system. Our SAPRI approach is
extensively evaluated on two widely used benchmarks. To
assess the effectiveness of our proposed approach, we adopt
the mean Average Precision (mAP) score as performance
metric.

Qualitative Results. To showcase the efficacy of the VAE in
image reconstruction, as well as its applicability to the person
ReID task, we employed visualization techniques to examine

the final output of randomly selected images generated by
the model. Figure 3 illustrates the soft attention mechanism
obtained after the VAE process and the influence of the latent
space on generating data using the CUHK03 dataset. By

Fig. 3. Individual image generation using CUHK03 dataset.

leveraging the learned latent space, this observation proves
that our VAE-model can effectively encode discriminative
representations relevant to the ReID task, facilitating accurate
matching and retrieval of individuals across different camera
views and conditions.

Quantitative Results. To authenticate the performance of
our ReID system, we conducted comparative analysis against
several state-of-the-art methods. The evaluation was performed
on the 2 benchmarks: DukeMTMC-ReID & CUHK03.

TABLE III
SAPRI VS STATE-OF-THE-ART USING DUKEMTMC-REID & CUHK03

DATASETS

DukeMTMC-reID CUHK03
Method mAP (%) Method mAP (%)

PAN [27] 51.51 PAN [27] 35.03
PT [4] 56.91 Basel (R)+XQ+Re [2] 37.4

TriNet+REDA* [28] 62.44 PT [4] 38.7
FD-GAN [29] 64.5 TriNet+REDA* [28] 50.74

PGFA [30] 65.5 LOMO + XQDA [31] 51.5
Ours 69.50 Ours 65.71

The comparative results indicate that our SAPRI approach,
leveraging VAEs, exceeds the performance of the state-of-the-
art methods, as it achieves the highest mAP scores of 69.50%
on DukeMTMC-reID and 65.71% on CUHK03, showcasing
notable improvements in person ReID performance. The ro-
bustness of our SAPRI approach is due to its reliance on
soft attention, enabling the model to selectively concentrate
on specific weights assigned to different sections of the input
data.

Discussions. The utilization of VAEs extends beyond their
ability to reconstruct data distributions. It enables the gener-
ation of intermediate images by smoothly transitioning be-
tween two latent representations. This property showcases
the smoothness and continuity of the learned latent space.
In our ReID task, VAEs serve as valuable tools for data
reconstruction across various conditions specially to address
real-world issues. VAEs play a pivotal role to eliminate noise
while preserving essential features and fill in missing parts of
images, facilitating image restoration. Moreover, fine-tuning
hyper-parameters including network architecture, learning rate



and batch size have a considerable impact on the model’s
reconstruction quality and generalization capacity. .

V. CONCLUSION

Person ReID is becoming a crucial task for surveillance
systems and security. However, it remains challenging due to
numerous factors including illumination changes, background
clutter, pose state variations and cloth changes. Within this
research work, we introduce a novel method that integrates
VAEs with a supervised deep learning based model to tackle
the challenges related to person ReID tasks, particularly in se-
curity and surveillance applications. Thanks to its soft attention
mechanism, our SAPRI achieves improves the effectiveness
of ReID systems. Through extensive experimentation on two
widely used benchmarks, DukeMTMC-reID & CUHK03, our
SAPRI outperforms existing approaches, by achieving the
highest mAP scores of up to 69.5% and 65.71%, respectively.
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