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Volume-Preserving Geometric Shape Optimization of the Dirichlet Energy

Using Variational Neural Networks

Amaury Bélières Frendo∗ Emmanuel Franck† Victor Michel-Dansac‡ Yannick Privat§¶

October 1, 2024

Abstract

In this work, we explore the numerical solution of geometric shape optimization problems using neural
network-based approaches. This involves minimizing a numerical criterion that includes solving a partial
differential equation with respect to a domain, often under geometric constraints like a constant volume.
We successfully develop a proof of concept using a flexible and parallelizable methodology to tackle these
problems. We focus on a prototypal problem: minimizing the so-called Dirichlet energy with respect to
the domain under a volume constraint, involving Poisson’s equation in R2. We use variational neural
networks to approximate the solution to Poisson’s equation on a given domain, and represent the shape
through a neural network that approximates a volume-preserving transformation from an initial shape
to an optimal one. These processes are combined in a single optimization algorithm that minimizes the
Dirichlet energy. A significant advantage of this approach is its inherent parallelizability, which makes it
easy to handle the addition of parameters. Additionally, it does not rely on shape derivative or adjoint
calculations. Our approach is tested on Dirichlet and Robin boundary conditions, parametric right-hand
sides, and extended to Bernoulli-type free boundary problems. The source code for solving the shape
optimization problem is open-source and freely available.

Keywords: Shape optimization; Dirichlet energy; volume constraint; Variational neural networks; sym-
plectic neural networks

AMS Classification: 49M41; 49Q10; 65K10; 68T07

1 Introduction

Throughout this article, let V0 > 0 be a fixed real number and n ∈ N∗. We will denote by Bn ⊂ Rn the
n-dimensional open ball with volume V0 and by Sn−1 its boundary. For simplicity, we will omit explicit
notation of the dependency on V0, as all the considered open sets share the same volume.
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1.1 Shape Optimization using Learning Techniques

Shape optimization is a field of mathematics in which we seek to determine, if it exists, the shape of a
domain that minimizes some numerical criterion. There are many such problems, ranging from the most
fundamental to the most applied [15, 22]. For example, on the one hand, optimizing the eigenvalues of
the Laplacian or Schrödinger operators has a long history, dating back to at least as far as the work of
Lord Rayleigh or Kac [27]. The aim is to understand the very implicit links between the eigenmodes of
these operators and the geometry. On the other hand, from a practical point of view, shape optimization
is crucial for engineering applications. Let us mention, for instance, geometry optimization to increase the
performance of a mechanical component, typically the optimal design of an aircraft wing [1, 30].

In this article, we focus on the numerical implementation of shape optimization problems. There are
many tools and algorithms available for determining (at least local) minimizers of such problems. Many
approaches are based on the use of an ad-hoc notion of differential, either called shape derivative or derivative
in the sense of Hadamard, enabling the implementation of gradient methods (see e.g. [2]).

However, such numerical methods often suffer from several drawbacks. Indeed, they are based on a
derivative calculation that can become highly complex, for example when the criterion involves the solution
of a multiphysics model. This approach often requires the determination of an adjoint problem and a descent
step, which can make it very costly in terms of computation time and memory allocation. Moreover, since
shape optimization problems frequently have numerous local minimizers, these approaches tend to be highly
local. A major drawback of these methods is their general lack of parallelizability. This makes them
particularly time-consuming and poorly suited for scenarios where model parameters need to be varied. In
contrast, the method we introduce is highly parallelizable, offering a significant advantage in efficiency and
adaptability. Finally, such approaches are not suitable for all physical models. One example is models that
are not “well-posed”, such as the turbulent Navier-Stokes equations.

Our goal is to present a methodology that integrates a well-suited problem formulation with a parallel,
mesh-free numerical method, such as a neural algorithm. Let us mention [32], in which a first step is
taken in this direction: the equation of state (hyper-elastic problem) is solved using the feed-forward neural
network and the so-called adjoint problem is obtained through the backpropagation of the network. Over the
last few years, work has been undertaken on shape optimization applied to mechanical engineering, where
the focus is placed on elliptic equations. The main idea is to apply the SIMP (Solid Isotropic Material
with Penalization) method in its parameterized version (see e.g. [13, 38, 24] or the review paper [37]),
replacing classical algorithms with physics-informed neural networks. Moreover, in the same context, other
authors parametrized level-set functions with neural networks, see [39]. This parametric version of classical
algorithms has undeniable computational and parallelizability advantages, but the level of detail one can
expect in the final shape remains intrinsically hidden by the parameterization. We can also mention [14]
that solves the Bernoulli free boundary problem with a PINNs, rephrasing it like an overdetermined PDE
constrained by the measure of the positive part of its solution. Note that this method is only applicable to
such overdetermined problems, and suffers from a lack of generalizability.

We develop a proof of concept, highlighting the potential of this approach. It is validated on a very
simple model: Dirichlet energy minimization with homogeneous Dirichlet or Robin boundary conditions.
The aim is to optimize, with respect to the domain, the “natural” energy associated with Poisson’s equation,
which takes the form

−∆u = f in Ω,

where Ω ∈ Rn is an open bounded connected set. We add a classical volume constraint, which models a
manufacturing cost: |Ω| ⩽ V0, with V0 > 0 a fixed parameter. We deliberately focus on this prototypical
problem, which has been the subject of much work and is now very well understood.
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Note that there are various types of shape optimization problems, including parametric, geometric, and
topological problems. The latter allow for topological changes (such as the number of holes). In this article,
we focus exclusively on geometric optimization problems, where the desired shape must be homeomorphic
to a given initial shape, such as a ball.

To describe our strategy, note that our shape optimization problem consists in minimizing the energy
associated to a PDE while also optimizing the shape of the space domain. To that end, we introduce two
neural networks. The first one, a physics-informed neural network (PINN, see [33]), approximates the PDE
solution. The second one, a symplectic neural network (SympNet, see [26]), takes care of the domain. Indeed,
symplectic maps are examples of volume-preserving diffeomorphisms. Hence, they are suitable candidates
for representing the optimal shape, which will be defined as the image, by the SympNet, of a given initial
domain. As a consequence, in our strategy, the constant volume constraint is automatically satisfied, and
it does not need to be added to the loss function. Moreover, regarding the PDE approximation, boundary
conditions will be directly imposed in the network rather than in the loss function, in the spirit of [29].
Both of these remarks mean that we will only have to solve a single optimization problem on the trainable
parameters of the PINN and of the SympNet, with a single loss function, corresponding to the Dirichlet
energy of the problem.

Conventional methods necessitate running a new simulation for each set of physical parameters or source
terms. In contrast, a neural network can learn a parametric family of optimal shapes for a corresponding
family of physical parameters or source terms, all within a time frame comparable to solving a single non-
parametric problem.

Alongside this paper, we provide a turnkey open source code to solve such shape optimization problems.
The code comes as a ready-to-use Python library that the user can freely download on GitHub, with a detailed
documentation. The code architecture is inspired by the AvaFrame python framework [36]. The code is
divided into three computational modules: com1PINNs, for PDE resolution with PINNs, com2SympNets for
learning a given shape with SympNets, and com3DeepShape for learning-based shape optimization. To run
each computational module, the user will find appropriate run scripts in the folder examples. In each
run script, the user will find parameters that can be freely modified: number of layers and neurons in the
network, shape of the initial domain, boundary conditions, source term, . . .

More information on the code can be found in Section 1.2. The paper is then organized as follows.
First, Section 1.3 introduces the shape optimization problem and reviews some theoretical results. Next,
Section 2 presents the neural networks and the joint optimization algorithm based on the use of appropriate
symplectomorphisms. Section 3 focuses on the numerical validation of the code with Dirichlet boundary
conditions, while Section 4 addresses Robin boundary conditions.

1.2 Main contributions and source code

We present an approach based on dual minimization: the first ensures the recovery of the manipulated PDE
solution, while the second guarantees the minimization of the shape functional. It is important to note that,
although we use neural networks for the minimization procedures, our approach does not involve traditional,
data-driven learning. The PDE solution is obtained by minimizing the natural energy associated with the
variational formulation. The optimal domain is sought among topological balls, i.e., the image of ball with
volume V0 under volume-preserving transformations known as symplectomorphisms.

The resulting algorithm is also easily parallelizable. Another significant aspect of our approach, which
makes it suitable for problems in higher spatial dimensions, is its mesh-free nature. It relies on collocation
points and uses neural networks to evaluate and differentiate the quantities with respect to the parameters.
Notably, the “PDE resolution” part, currently achieved at convergence by minimizing the energy associated
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with the variational formulation, could be replaced by any other mesh-free solving method. We have chosen
this approach due to its potential for generalization to more complex scenarios and problems in higher
spatial dimensions.

The source code [10] for solving the shape optimization problem is open and available at the following
link:

https://github.com/belieresfrendo/GeSONN.

A comprehensive documentation explaining how to use it is also provided.

1.3 Presentation of the shape optimization problem

We first introduce a problem involving a PDE with Dirichlet conditions, but our approach generalizes to
other conditions. For instance, the last section of this manuscript is dedicated to Robin boundary conditions.

Let Ω be an open bounded connected set in Rn and f ∈ H−1(Ω). In the whole article, we will denote

by ufΩ the unique solution in H1
0 (Ω) of the Poisson problem®

−∆ufΩ = f in Ω,

ufΩ = 0 on ∂Ω.
(1.1)

For simplicity, we will only deal with homogeneous Dirichlet boundary conditions on ∂Ω. It is well-known
that ufΩ can also be defined as the unique solution of the variational problem, find ufΩ ∈ H1

0 (Ω), such that

J (Ω, ufΩ) = inf{J (Ω, u), u ∈ H1
0 (Ω)}, (1.2)

with

J (Ω, u) =
1

2

∫
Ω

|∇u|2 − ⟨f, u⟩H−1(Ω),H1
0 (Ω), ∀u ∈ H1

0 (Ω), (1.3)

where ⟨·, ·⟩H−1(Ω),H1
0 (Ω) denotes the duality bracket between H−1(Ω) and H1

0 (Ω). Recall that the mini-

mization problem above can be interpreted as an energetic formulation of the PDE (1.1). Furthermore,
if f enjoys additional regularity (say f ∈ L2(Ω)), the PDE (1.1) is satisfied at least in a pointwise manner.
Let us now introduce the so-called Dirichlet energy E , a shape functional we will deal with throughout this
article. It is given by

E(Ω) := inf
u∈H1

0 (Ω)
J (Ω, u) (1.4)

and it is notable that E (Ω) = J (Ω, ufΩ). Minimizing the Dirichlet energy within sets of given volume is a
prototypical problem in shape optimization. It reads:

inf{E(Ω), Ω bounded open set of Rn, such that |Ω| = V0} . (1.5)

The analysis of such a problem is a long story. We refer for instance to [22] for a detailed review of results,
related to the existence of an optimal shape, but also to geometric properties of minimizers.

Remark 1 (Some comments about existence and regularity of optimal shapes). Existence issues in shape
optimization are generally difficult. It is standard to introduce a relaxed formulation of the initial problem
posed among open sets. This often leads to considering a set of admissible forms living in the set of quasi-
open sets. Recall that a set A is said to be quasi-open if there exist sets ω of capacity as small as desired,
such that A \ ω can be extended into an open by adding points of ω.
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In the case we are interested in, it is easy, by ad-hoc extension of the definition of the functional space
H1

0 (Ω) to quasi-open Ω, to establish the existence of an optimal solution for the problem

inf{E(Ω), Ω quasi open set of D, such that |Ω| = V0},

where D denotes a given compact set of Rn. We refer to [22, Chapter 4] for detailed explanations about
such notions.

It is worth noting that in some cases (e.g. when considering shape optimization problems involving
Dirichlet eigenvalues), the box constraint on D can be removed, using concentration-compactness arguments
originally established by Lions. Once such an existence result has been established, an a posteriori analysis
can sometimes be carried out to establish the existence of regular openings. We refer, for example, to [21,
Chapters 2 and 3].

In this article, the question of existence is not central. From the above-mentioned references, it is well-
known that, even if we consider families of domains included in a fixed compact set D, there exists an
optimal shape among the quasi-open sets. In the following, we will no longer mention this question, as
our main problem here concerns the numerical determination of solutions to this problem, using techniques
based on the use of neural networks.

Another very useful result is the following characterization of optimal shapes.

Theorem 1. ([22, Section 6.1.3]) Let f ∈ L2
loc(Rn). If Ω is a solution to (1.5) with a C2 boundary, then

there exists c > 0 such that
|∇ufΩ| = c on ∂Ω. (1.6)

It is noteworthy that this result provides another angle of attack for shape optimization problems.
Indeed, rather than minimizing the shape functional E given by (1.4) with respect to shapes Ω of prescribed
volume, we can seek to numerically solve the overdetermined PDE :

−∆u = f in Ω,

u = 0 on ∂Ω,

|∇u| = c on ∂Ω,

(1.7)

where c > 0 is a given parameter implicitly encoding the volume constraint.
In what follows, we will use the optimality condition provided by Theorem 1 as a criterion for validating

the shapes obtained. Indeed, if the algorithm we present leads to a domain Ω0, we will consider it a good
candidate for solving Problem (1.5) whenever Condition (1.6) is satisfied.

The overdetermined equation (1.7) will also serve as the starting point for solving Bernoulli problems,
which are addressed in Section 3.4.

2 Solving the shape optimization problem with Variational Neural Net-
works

As outlined in Section 1.3, we will focus here on the Poisson problem (1.1). To identify areas for improvement,
we briefly describe the main loop of classical shape optimization algorithms.

Initially, several PDEs are numerically solved to compute the state, the adjoint state if necessary, the
shape gradient, and the gradient-descent step. Next, the computational domain is deformed according to
the direction of the shape gradient. This is done through meshing, which requires a procedure known
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as extension-regularization, whose implementation is complex. This process is iterated until convergence,
which can take hours, days, or even weeks for industrial applications [3, 1]. Essentially, this method is not
parallelizable. However, these challenges are not unavoidable and depend on the problem’s formulation.

In what follows, we tackle these issues using neural networks, which present several advantages over
traditional numerical methods for PDEs. For instance, by combining neural networks with the Monte-Carlo
algorithm [11] for approximating integrals in the loss function, we can efficiently handle parameter-dependent
problems on complex domains. Moreover, neural networks allow for joint gradient descent on multiple
interdependent networks. The shape derivative computation is effectively hidden behind an automatic
differentiation process of the network. This is significant because calculating the shape derivative is complex
and sometimes impossible for certain multiphysics problems. This advancement opens up new prospects
for interdisciplinary research, especially in the life sciences. This means we can simultaneously train one
network to represent the PDE solution and another to represent the computational domain, resulting in a
parallelizable algorithm for solving shape optimization problems.

We now present a methodology for developing a neural network algorithm to solve the shape optimization
problem (1.5). This approach leverages a variational Neural Network called DeepRitz [16] to represent the
solution to the Poisson problem (1.1), and SympNets [26] to represent the computational domain.

2.1 DeepRitz, a subclass of PINNs methods

Let us outline the architecture of the neural network representing the solution to the PDE within the
computational domain. We will first describe a fully connected neural network and then explain how to
adapt it for solving PDEs, specifically the Poisson problem (1.1). For a comprehensive introduction to fully
connected neural networks, PINNs, and DeepRitz, see [18, 16, 33]. A distinctive feature of these networks
is the strictly physical nature of their loss function; no data is used for training the networks.

In this work, we employ a fully connected neural network to represent the solution to the PDE. The neural
networks are tailored to minimize the Dirichlet energy (1.4), which is the natural energy associated with the
variational formulation. This approach offers a significant advantage over classical Physics-Informed Neural
Networks (PINNs [33]) because it handles the PDE in its inherent weak form, capturing the problem’s true
nature.

Remark 2. The loss function J defined in (1.3), coupled to a fully connected neural network, is a particular
case of a DeepRitz network introduced in [16]. If we had chosen the residual of the PDE as the loss function,
it would have been a PINN, as defined in [33]. Nevertheless, for simplicity, we will call our neural network
representing the solution of the Poisson problem (1.1) a PINN, because of its essential physics-informed
character. We chose DeepRitz rather than classical PINNs for two reasons. First, the minimization of the
Dirichlet energy problem only makes sense from a variational point of view. Indeed, the formulation (1.5),
which includes two infima, prohibits the use of classical PINNs, since it would require taking the state
equation as a constraint. This would serve no purpose other than to complicate the initial, simple problem.
Second, classical PINNs require the computation of second derivatives, which is time-consuming and could
preferably be avoided in this context.

2.1.1 Fully connected neural networks

Consider again the problem (1.1), defined on an open set Ω. The main idea behind fully-connected neural
networks is to represent the solution u ∈ H1

0 (Ω) of the forward problem (1.1) by uθ ∈ C∞(Rn), a composition
of nonlinear parametric functions that takes x ∈ Ω as input and returns an approximation of u(x) as output,
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see [33]. The network and associated notation are depicted in Figure 1. The parameters θ = {W k, bk}ℓk=1

of the neural network, called trainable weights, are then optimized by minimizing a loss function.

Input Output

x00

...

x0q0

xℓ0

...

xℓql

x10

x11

...

x1q1

x0

xℓ−1
1

...

xℓ−1
qℓ−1

x20

...

...

...

x2q2

z0 ∈ Rq0 zℓ ∈ Rqℓ

=

u(z0)

z1 ∈ Rq1

z2 ∈ Rq2

zℓ−1 ∈ Rqℓ−1

σ
(
W 1z0 + b0

)
σ
(
W ℓzℓ−1 + bℓ−1

)
σ
(
W 2z1 + b1

)

...

σ
(
W kzk−1 + bk

)

Figure 1: Diagram of a fully connected neural network, where the output of each layer is a vector zk ∈ Rqk ,
with qk the number of neurons of the layer k. Computing zk involves a weight matrix W k ∈ Mqk,qk−1

(R), a
bias vector bk ∈ Rqk and a nonlinear activation function σ : R → R applied componentwise.

To obtain a solution respecting the boundary conditions, we introduce two functions α, β ∈ C1(Rn,R)
such that α vanishes on ∂Ω, and β is equal, on ∂Ω, to the boundary condition of the Poisson problem (1.1).
Of course, for homogeneous Dirichlet boundary conditions, β = 0 is suitable. Then, for all x ∈ Rn,

vθ(x) = α(x)uθ(x) + β(x) (2.1)

satisfies the approximation of the PDE given by the PINN [29, 17]. For example, if vθ has to satisfy
homogeneous Dirichlet conditions on S1, the unit sphere of R2, it is sufficient to define, for x = (x1, x2) ∈ B2,®

α(x) = 1− x21 − x22,

β(x) = 0.

This can of course be generalized for other domains and boundary conditions.
The network we train is still uθ, but the solution is represented by vθ, which is forced by construction to

satisfy the boundary conditions on ∂Ω. Imposed that way, the boundary conditions are easier to implement,
and they are less reliant on parameter adjustment than if we had added a penalization term to the loss
function.
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2.1.2 The Dirichlet energy, an appropriate loss function

To obtain the optimal network parameters θ∗, we minimize a loss function during the training process.
Let us design this loss function. Given that the neural network will be trained without any data, the loss
function must incorporate the Dirichlet energy. This is because minimizing the Dirichlet energy yields the
solution of the underlying PDE, as indicated by (1.2).

As the computational domain for the Poisson problem (1.1) can have a complex topology, meshing it can
be cumbersome and time-consuming. Therefore, the integral in the loss function J is approximated with
the Monte-Carlo method [11], rather than with a classical quadrature method. This leads us to defining
JN , a discrete quadrature of J , given by

JN

Ä
θ; {xi}Ni=1

ä
=

V0

N

N∑
i=1

ß
1

2
|∇vθ(x

i)|2 − f(xi)vθ(x
i)

™
, (2.2)

where {xi}Ni=1 ∈ ΩN are N collocation points on which to evaluate the loss function (2.2), and where uθ
and vθ are defined in Section 2.1.1. Recall from [11] that the convergence speed of the Monte-Carlo algorithm
does not depend on the dimension of the problem, but only on N . Since ufΩ solving the Poisson problem (1.1)
is the unique minimizer of J , it is expected that vθ is a fair approximation of the minimizer of JN . The
gradient of the loss function (2.2) is subsequently computed using the PyTorch library [4].

Starting with randomly initialized parameters θ, we use a gradient descent method to find optimal
parameters θ∗, i.e., ones that minimize (2.2). At iteration k, the parameters are updated with the Adam
Optimizer [28], a stochastic gradient descent algorithm. Once the training procedure is complete, the trained
neural network vθ∗ provides an approximation of the solution to the forward problem (1.1).

2.1.3 Parametric problems

Note that the source term of the Poisson problem can be selected as a parametric function. Upon completing
the training procedure, and with a slightly increased but comparable computation time, the Poisson problem
can be solved for various parameter values within a given set.

Let nµ be the number of parameters in the problem. We denote by M ⊂ Rnµ the parameter space. The
parametric neural network then takes as input both a position x within the computational domain Ω and
parameters µ from the parameter space M. Let fp : Ω×M → R represent the parametric source term.

The solution up : Ω×M → R of the parametric Poisson problem satisfies®
−∆up(x;µ) = fp(x;µ), for (x, µ) ∈ Ω×M;

up(x;µ) = 0, for (x, µ) ∈ ∂Ω×M.
(2.3)

As an example, the space of parameters could be M = R× R, and fp could be given by

fp :
(
x = (x1, x2);µ = (µ1, µ2)

)
7→ exp

Ç
1−
Å
x1
µ1

ã2
−
Å
x2
µ2

ã2å
.

At the end of the training procedure, the neural network will be such that (x, µ) ∈ Ω ×M 7→ vθ(x;µ)
approximates the parametric Poisson problem (2.3) a.e. in Ω ×M. The parametric loss function J p

N then
becomes

J p
N

Ä
θ; {xi, µi}Ni=1

ä
=

V0

N

N∑
i=1

ß
1

2
|∇vpθ(x

i;µi)|2 − fp(xi;µi) vpθ(x
i;µi)

™
,
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where {xi, µi}Ni=1 are N collocation points in Ω ×M. As defined in Section 2.1.1, we set vpθ = upθα
p + βp,

where the functions αp, βp ∈ C1(R2 ×M,R) are such that αp vanishes on ∂Ω, and βp is equal, on ∂Ω, to
the boundary condition of the Poisson problem (1.1). Note that J p

N

(
θ; {xi, µi}Ni=1

)
, for {xi, µi}Ni=1 ∈ Ω×M,

is a quadrature of the limit functional J p, defined for vp = upαp + βp, with up : Ω×M 7→ R, by

J p(up) =

∫
Ω×M

Å
1

2
|∇vp(x;µ)|2 − fp(x;µ)vp(x;µ)

ã
dx dµ.

2.2 SympNets

In the previous section, we addressed solving a PDE in a given domain Ω. Recall that our goal is to
minimize the Dirichlet energy with respect to both the solution u and the domain Ω. This also means
minimizing J (Ω, u) with respect to Ω, among the open sets in Rn with volume V0. To achieve this, we must
parameterize the set of open subsets of Rn. For practical and simplicity reasons, we assume the optimal set
is connected and enjoys several regularity properties. This will lead us to introduce appropriate invertible
differentiable transformations of Sn−1.

2.2.1 Using symplectic maps for shape optimization

Our objective is to develop a neural network representation for a shape. To achieve this, we seek an
optimal volume-preserving diffeomorphism that maps Sn−1 to a shape that minimizes the shape criterion.
By focusing on finding the optimal diffeomorphism, this method aligns with “geometric optimization” as
it allows us to refine the shape’s geometry while preserving its topological characteristics (in particular its
genus).

Rather than considering generic diffeomorphisms, we focus on the special case of symplectic maps1,
which are C1-diffeomorphisms which also preserve volume.

This property is particularly relevant in our context since the shape optimization problem involves
a volume constraint. However, symplectic maps are only defined for even-dimensional spaces. This is
consistent with our focus of optimizing shapes in R2. Note that, in the specific case of R2, the symplectic
form coincides with the volume form. This implies that, in R2, a diffeomorphism is volume-preserving if
and only if it is a symplectic map.

The following section is dedicated to presenting the architecture of the neural network that represents
the shape of the domain and detailing the training process to approximate any symplectic map..

2.2.2 Symplectic maps and neural networks

A SympNet is a neural network with a symplectic structure capable of approximating any symplectic map.
SympNets were first introduced in [26] to approximate the flows of Hamiltonian systems.

Our objective is now to train a SympNet to replicate any continuous and differentiable transformation T
of R2d. This section does not cover shape optimization; instead, it focuses on defining SympNets. Specifically,
we aim to explain how to train a SympNet to learn the transformation of the (2d − 1)-dimensional sphere

1For those unfamiliar with symplectic maps, they are used to model the evolution of dynamical systems while preserving
certain geometric properties. For instance, the flow of a Hamiltonian system is a symplectic map, preserving volume in the
phase space of the dynamical system. For more details on symplectic maps, the reader is referred to [5, 31, 19]. In a nutschell,
in Rn with n = 2d, a C1-diffeomorphism S is called symplectic if its Jacobian matrix DS satisfies (DS)⊺J(DS) = J , where J is
a block matrix called the standard symplectic form on Rn, with J11 = J22 = 0d and J12 = −J21 = Id. This definition is enough
to see that |detDS| = 1, and therefore that S is volume-preserving.
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into a given shape in R2d. generated by a given symplectic map T . Section 2.3 is dedicated to solving a
PDE in a domain generated with a symplectic map.

To properly define SympNets, we first need to define shear maps, which can be seen as building blocks
of symplectic maps.

Definition 1 (Shear maps [5]). One of the simplest families of symplectic transformations from R2d into
R2d is called “shear maps”, and is defined by

fup

Å
x1
x2

ã
=

Å
x1 +∇Vup(x2)

x2

ã
and fdown

Å
x1
x2

ã
=

Å
x1

x2 +∇Vdown(x1)

ã
for x = (x1, x2)

⊺ with x1 ∈ Rd and x2 ∈ Rd, where Vup/down ∈ C2(Rd,Rd), and ∇Vup/down : Rd → Rd is the
gradient of Vup/down.

Using the previous definition, the architecture of SympNets is based on the following lemma.

Lemma 1 ([26]). Any symplectic map can be approximated by composing of several shear maps, and the
composition of several symplectic maps still remains symplectic.

In practice, we could directly approximate the smooth functions Vup/down using a fully connected neural
network. However, this approach would require the computation of the gradient of Vup/down at each iteration.
SympNets are designed to bypass this computational constraint, with the advantage of requiring very few
trainable parameters compared to fully connected neural networks. To this aim, [26] introduces gradient
modules, the principles of which are summarized below.

Let q > 0 be the depth of the neural network. In practice, we set q > 2d. We define σ̂K,a,b the
approximation of ∇Vup/down in terms of an activation function σ : R → R, two vectors a, b ∈ Rq, a matrix

K ∈ Mq,d(R), and diag(a) = (aiδij)1⩽i,j⩽q, as follows, for all x ∈ Rd,

σ̂K,a,b(x) = K⊺diag(a)σ(Kx+ b),

where it is understood that σ is applied to a vector componentwise. Then, gradient modules Gup and Gdown

are defined to approximate fup and fdown, by

Gup

Å
x1
x2

ã
=

Å
x1 + σ̂K,a,b(x2)

x2

ã
and Gdown

Å
x1
x2

ã
=

Å
x1

x2 + σ̂K,a,b(x1)

ã
.

These functions are called gradient modules because σ̂K,a,b is able to approximate any Jacobian of smooth
vector fields, see [26, Appendix A].

Moreover, it is also possible to define a parametric gradient module to approximate a family of symplectic
maps indexed by nµ parameters µ ∈ M ⊂ Rnµ . To that end, we define a second matrix Kµ ∈ Mq,nµ(R),
and replace σ̂K,a,b(x) with

σ̃K,Kµ,a,b(x;µ) = K⊺σ(Kx+ b+Kµµ).

One can show that σ̃K,Kµ,a,b is a gradient module [25], and that the whole network remains symplectic with
respect to x ∈ R2d, for each parameter µ ∈ M.

Finally, the architecture of SympNets is made by composing several gradient modules, as shown in
Figure 2.

Once the SympNet has been constructed, a loss function has to be designed to optimize all the trainable
parameters contained in gradient modules. To that end, the starting space is assumed to be included in a
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Figure 2: SympNet architecture. Here the (Ti)1⩽i⩽q are shear symplectic maps, while the (σ̂i)1⩽i⩽q denote
their associated gradient modules.

compact set K, here the sphere S1. First, we draw points {xi}Nb
i=1 on the boundary of K, and evaluate their

image by T , a given symplectic map that the SympNet Tω with trainable weights ω will be trained to learn.
If one wants to approximate a certain symplectic map T in terms of SympNets, one would have to minimize
the following loss function

JS

Ä
ω; {xi}Ni=1

ä
=

N∑
i=1

|Tω(x
i)− T (xi)|2,

with Tω the SympNet approximation of T and | · | the euclidean norm on R2.
Equipped with PINNs (or rather DeepRitz networks) introduced in Section 2.1 as well as SympNets, we

now combine them in the next section to solve the shape optimization problem (1.5).

2.3 Solving a PDE with PINNs in a domain generated with a symplectic map

Now that we know how to learn a symplectic transformation with a SympNet, we now wish to combine
this approach with PINNs to solve the Poisson problem (1.1) in this shape. For simplicity, we consider the
2D case, i.e., we take d = 1 and transform the unit sphere B2 into a shape T B2 homeomorphic to the ball
with volume V0. However, directly adapting the approach described in Section 2.1 leads to difficulties in
properly defining the boundary conditions. Indeed, the solution of the PDE should be expressed as in (2.1),
where the trained network uθ is multiplied by a function α and summed to a function β. In this case, we
would have to devise new expressions of α and β in T B2. Faced with this difficulty, we choose to bypass
that problem, by solving the PDE satisfied by w : B2 → R, defined, for a.e. x ∈ B2 and y ∈ T B2 such that
y = T x, by

w(x) = (uT ◦ T )(x) = uT (y),

with uT the solution of the Poisson problem (1.1) in T B2. Since the inputs of the function v lie in the unit
sphere, it is again very easy to find appropriate functions α and β. Figure 3 recaps this notation.

Given w, we now determine the PDE it satisfies. The answer lies in the following lemma (that remains
true in higher dimensions).

11



B2

x y

T B2

T

T −1

−∆uT (y) = f(y), y ∈ T B2

uT (y) = 0, y ∈ ∂T B2

Figure 3: Transformation of the ball B2 by a symplectic map T .

Lemma 2. Let T be a symplectic map on R2 and uT ∈ H1
0 (T B2), such that w = uT ◦ T ∈ H1

0 (B2). If
uT ∈ H1

0 (T B2) is the solution of the Poisson problem (1.1), then w ∈ H1
0 (B2) is solution of®

−div
(
A∇w

)
= f̃ , in B2;

w = 0, on S1,
(2.4)

with A : B2 → M2(R) is defined by A = J−1
T · J−⊺

T , with f̃ = f ◦ T and with JT the jacobian matrix of T ,

and J−⊺
T =

(
J−1
T

)⊺
=

(
J⊺T

)−1
. Moreover, the following problem can be formulated in a weaker sense, as an

optimization problem

inf

ß
1

2

∫
B2

A∇w · ∇w −
∫
B2

f̃w, ∃uT ∈ H1
0 (T B1), w = uT ◦ T ∈ H1

0 (B1)

™
. (2.5)

Proof. Assume uT solves the Poisson problem (1.1). Then, for all φ ∈ H1
0 (T B1), the following variational

formulation holds: ∫
T B2

∇uT (y) · ∇φ(y)dy =

∫
T B2

f(y)φ(y)dy.

Proceeding with the change of variable y = T x, we get∫
B2

|JT (x)|∇uT (T x) · ∇φ(T x)dx =

∫
B2

|JT (x)|f(T x)φ(T x)dx,

with |JT | the determinant of the Jacobian matrix of T . We now introduce w = uT ◦ T , f̃ = f ◦ T and
φ̃ = φ ◦ T . By using the chain rule, we get for a.e. x ∈ B2, ∇uT (T x) = J−⊺

T (x)∇v(x) and ∇φ(T x) =

J−⊺
T (x)∇φ̃(x). Since T is a symplectic map and therefore is volume-preserving, |JT (x)| = 1, and we obtain∫

B2

ï
J−⊺
T (x)∇w(x)

ò
·
ï
J−⊺
T (x)∇φ̃(x)

ò
dx =

∫
B2

f̃(x)φ̃(x)dx. (2.6)

Then, (2.6) directly leads us to the variational problem of finding v ∈ H1
0 (B2), such that, for all φ̃ ∈ H1

0 (B2),∫
B2

ï
J−1
T (x)J−⊺

T (x)

ò
∇w(x) · ∇φ̃(x)dx =

∫
B2

f̃(x)φ̃(x)dx. (2.7)

The proof is thus concluded.
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Remark 3. Note that the proof of Lemma 2 follows a similar reasoning as in the proof of [22, Theorem
5.3.2]. Indeed, Lemma 2 can formally be seen as computing a shape derivative, but here the shape derivative
is simply represented through the derivative of the symplectic map.

2.4 Shape optimization with PINNs and SympNets

To propose a shape optimization algorithm, we now just have to minimize a loss function depending on both
PINNs and SympNets. It is given by

JP/S

(
θ, ω; {xi, µi}Ni=1

)
=

V0

N

N∑
i=1

ß
1

2
Aω∇vθ,ω · ∇vθ,ω − f̃ωvθ,ω

™
(xi;µi), (2.8)

with

• θ the trainable weights of the PINN, ω the trainable weights of the SympNet;

• vθ,ω : x ∈ B2 7→ α(x)uθ(Tωx) + β(x) ∈ R the solution of the Poisson problem set in TωB2;

• Tω : R2d → R2d the SympNet;

• Aω the diffusion matrix defined by Aω = J−1
Tω

J−⊺Tω
;

• uθ : TωB2 → R the PINN;

• α : B2 7→ R a C∞ function that vanishes on S1;

• β : B2 7→ R a C∞ function that satisfies the boundary condition of the Poisson problem (here, β = 0
on S1);

• f̃ω : x ∈ B2 7→ (f ◦ Tω)(x) ∈ R;

• N the number of collocation points;

• {xi, µi}Ni=1 a set of random collocation points and values of the parameters.

Remark 4. If we uniformly sample points {xi}i in the unit ball B2 and apply a symplectic transformation T
to obtain a shape T B2, then the points {T xi}i are again uniformly distributed in T B2. This is immediate,
since T is volume-preserving.

Remark 5. One of the exciting aspects of this formulation of the Dirichlet energy optimization problem is
that we iterate the gradient descent on the SympNet and PINN at the same time. There is no need to wait
for the PDE to be solved before iterating on the shape. The gradient descent is now parallelizable.

Remark 6. The major advantage of this formulation is that the shape derivative can be calculated using
automatic differentiation techniques.

Remark 7. Note that adapting our method to higher dimensions would require changing the SympNet
architecture, firstly because they are restricted to even dimensions, and secondly because the equivalence
between being a symplectomorphism and being a volume-preserving differentiable map is only true in R2.
Despite these restrictions only due to the network representing the shape, the global methodology is applica-
ble to higher dimensions. For instance, the DeepRitz method works in any dimension, and the symplecticity
hypothesis in Lemma 2 can be relaxed to the volume-preserving property of the C1-diffeomorphism T .
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Remark 8. At each iteration, contrary to classical shape derivative methods, the SympNet representing the
shape and the PINN representing the PDE are updated, even if the PINN gives a poor approximation of the
PDE solution within the shape. The PINN is expected to solve Poisson’s equation (1.1) in the shape only
when the algorithm has converged. This allows us to parallelize the entire loop and go beyond conventional
methods, which are intrinsically sequential.

Remark 9. A natural question one can ask is whether the neural networks could be replaced with classical
methods. On the one hand, replacing DeepRitz with a finite element method would alter our method’s mesh-
less nature (since (re)meshing would be needed) and its intrinsic parallelizability (since joint optimization
would no longer be possible). On the other hand, coupling PINNs (to solve the PDE) with a classical
method (to represent and optimize the shape) has the same problems, and has already been documented
in [32].

In Algorithm 1, we summarize the main steps of the shape optimization algorithm.

Algorithm 1 Shape optimization algorithm

Require:

• collocation domain: B2 ×M;

• PINN and SympNet hyperparameters: see Appendix B;

• algorithm parameters: gradient descent step, number of epochs, number of collocation points N , see
Appendix B;

while epoch < total number of epochs do

⇝ randomly draw N collocation points {xi, µi}Ni=1 ∈
(
B2 ×M

)N
;

⇝ for each collocation point (xi, µi), this step is vectorizable and parallelizable:

– determination of the transformation Tω(x
i, µi);

– knowing Tω(x
i, µi), computation of the diffusion matrix Aω(x

i, µi) and of the source term
f̃ω(x

i, µi) involved in (2.4);

– computation of vθ,ω, the composition of the PINN by the SympNet at each point (xi, µi);

⇝ calculation of the loss given by (2.8);

⇝ calculation by automatic differentiation of the loss derivative with respect to PINN and SympNet
trainable weights (θ, ω);

⇝ computation of a gradient method step and update of the PINN and SympNet trainable weights.

end while

3 Numerical results with Dirichlet boundary conditions

Equipped the algorithm from Section 2.4, we are now ready to provide a comprehensive numerical study.
As a sanity check, we first present the results of the PINN method in Section 3.1 and of the SympNets in
Section 3.2. When no exact solution is available, the results of the code will be compared to results obtained
via a fixed point algorithm from [12, Algorithm 1], implemented in FreeFem++ [20]. To test our SympNets,
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we introduce the symplectic map Tλ = S1
λ ◦ S2

λ : R2 → R2, with®
S1
λ : (x1, x2) 7→ (x1 − λx22 + 0.3 sin(x2

λ )− 0.2 sin(8x2), x2),

S2
λ : (x1, x2) 7→ (x1, x2 + 0.2λx1 + 0.12 cos(x1)).

(3.1)

Note that Tλ is a nonlinear function of λ. This map will be the support of several numerical experiments.
Then, we combine both approaches in Section 3.3 to solve the shape optimization problem (1.5). Finally, we
solve a more intricate problem, namely the exterior Bernoulli free-boundary problem, in Section 3.4. The
hyperparameters of the networks are summarized in Appendix B.

3.1 Solving the Poisson problem with the PINN method

This section is dedicated to checking that the energetic formulation (2.5) introduced in Lemma 2 is indeed
able to solve the Poisson problem (1.1) in a given shape Ω. For this purpose, we choose a complex shape
Ω given by the symplectic map (3.1) with λ = 0.5 applied to the annulus with inner radius 0.2 and outer
radius 1. This leads to a shape with a hole. More specifically, we highlight the capability of our neural
network-based approach to tackle a parametric Poisson problem, with a parametric source term f , given by

f(x1, x2;µ) = exp

Ç
1−
Å
x1
µ

ã2
− (µx2)

2

å
, (3.2)

where the parameter µ ∈ M = (0.5, 1.5) controls the elongation of the ellipse described by the source term.
Therefore, the neural network is a function of the two space variables x1 and x2, as well as of the parameter µ.
The results are displayed on Figure 4.

To quantify the approximation quality, we cannot directly use the Dirichlet energy (1.4), since we do not
know its optimal value for this specific problem. Instead, we elect to use the variational formulation (2.7).
Indeed, we know that the solution to the Poisson problem satisfies, for all φ̃ ∈ H1

0 (B2),∫ 1.5

0.5

∫
B2

Åï
J−1
T (x)J−⊺

T (x)

ò
∇w(x;µ) · ∇φ̃(x)− f̃(x;µ) φ̃(x)

ã
dx dµ = 0. (3.3)

To that end, we generate a set of 103 functions φ ∈ H1
0 (B2), defined by φ(x1, x2) = α(x1, x2)P (x1, x2), where

α is the previously defined function that vanishes on S1, and where P is a two-dimensional polynomial of
degree 2 whose six coefficients are uniformly sampled in (0, 1). Then, the integral in (3.3) is approximated
using 20 000 collocation points for x1, x2 and µ. The results are reported in Table 1, where we observe that,
on average, the error is of the order of 10−2. Therefore, our approach indeed provides a good approximation
of the solution to the parametric Poisson problem on a complex shape.

Table 1: Statistics on the absolute value of the integral in (3.3) for the approximation of the parametric
Poisson problem in Section 3.1.

Mean value Maximal value Minimal value Standard deviation

8.43× 10−3 4.53× 10−2 1.10× 10−5 7.08× 10−3
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(c) solution, µ = 1.5
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Figure 4: Results of the PINN applied to the Poisson problem (1.1) with the source term (3.2), on the
domain given by applying the symplectic map (3.1) with λ = 0.5 to the annulus with inner radius 0.2
and outer radius 1. Top panels: results with µ = 0.5; bottom panels: results with µ = 1.5. Left panels:
approximate solutions; right panels: errors with respect to a finite element simulation on a fine grid (1000
nodes per edge, around 106 elements).

3.2 Learning a simply connected parameterized shape with a SympNet

The goal of this section is to show that our parametric SympNet introduced in Section 2.2.2 is indeed able
to learn a given symplectic map as a deformation of the unit sphere of R2. To that end, we train a SympNet
to learn the shape given by the symplectic map (3.1), with λ ∈ M = (0.5, 2). Therefore, the SympNet takes
as input the parameter λ, as well as the two space variables x1 and x2. To measure the error made by the
SympNet, we use the Hausdorff distance, computed with the algorithm from [35], between the true shape
and the learned shape.

The results are displayed on Figure 5. We observe a good agreement between the reference shape and
the learned shape, for all considered values of λ. Hence, our parametric SympNet is able to learn this rather
complex parametric symplectic map. We emphasize that, while Figure 5 features results with multiple
parameters, we are interested in the quality of the approximation across the entire range λ ∈ M = (0.5, 2),
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(a) λ = 0.5 (b) λ = 1.25

(c) λ = 2 (d) λ ∈ {0.5, 0.875, 1.25, 1.625, 2}

Figure 5: SympNets for Tλ, for λ = 0.5 (upper left panel), λ = 1.25 (upper right panel) and λ = 2 (lower
left panel). The red lines correspond to the reference shape, while the green ones correspond to the learned
shape. The lower right picture is a superposition of learned shapes for λ ∈ {0.5, 0.875, 1.25, 1.625, 2}.

rather than for any particular value of λ.
To quantify the quality of the approximation, we compute the Hausdorff distance between the reference

shape and the learned shape. To that end, we randomly sample 1000 points in the parameter space M =
(0.5, 2), and compute some statistics on the Hausdorff distance. They are collected in Table 2, where
we observe that the mean value of the Hausdorff distance is of the order of 10−2, which makes up for a
satisfactory approximation.
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Table 2: Statistics on the Hausdorff distance between the reference shape and the learned shape, on the
parameter set M = (0.5, 2).

Mean value Maximal value Minimal value Standard deviation

9.45× 10−3 2.10× 10−2 6.05× 10−3 2.12× 10−3

3.3 Solving the geometric Dirichlet energy problem with PINNs and SympNets

The goal of this section is to show that our joint optimization procedure, involving both PINNs and Symp-
Nets and based on the loss function (2.8), is able to learn the optimal shape for the parametric Poisson
problem (2.3). To that end, we first consider non-parametric problems to validate our approach, before
moving on to parametric ones. According to Theorem 1, we will look at the first order optimality conditions
and for a given shape Ω and u the associated solution of the PDE, we will consider the optimality error, an
optimality criterion involving the standard deviation of (1.6) on ∂Ω

optimality error :=

 
1

|∂Ω|

∫
∂Ω

(
∂nu(x)− ∂nu

)2
dσ = 0,

where ∂nu denotes the average value of ∂nu on ∂Ω.

3.3.1 Non-parametric problem: results with f = 1

The results with f = 1 are displayed on Figure 6. In this case, the optimal shape is known to be the unit
sphere, see [34]. However, we do not impose any constraint on the center of the unit sphere, and therefore
the optimal shape is not necessarily centered at the origin. We observe a good agreement between the
learned optimal shape and the true one (top left panel), as well as a good value of the deviation from the
average of the optimality condition (top right panel). Moreover, the error between the approximate PDE
solution and the exact one is low (bottom right panel). In addition, we report some metrics in Table 3
(namely, the Hausdorff distance between the learned and true shapes, the optimality error, and the L2 error
between the exact and approximate solutions). Remark that the Hausdorff distance reported in Table 3 is
of the same order as the one obtained in Table 2 when using a SympNet to approximate a shape. This is a
good indicator that the SympNet in our approach is fully working as expected.

Table 3: Relevant metrics related to the shape optimization of Poisson’s equation with f = 1.

Hausdorff distance Optimality error L2 error

3.09× 10−2 4.34× 10−3 9.15× 10−5

Remark 10. Since the problem under consideration has a known exact solution, we also compare the
results of our method with those from an existing algorithm, whose convergence has been rigorously proven
for a broad class of volume constraints in [12, Algorithm 1, Theorem 1]. This algorithm is based on the
finite element method (FEM), meaning that its computational time and accuracy are highly sensitive to
the mesh resolution. We implemented a version of this algorithm using FreeFem++. For a meaningful
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Figure 6: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f = 1. Top
left panel: learned shape (green line) and reference shape (red line). Top right panel: deviation from the
average of the optimality condition in the learned shape. Bottom left panel: approximate PDE solution.
Bottom right panel: pointwise error between the true and approximate PDE solutions.

comparison, both algorithms start with an initial shape defined as an ellipse with parameters (2, 0.5). While
the computation time and accuracy of the FEM-based method depend on the mesh size, for our method
they are influenced by the network parameters. The results are presented in Table 4, where the error is
quantified as the ℓ2-norm between N uniformly sampled points (xi1, x

i
2) on the shape for our method, and

the mesh points that define the optimal shape for the FEM-based method:

ℓ2 error :=

Ã
1

N

N∑
i=1

Ä(
xi1

)2
+
(
xi2

)2 − 1
ä2
,

It is important to note that we did not compute the Hausdorff distance, as this would unfairly penalize the
FEM-based method. The absence of sufficient points on the shape would artificially inflate this distance. In
contrast, our method allows for the generation of as many points as needed on the shape, whereas the FEM-
based method is limited to its predefined mesh points. In Table 4, we observe that our method outperforms
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the FEM-based method in terms of both speed and accuracy; We also note that the error decreases with
the mesh size for the FEM-based method. In Figure 7, we present the optimal shapes obtained by both
methods alongside the true optimal shape (a disk). This clearly demonstrates that our method produces
an optimal shape that is closer to the true one. Finally, as explained in the next sections, our method is
also capable of solving parametric shape optimization problems with a single training, incurring minimal
additional computational cost. Given that the inference time is negligible (approximately 10−3 seconds),
this represents a significant advantage of our approach.

Table 4: Comparison between the results of the FEM-based method [12, Algorithm 1] and our approach.
For the FEM-based method, we report the results for three different mesh resolutions R, corresponding to
the number of points per edge (roughly R2 elements in the mesh). For fairness, both methods are run on
the same CPU, even though GeSONN natively runs on GPUs thanks to the pytorch library.

method FEM (R = 100) FEM (R = 250) FEM (R = 500) GeSONN

Computational time (s) 53.3 509 3020 22.5
ℓ2 error 7.20× 10−2 2.83× 10−2 2.21× 10−2 1.99× 10−3

3.3.2 Non-parametric problem: results with f given by (3.2) with µ = 0.5

Next, we turn to a more complex, non-constant source term. Namely, we take f given by (3.2) with µ = 0.5,
and display the results on Figure 8. This time, the reference shape has been obtained by using FreeFem++,
with a fixed point algorithm based on [12, Algorithm 1]. As a consequence, we only consider it as a point
of reference rather than a ground truth. We observe a good agreement between the learned shape and the
reference one, much like in Section 3.3.1. Moreover, to quantify the approximation quality, we report in
Table 5 the same metrics as in Section 3.3.1.

Table 5: Relevant metrics related to the shape optimization of Poisson’s equation with source term f given
by (3.2) with µ = 0.5.

Hausdorff distance Optimality error L2 error

8.29× 10−3 4.43× 10−3 2.20× 10−2

3.3.3 Parametric problem: results with constant f

We now turn to a parametric shape optimization problem, where the source term is a constant µ ∈ M =
(0.5, 1.5). The results and errors are displayed on Figure 9, where there is a good agreement between
approximate and exact solution. In addition, we display the optimal shapes and the optimality error for 10
random values of µ on Figure 10. We note that the first order optimality condition is indeed satisfied, even
though the shapes themselves are not necessarily centered at the origin. Indeed, like in Section 3.3.1, the
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Figure 7: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f = 1. Sub-
figures (a), (b) and (c) correspond to solutions obtained using the FEM-based procedure from [12, Algorithm
1], with different mesh resolutions R (each value of R corresponds to a different number of points per edge;
the total number of mesh elements is around R2). Sub-figure (d) corresponds to the approximation with
our method, see Figure 6 for a depiction of other quantities. The exact solution is drawn in red, while the
numerical approximations are drawn in green.
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Figure 8: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f given by
(3.2) with µ = 0.5. The results of a fixed-point algorithm [12] is our reference for this numerical experiment.
Top left panel: learned shape (green line) and reference shape (red line). Top right panel: deviation from
the average of the optimality condition in the learned shape. Bottom left panel: approximate PDE solution.
Bottom right panel: pointwise error between the reference and approximate PDE solutions.

optimal shape is the unit sphere, but the center of the sphere is not fixed. Finally, we report some statistics
on our three main metrics in Table 6, which confirm the relevance of our approach for a parametric problem.

Table 6: Statistics of relevant metrics in the case of a parametric constant source term f = µ, obtained by
computing each metric for 103 values of µ.

Metric Mean Max Min Standard deviation

Hausdorff distance 3.16× 10−2 3.56× 10−2 2.89× 10−2 1.86× 10−3

optimality error 4.23× 10−3 7.55× 10−3 2.11× 10−3 3.67× 10−3

L2 error 4.59× 10−3 7.38× 10−3 1.74× 10−3 1.81× 10−3

3.3.4 Parametric problem: results with f given by (3.2)

We now go back to the Poisson problem with source term given by (3.2). We learn the optimal shape for
µ ∈ M = (0.5, 2), and display the results on Figure 11. Namely, we observe that the optimality condition is
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Figure 9: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f = µ. For
two values of µ, we display the approximate solution (left column) and the pointwise error between the
approximate and exact solutions (right column).

almost satisfied for all values of µ. Then, we also report statistics on the optimality condition and, since no
exact solution is available, the value of the integral in (3.3). We also observe a good quantitative behavior
of our approach.

3.3.5 Parametric problem: results with a non-radial source term

For this last test case concerning the Poisson problem with Dirichlet boundary conditions, we take a source
term given by f(x, y;λ) = exp(1−∥Tλ(x, y)∥2), with Tλ the symplectic map defined in (3.1) and λ ∈ (0.5, 2).
The results are depicted on Figure 12, with a good observed behavior of our approach. The same statistics
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Figure 10: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f = µ:
optimal shapes and deviation from the average of the optimality condition for 10 random values of µ.

Table 7: Statistics of relevant metrics in the case of a parametric source term given by (3.2), obtained by
computing each metric for 103 values of µ.

Metric Mean Max Min Standard deviation

optimality error 1.37× 10−2 2.23× 10−2 8.31× 10−3 9.19× 10−3

variational formulation 5.89× 10−2 1.58× 10−1 3.21× 10−3 2.89× 10−2

as in Section 3.3.4 are reported in Table 8, which further confirm the relevance of our method.

Table 8: Statistics of relevant metrics for the parametric source term given in Section 3.3.5, obtained by
computing each metric for 103 values of λ.

Metric Mean Max Min Standard deviation

optimality error 2.04× 10−2 3.36× 10−2 1.24× 10−2 1.57× 10−2

variational formulation 3.36× 10−2 1.12× 10−1 7.27× 10−5 2.15× 10−2

3.4 The exterior Bernoulli free-boundary problem

To check the relevance of our methodology in a more complex case, we consider the exterior Bernoulli free-
boundary problem, described for instance in [23]. Let Ω be an open bounded connected set in Rn, such that
∂Ω = Γe∪Γi, and K ⊂ Ω a compact set such that ∂K = Γi. These sets are represented to the right of equa-
tion (3.4). The Bernoulli problem is an overdetermined PDE, whose unique solution uKΩ ∈ H1

0 (Ω) satisfies:
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(c) solution, µ = 1.61 (d) deviation from the average of the optimality condition

Figure 11: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term given
by (3.2), in the context of Section 3.3.4. For three values of µ, we display the approximate solution (top
left, top right, and bottom left panels) and the deviation from the average of the optimality condition for
10 random values of µ (bottom right panel).


−∆uKΩ = 0 in Ω,

uKΩ = 1 on Γi,

uKΩ = 0 on Γe,

|∇uKΩ | = c on Γe,

(3.4)

Γe

K
Γi

for a given constant c > 0. This problem has been extensively studied. For instance, it can be demonstrated
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Figure 12: Parametric shape optimization for the Dirichlet energy in the context of Section 3.3.5. For
three values of λ, we display the approximate solution (top left, top right, and bottom left panels) and the
deviation from the average of the optimality condition for 10 random values of λ (bottom right panel).

that if K is star-shaped (resp. convex), there exists a unique regular solution Ω that is also star-shaped
(resp. convex), see [22, Chapter 6].

The solution uKΩ of (3.4) remains a minimum of the Dirichlet energy EK(Ω) = 1
2

∫
Ω |∇uKΩ |2. Therefore,

our method based on PINN and SympNets remains relevant to solve this problem. We require adapting this
strategy to the problem at hand; this is described in Section 3.4.1. Numerical results are then presented in
Section 3.4.2.

3.4.1 Numerical strategy for solving the Bernoulli problem with neural networks

To implement Bernoulli’s overdetermined problem, we need to know φi and φe, the respective level-set
functions of ∂K = Γi and Γe. Here, we assume φi to be known, since K is a given set. As an example and
for simplicity, K is taken as an ellipse centered at the origin, with width 2a and height 2b.

26



Like in Section 2.4, we want to transform an initial shape Ω by a symplectic map T into an optimal
shape Ω∗. Following (3.4), we denote by Γi the inner boundary of Ω and Γe the outer boundary of Ω. The
main numerical challenge lies in mapping Γi onto ∂K by the symplectic map T . A solution could be using
penalization in the loss function, but it leads to a numerically ill-posed problem. Therefore, we look for a
more intrinsic method.

On Figure 13, the numerical implementation is explained. We start from an initial shape Ω, which is
the unit ball B2. After applying the symplectic map T on B2 to obtain a computational domain T B2, a
mask is applied in order to delete the collocation points mapped within K.

S1

T

T S1K

T −1

T

S1

T −1K

Figure 13: Sampling method for the numerical resolution of the Bernoulli overdetermined PDE.

To implement the boundary conditions, we follow the strategy presented in Section 2.4. Equipped with
a PINN uθ : B2 → R and a SympNet Tω : R2 → R2, the approximate solution vθ,ω is represented as follows:

vθ,ω : B2 → R
(x1, x2) 7→ αω(x1, x2)(uθ ◦ Tω)(x1, x2) + βω(x1, x2),

with αω = 0 on Γi ∪ Γe, βω = 0 on Γe and βω = 1 on Γi. To obtain functions satisfying these criteria, we
take αω, βω : B2 \ T−1

ω K → TωB2 \K such that

αω = φωφB2 and βω =
φB2

φω − φB2

,

where, for (x1, x2) ∈ B2 \ T−1
ω K,

φω(x1, x2) =

Ç
xTω
1

a

å2

+

Ç
xTω
2

b

å2

− 1, with (xTω
1 , xTω

2 ) = Tω(x1, x2);

φB2(x1, x2) = x2 + y2 − ρ2max, with ρmax the radius of the ball B2.

27



3.4.2 Numerical results

We start with a case where the exact solution is known: with a centered disk-shaped obstacle (i.e., with
a = 0.5), the optimal shape will also be a disk. Indeed, assume that Ω is a centered disk with radius
R > 0. Then, one easily check that a particular solution of the Bernoulli exterior problem (3.4) is u(x, y) =
(logR − log

√
x2 + y2)/ log(2R), where R is the unique positive number such that R |log(2R)| = 1/c. We

conclude by uniqueness of the solution to (3.4) (see e.g. [23, Theorem 1.1]). The results are displayed in the
top panels of Figure 14, where we observe that the optimality condition is satisfied (the optimality error
is 6.83× 10−3). Moreover, the Hausdorff distance between the learned shape and B2 is 6.23× 10−3, which
further confirms the relevance of our approximation.

Then, we tackle the case of an elongated ellipse (a = 0.65). This case is harder to solve, as the optimal
shape is not B2, and the SympNet has to learn a complex transformation, involving constraints on both Γi

and Γe. In this case, to help train the model, we have added a term in the loss function to penalize the
optimality condition on Γe. This term is activated after 22 000 epochs, and is accompanied by a reduction
in the learning rate, from 1× 10−2 to 1× 10−4. The results are displayed in the bottom panels of Figure 14.
As we do not know the optimal shape in this case, we cannot report the Hausdorff distance; however, the
optimality error is 7.04× 10−3, which is a good indication that the final shape is close to being optimal.

In both cases, we also report in Table 9 the values of the variational formulation (2.7), like in the previous
sections, to further confirm the relevance of our approach. We observe that the values of the variational
formulation are slightly larger than for Poisson’s equation, but that is attributable to the difficulty of the
problem as well as the larger values taken by u in this case.

Table 9: Statistics of the variational formulation for the overdetermined Bernoulli problem, described in
Section 3.4, for different values of a.

Value of a Mean Max Min Standard deviation

a = 0.5 1.04× 10−1 2.45× 10−1 1.50× 10−4 5.18× 10−2

a = 0.65 8.95× 10−2 2.29× 10−1 5.61× 10−4 4.60× 10−2

4 Minimizing the Dirichlet Energy with prescribed volume for Robin
boundary conditions

To show how this methodology is generalizable to other boundary conditions, we introduce again D a
compact set of Rn, as well as Ω an open subset of D, f ∈ H−1(D), and a Robin coefficient κ ∈ R+. We

denote by uf,κΩ ∈ H1(Ω) the unique solution of Poisson’s equation in Ω with Robin boundary conditions®
−∆uf,κΩ = f in Ω,

∂nu
f,κ
Ω + κuf,κΩ = 0 on ∂Ω.

(4.1)

Moreover, uf,κΩ is the minimizer to an energy J defined for v ∈ H1(Ω) by

J (v) =
1

2

∫
Ω

|∇v|2 + κ

2

∫
∂Ω

v2 −
∫
Ω

fv. (4.2)
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(a) approximate solution (a = 0.5) (b) deviation from the average of the optimality condition (a = 0.5)
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(c) approximate solution (a = 0.65) (d) deviation from the average of the optimality condition (a = 0.65)

Figure 14: Approximate solutions (left panels) and optimality conditions (right panels) for the Bernoulli
problem with an ellipsoid-shaped obstacle (top panels: a = 0.5, i.e., the case of a disk; bottom panels:
a = 0.65). On all panels, the black line corresponds to ∂K = Γi.

This leads to the definition of a new Dirichlet energy, defined for Ω ⊂ Rn by

E(Ω) =
1

2

∫
Ω

|∇uf,κΩ |2 + κ

2

∫
∂Ω

uf,κΩ

2 −
∫
Ω

fuf,κΩ

For a prescribed volume V0 > 0, the new shape optimization problem for the Dirichlet energy of the Robin-
Poisson (4.1) reads

inf{E(Ω), Ω bounded open set of D, such that |Ω| = V0}. (4.3)

Remark 11. Shape optimization problems involving elliptic equations with Robin boundary conditions are
generally more difficult to study than those with Dirichlet conditions. A series of recent works introduced
a suitable relaxation of this type of problem in the space of special functions with bounded variation, as
developed by De Giorgi and Ambrosio. This approach yields the existence of a generalized minimizer [6, 8].
In certain problems, the authors conducted further analysis to prove the existence of a “regular” optimal
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domain (such as an open set). Let us highlight that the case where f(·) = 1 has been fully studied: Saint-
Venant’s inequality indicates that the optimal domain is a ball [7]. Generally, determining the regularity of
the minimizers for this problem is not straightforward. In the scope of this article, we do not dwell on these
questions, especially since we are seeking a local minimizer for this shape optimization problem.

Theorem 2. Assume that there exists a C2 optimal shape Ω∗. If f ∈ H1
loc(Rn), then the solution of (4.1)

u∗ belongs to H3(Ω∗). Moreover, the first order optimality condition on ∂Ω∗ reads

∃c ∈ R such that
1

2
|∇u∗|2 + u∗

2
(κH∗ − 2κ2)− f = c, (4.4)

where H∗ is the mean curvature of ∂Ω∗.

For the sake of completeness, the proof of this result, although standard, is provided in Appendix A.

Remark 12. The mean curvature H of T B2 is given by H = divnT , with nT the outwards unit normal
vector of B2. To compute this curvature, define τ(x = (x1, x2)) = (x2,−x1) the unit tangent vector of B2

and τT the unit tangent vector of T B2. Then, with JT the Jacobian matrix of T , we know that for all
x ∈ ∂B2, the identity

τT (T x) =
JT (x)τ(x)

∥JT (x)τ(x)∥
is satisfied. This leads to very easy computation of the mean curvature H of T B2.

Equipped with these results, we now explain how to solve the shape optimization problem in Section 4.1.
Then, we validate our methodology on several numerical experiments in Section 4.2.

4.1 Solving the shape optimization problem with Robin boundary conditions

To solve the shape optimization problem (4.3) associated to the Robin-Poisson problem (4.1), the same
change of variables as in Lemma 2 is required. We introduce w = u ◦ T with T a symplectic map and u the
solution of the Poisson-Robin problem in T B2. The following result states the PDE satisfied by w in B2.

Lemma 3. Let T be a symplectic map on R2 and uT ∈ H1(T B2), such that w = uT ◦ T ∈ H1(B2). If
uT ∈ H1

0 (T B2) is the solution of the Robin-Poisson problem (4.1), then w ∈ H1(B2) is the weak solution of

inf
v∈H1(B2)

ß
1

2

∫
B2

(A∇v · ∇v) +
κ

2

∫
∂B2

|J−⊺
T n|v2 −

∫
B2

f̃v

™
, (4.5)

where A : B2 → M2(R) is defined by A = J−1
T J−⊺

T (with JT the Jacobian matrix of T , and J−⊺
T =

(
J−1
T

)⊺
=(

J⊺T
)−1

), f̃ = f ◦ T , and n is the outwards unit normal vector to S1.

Proof. The proof of Lemma 3 follows the same reasoning as the proof of Lemma 2. Therefore, we omit it
here. Nevertheless, we point out that the variational formula of (4.1) has a boundary term that involves
the tangential Jacobian determinant |J−⊺

T n| during the change of variables.

Remark 13. The boundary conditions of (4.1) can be derived from the variational formulation associated
with the energetic formulation (4.5). Notably, they do not affect the space of test functions. Consequently,
for numerical methods, minimizing (4.2) is sufficient to satisfy the Robin boundary conditions. Thus,
the methodology for the numerical resolution of the Dirichlet energy minimization presented in the previous
section can be directly adapted for (4.1) without the need for any additional function to enforce the boundary
condition.
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The loss function to be minimized with respect to the PINN and the SympNet then becomes

JRobin

(
θ, ω; {xiΩ, xiΓ, µi}Ni=1

)
=

V0

N

N∑
i=1

ß
1

2
Aω∇vθ,ω · ∇vθ,ω

™
(xiΩ;µ

i)

+ κ
2
√
πV0

N

N∑
i=1

1

2

¶
J Γ

ω v2θ,ω
©
(xiΓ;µ

i)

− V0

N

N∑
i=1

¶
f̃ωvθ,ω

©
(xiΩ;µ

i),

(4.6)

with

• θ the trainable weights of the PINN, ω the trainable weights of the SympNet;

• Tω : R2d → R2d the SympNet;

• uθ : TωB2 → R the PINN;

• vθ,ω = uθ ◦ Tω the solution of the Poisson problem set in TωB2;

• Aω the diffusion matrix defined by Aω = J−1
Tω

J−⊺Tω
;

• JΓω = |J−⊺Tω
n| the tangential Jacobian determinant defined on S1, with n the normal outward vector of

S1, and |.| the euclidean norm in R2;

• f̃ω : x ∈ B2 7→ (f ◦ Tω)(x) ∈ R;

• N the number of collocation points;

• {xiΩ, xiΓ, µi}Ni=1 ∈ (B2 × S1 ×M)N a set of random collocation points and values of the parameters.

4.2 Numerical experiments

Now, we proceed with numerical experiments. We first treat non-parametric shape optimization problems,
where the source term f is either constant (in Section 4.2.1) or given by a radial function (in Section 4.2.2).
Then, in Section 4.2.3, we consider a parametric shape optimization problem, where the Robin coefficient
is parametric.

Remark 14. For the remainder of the article, and with a slight abuse of notation, the wording “optimality
error” will refer to the standard deviation of (4.4). More precisely, we will verify the local optimality of the
obtained shape by examining if

optimality error :=

 
1

|∂Ω|

∫
∂Ω

(ρ(x)− ρ)2 dσ = 0,

where ρ = 1
2 |∇u∗|2 + u∗

2 (κH∗ − 2κ2)− f on ∂Ω, and ρ denotes the average value of ρ on ∂Ω.

31



4.2.1 Non-parametric problem: results with f = 1 and κ = 1

The results with f = 1 are displayed on Figure 15. In this case, the optimal shape is known to be the
unit sphere and the solution of the Robin-Poisson problem (4.1) reads u(x, y) = 3−x2−y2

4 , see [7]. Remark
that, since the source term is constant, the optimal shape is not necessary centered at the origin, like in
Section 3.3.1. To get an idea of the quality of our results presented in Figure 15, we looked at the distance
between the learned and the optimal shape (top left panel), as well as the deviation from the average of
the optimality condition (top right panel), and the pointwise error between the exact solution and the
approximated solution (bottom right panel). Of course, the approximate solution to the Robin-Poisson
problem (4.1) is also displayed (bottom left panel).

As with Dirichlet boundary conditions, we report some metrics in Table 10. Remark that the Hausdorff
distance, the standard deviation of the optimality condition and the L2 error reported in Table 10 are of
the same order as the one obtained in Table 3. This is a good indicator of the robustness of our approach
with respect to the boundary conditions

Table 10: Relevant metrics related to the shape optimization of the Robin-Poisson equation with f = 1 and
κ = 1.

Hausdorff distance Optimality error L2 error

9.86× 10−3 4.99× 10−3 4.13× 10−3

4.2.2 Non-parametric problem: results with f given by (3.2) with µ = 0.8 and with κ = 1

To increase the difficulty of the numerical resolution, we turn to an exponential source term f given by (3.2)
with µ = 0.8, and display the results on Figure 16. Because of the lack of knowledge we have on the
potential optimal solution, the only relevant metric we can look at is the optimality condition (4.4). For
this numerical experiment the optimality error is 1.87× 10−2, which is a satisfying result.

4.2.3 Parametric problem: results with f = 1 and κ ∈ (0.5, 1.5)

Lastly, we tackle a parametric shape optimization problem for f = 1 and κ ∈ M = (0.5, 1.5). As
described in [7], the optimal shape is a disk, and thus the solution of the Robin-Poisson problem is
u(x, y) = 2+κ

4κ − x2+y2

4 . The results and errors are displayed on Figure 17, where there is a good agree-
ment between approximate and exact solution. In addition, we display the optimal shapes and optimality
error for 10 random values of κ on Figure 18. Finally, we report some statistics on our three main metrics
in Table 11, which confirm the relevance of our approach for a parametric problem.

5 Conclusion

In this work, we developed a flexible Proof of Concept for geometric shape optimization using neural net-
works. We minimized the Dirichlet energy under volume constraints by approximating the solution to

32



−1.0 −0.5 0.0 0.5

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

−1.0 −0.5 0.0 0.5

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

−7.5× 10−3

−5.0× 10−3

−2.5× 10−3

0.0× 100

2.5× 10−3

5.0× 10−3

7.5× 10−3

−1.0 −0.5 0.0 0.5
−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

0.0× 100

7.2× 10−4

1.4× 10−3

2.2× 10−3

2.9× 10−3

3.6× 10−3

4.3× 10−3

5.0× 10−3

5.8× 10−3

6.5× 10−3

−1.0 −0.5 0.0 0.5
−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

4.9× 10−1

5.2× 10−1

5.5× 10−1

5.7× 10−1

6.0× 10−1

6.2× 10−1

6.5× 10−1

6.7× 10−1

7.0× 10−1

7.2× 10−1

Figure 15: Shape optimization for the Dirichlet energy, for the Robin-Poisson equation with source term
f = 1 and κ = 1. Top left panel: learned shape (green line) and reference shape (red line). Top right panel:
deviation from the average of the optimality condition in the learned shape. Bottom left panel: approximate
PDE solution. Bottom right panel: pointwise error between the true and approximate PDE solutions.

Table 11: Statistics of relevant metrics in the case of a constant source term f = 1 and a parametric constant
Robin coefficient κ, obtained by computing each metric for 103 values of κ.

Metric Mean Max Min Standard deviation

Hausdorff distance 5.96× 10−3 1.08× 10−2 2.11× 10−3 2.87× 10−3

optimality error 4.22× 10−3 8.81× 10−3 2.71× 10−3 3.50× 10−3

L2 error 4.20× 10−3 1.05× 10−2 3.27× 10−3 8.08× 10−4

Poisson’s equation and shape transformations with neural networks. Our combined optimization algorithm
successfully handled Dirichlet and Robin boundary conditions, parametric right-hand sides or Robin coeffi-
cients, and Bernoulli-type free boundary problems. Moreover, it is very easily parallelizable.

A significant advantage of our methodology is that it does not require the calculation of the shape
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Figure 16: Shape optimization for the Dirichlet energy, for Poisson’s equation with source term f given
by (3.2) with µ = 0.8 and κ = 1 and with Robin boundary conditions. Left panel: approximate PDE
solution in the learned shape. Right panel: deviation from the average of the optimality condition.

derivative. Additionally, our approach has the potential to address non-self-adjoint cases and could be
adapted to handle non-energetic criteria. This flexibility makes our method a promising tool for various
complex shape optimization problems.

This work should be regarded as an initial step, with many questions still open for future exploration.
One significant challenge is extending our approach to PDEs in higher space dimensions. While our current
work addresses a two-dimensional case, our goal is to develop methods capable of handling problems in
dimensions larger than three. Indeed, testing our method with other neural network architectures, such as
Hénon networks [9] or volume preserving networks[40], or exploring relevant applications like eigenvalues
of the Laplacian or the Stokes problem, or even extending to 3D with other neural network architectures,
are all interesting directions. This challenge is intricately linked to incorporating volume constraints (using
e.g. volume-preserving neural networks [40]), or more broadly, managing general manufacturing constraints
in any dimension. A simplistic approach might involve penalizing constraints, but this often conflicts with
learning algorithms, as it can lead to poorly conditioned systems.

A particularly ambitious direction for future research is to tackle physical problems that traditional shape
optimization methods find challenging. For instance, optimizing criteria related to solutions of turbulent
fluid dynamics equations is a complex area that warrants further investigation. This will be a key focus of
our future efforts.
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Figure 17: Shape optimization for the Dirichlet energy, for the Robin-Poisson equation with source term
f = 1 and κ ∈ (0.5, 1.5). For two values of κ, we display the approximate solution (left column) and the
pointwise error between the approximate and exact solutions (right column).

https://github.com/belieresfrendo/GeSONN

A comprehensive documentation explaining how to use it is also provided.
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Figure 18: Shape optimization for the Dirichlet energy, for the Robin-Poisson equation with source term
f = 1 and κ ∈ [0.5, 1.5]: optimal shapes and deviation from the average of the optimality condition for 10
random values of κ.
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A Necessary first order optimality condition for Problem (4.3)

Let us compute the shape derivative of the functional E defined by

E (Ω) =
1

2

∫
Ω

|∇u|2 + κ

2

∫
∂Ω

u2 −
∫
Ω

fu,

with u solution of the Robin-Poisson problem (4.1). In what follows, the notation ∇Γ stands for the
tangential gradient.

Multiplying the main equation of (4.1) by u and integrating then by parts leads to∫
Ω

|∇u|2 + κ

∫
∂Ω

u2 =

∫
Ω

fu,
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so that

E (Ω) = −1

2

∫
Ω

fu.

Let V ∈ W 2,∞(R2,R2) denote a compactly supported vector field. In what follows, we extend the normal
vector n to a neighborhood of ∂Ω, in such a way that n remains unitary in a neighborhood of ∂Ω. This
way, all the upcoming calculations will make sense and, in particular, will allow us to define the quantity
∇Γ(V · n). Therefore, ∥n∥2 = 1 in this neighborhood which implies in particular that (Dn)n = 0.

Then, according to [22, Theorems 5.2.2 and 5.3.1, Chapter 5],

⟨dE (Ω), V ⟩ = −1

2

Å∫
Ω

fu′ +

∫
∂Ω

fu(V · n)
ã
, (A.1)

where the Eulerian derivative u′ of u solves{
−∆u′ = 0 inΩ;
∂u′

∂n + κu′ = +∇u · ∇Γ(V · n)−
Ä
∂2u
∂n2 + κ∂u

∂n

ä
(V · n) on ∂Ω.

(A.2)

We now multiply the equation (4.1) solved by u by u′, and we integrate by parts, to obtain, arguing Green’s
formula: ∫

Ω

∇u · ∇u′ + κ

∫
∂Ω

uu′ =

∫
Ω

fu′. (A.3)

Symmetrically, by reversing the roles of u and u′, and arguing (A.2), we get∫
Ω

∇u′ · ∇u+ κ

∫
∂Ω

u′u−
∫
∂Ω

u∇u · ∇Γ(V · n) +
∫
∂Ω

u

Å
∂2u

∂n2
+ κ

∂u

∂n

ã
(V · n) = 0. (A.4)

By combining (A.3) and (A.4), we obtain∫
Ω

fu′ = +

∫
∂Ω

u∇u · ∇Γ(V · n)−
∫
∂Ω

u

Å
∂2u

∂n2
+ κ

∂u

∂n

ã
(V · n). (A.5)

By simplifying
∫
∂Ω u∇u·∇Γ(V ·n) with an integration by parts on ∂Ω and using an orthogonal decomposition

of the gradient, we obtain ∫
∂Ω

u∇u · ∇Γ(V · n) =
∫
∂Ω

1

2
∇Γ

(
u2

)
· ∇Γ(V · n).

Since ∂Ω is assumed to be C2, since V · n ∈ H2(Ω) and u ∈ H3(Ω), we have [22, Section 5.4, eq. 5.59]∫
∂Ω

u∇u · ∇Γ(V · n) =
∫
∂Ω

(V · n)
Å
−1

2
∆Γ

(
u2

)ã
,

where ∆Γ denotes the Laplace-Beltrami operator. Using

1

2
∆Γ(u

2) = u∆Γu+ |∇Γu|2,

and the orthogonal decomposition of the Laplacian

∆Γu = ∆u−H
∂u

∂n
− ∂2u

∂n2
= −f −H

∂u

∂n
− ∂2u

∂n2
,

39



where H = divΓ(n) denotes the mean curvature of ∂Ω, and divΓ the tangential divergence, we come back
to (A.5) and infer that∫

Ω

fu′ =

∫
∂Ω

(V · n)
Å
u

Å
f +H

∂u

∂n
+

∂2u

∂n2

ã
− |∇Γu|2 − u

Å
∂2u

∂n2
+ κ

∂u

∂n

ãã
. (A.6)

Note that
∂u

∂n
= −κu a.e. on ∂Ω,

so that

|∇Γu|2 = |∇u|2 −
∣∣∣∣∂u∂n

∣∣∣∣2 = |∇u|2 − κ2u2.

Now, (A.6) rewrites ∫
Ω

fu′ =

∫
∂Ω

(V · n)
(
fu− u2(κH − 2κ2)− |∇u|2

)
.

Coming back to (A.1), the above computations yield

⟨dE (Ω), V ⟩ =
∫
∂Ω

(V · n)
Å
1

2
|∇u|2 + u2

2
(κH − 2κ2)− fu

ã
.

Thus, because of the volume constraint, there exists a Lagrange multiplier c ∈ R such that

1

2
|∇u|2 + u2

2
(κH − 2κ2)− fu = c, on ∂Ω,

we refer for instance to [22, Section 6.1.3].

B Network hyperparameters

This appendix provides the hyperparameters used for the networks in the numerical experiments. In Ap-
pendix B, ηP and ηS are the learning rates of the PINN and SympNet, respectively, σP and σS are their
respective activation functions, N is the number of collocation points, and q and δ are respectively the
number of layers and width of the SympNet.

Table 12: Hyperparameters of the networks used in Sections 3 and 4.

Figure layers ηP σP q δ ηS σS N epochs

Figure 4 [20, 40, 40, 20] 1× 10−3 tanh — — — — 20000 1500
Figure 5 — — — 8 10 1× 10−2 sigmoid 10 000 1000
Figure 6 [10, 20, 20, 10] 5× 10−3 tanh 4 4 5× 10−3 sigmoid 5000 750
Figure 8 [10, 20, 40, 40, 20, 10] 5× 10−3 tanh 8 4 5× 10−3 sigmoid 5000 9000
Figure 9 [10, 20, 40, 40, 20, 10] 5× 10−3 tanh 8 4 5× 10−3 tanh 10 000 1000

Figure 11 [10, 20, 40, 40, 20, 10] 5× 10−3 tanh 8 6 5× 10−3 tanh 10 000 2000
Figure 12 [10, 20, 40, 40, 20, 10] 5× 10−3 tanh 8 6 5× 10−3 tanh 10 000 2000
Figure 14 [10, 20, 40, 40, 20, 10] 1× 10−2 tanh 8 4 1× 10−2 sigmoid 2500 15 000
Figure 15 [10, 20, 40, 40, 20, 10] 1× 10−2 tanh 8 5 1× 10−2 tanh 10 000 10 000
Figure 16 [10, 20, 40, 40, 20, 10] 1× 10−2 tanh 8 5 1× 10−2 tanh 10 000 10 000
Figure 17 [10, 20, 40, 40, 20, 10] 1× 10−2 tanh 8 5 1× 10−2 tanh 10 000 10 000
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