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Abstract: Holography is often considered as the most promising immersive technology because
it provides all the depth cues of the human visual system. Some limitations still need to be
overcome such as the huge computational load of high-definition holograms and the noise
introduced in the reconstructed scene during the quantization process. In this paper, we propose
what we believe is a novel view-specific layer-based stereogram approach combined with a
view-dependent error diffusion algorithm that aims to solve those limitations. This method selects
the light waves of the 3D scene that reach a specific viewing area and leverages this particular
configuration to apply an error diffusion algorithm. Two additional quality enhancement features
are observed: the reduction of the conjugate order perceptibility and the increased brightness of
the reconstructed scene. Numerical and optical experiments demonstrate the time savings and
quality enhancements of our approach.

Published by Optica Publishing Group under the terms of the Creative Commons Attribution 4.0 License.
Further distribution of this work must maintain attribution to the author(s) and the published article’s title,
journal citation, and DOI.

1. Introduction

Due to the recent progress in capture and visualization of 3D information, increasing interest
is being shown in immersive technologies [1]. Most of the developed systems use stereoscopy
to provide the depth information to observers, which consists in delivering different images to
each eye [2]. However, this technique does not provide all the depth cues used by the human
visual system (HVS), especially the accommodation cue. In a stereoscopic system, viewers focus
their eyes on a plane at a fixed depth that does not correspond to the real depth of the represented
objects. This mismatch, called the vergence-accommodation conflict, strongly decreases the 3D
perception of the scene and leads to eye-strain and headaches [3].

Other technologies have been studied to overcome this issue. Among them, holography is
often considered as the most promising. Indeed, it can provide all the depth cues of the HVS
without any eye-strain [4]. To create the depth illusion, a hologram diffracts a light beam in
such a way that the wave it scatters corresponds to the light emitted by a given 3D scene. Thus,
viewers observing a hologram see the represented scene as if it were in front of them.

However, there are still some technological limitations concerning the numerical synthesis of
3D holograms. One of the main limitation is the huge amount of data that has to be processed to
generate a hologram representing a scene of natural size. As holograms are based on diffraction,
their pixels must have a size with the same order of magnitude as the wavelength of light. Thus, a
large computer-generated hologram (CGH) with a wide viewing angle contains billions of pixels
which implies that its generation process has a high time complexity. To speed-up calculations,
methods based on look-up tables [5–7] and wavefront recording planes [8] have been introduced
in the point-based paradigm. In polygon-based methods, the traditional algorithm [9] is improved
by analytical approaches [10–12] that bring time savings. Layer-based methods have a lower
time complexity than previous techniques because only a few layers are needed to describe
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the 3D scene while preserving accurate depth cues [13,14]. Some techniques such as [15,16]
improve further the computation time. However, layer-based methods encounter issues when
computing high definition holograms having over 100 million pixels because the signal does not
fit entirely in the memory. Moreover, view-dependent properties such as shading and occlusions
are not included in these techniques and must be explicitly handled as in [17–20]. Holographic
stereogram methods spatially partition a CGH into rectangular segments called hogels that
angularly multiplex 2D views of the scene [21]. These techniques are computationally very
efficient and handle view-dependent effects. However, this type of approach does not include the
accommodation cue and smooth motion parallax. To improve the depth perception of holographic
stereograms, phase-added methods [22,23], ray-sampling plane [24,25] and diffraction specific
coherent panoramagram [26] have been introduced to better approximate the wavefront in the
hologram plane. Furthermore, the holographic stereogram method and layer-based approach
have been merged [27] to compute CGHs with accurate depth cues and low time complexity.
Even if this algorithm is fast and provides an accurate reconstruction, further improvements are
needed to generate high definition holograms in real-time.

Another limitation lies in the fact that while state-of-the-art methods often generate complex-
valued holograms with floating-point amplitude and phase values, CGHs must be converted to
pure phase or amplitude signals with quantized levels to be displayed. Indeed, current holographic
displays only modulate the amplitude or the phase of the incident light and have a limited number
of bits per pixel [28]. During this process, part of the signal information is lost which introduces
distortion in the reconstructed scene. To enhance the visualisation quality, Iterative Fourier
transform algorithms (IFTAs) offer great results [29]. However, these methods are remarkably
costly in time due to their iterative nature that relies on 2D Fourier transforms. Double phase
approaches are another solution [30,31]. Nevertheless, in these methods, each phase value of the
object wave is encoded using two hologram pixels, dividing by two the hologram size. A fast and
simple technique is the well-known error diffusion algorithm which rejects the quantization noise
outside of the reconstructed area by propagating the quantization error of a pixel to its neighbours
according to diffusion weights [32–34]. In conventional generation approaches, the quantization
noise is usually distributed in the high spatial frequencies of the hologram. As these frequencies
are limited by the pixel pitch of the hologram, the quantization noise is visible on the border of
the reconstruction plane. Thus, in these methods, the quality enhancement effect of the error
diffusion algorithm is limited.

To speed-up the computation time, SeeReal presented a view-specific synthesis approach
[35] which generates a hologram only for a specific viewing area. However, their method
relies on a point-based algorithm which has a high time complexity and, to the best of our
knowledge, the visual quality enhancement of these holograms has never been studied. In this
paper, we propose a novel view-specific layered holographic stereogram approach combined
with a view-dependent error diffusion algorithm to calculate CGHs. Our approach overcomes
both the time complexity limitation associated with the generation of high definition holograms
and the quality enhancement limitation of the error diffusion algorithm applied to conventional
generation techniques. Indeed, as a view-specific hologram is only a subset of a multi-view
hologram in phase space [36], the amount of information to be processed is drastically reduced
which decreases the computation time. Moreover, in our method, the reconstruction plane of each
hogel contains the information of the 3D scene in a restricted area. In this way, the quantization
noise is placed in the free areas with a view-dependent error diffusion algorithm based on [32]
which implies that high spatial frequencies are not added to the hologram. Our approach also
brings two additional quality enhancements: the imperceptibility of the conjugate order and the
increased brightness of the reconstructed scene. Furthermore, since our paper is about high
definition holograms that have over 100 million pixels, they are engraved with the photoplotter
presented in [37]. Indeed, current liquid crystal displays (LCDs) and digital micro-mirror devices
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(DMDs) have a limited number of pixels. Otherwise, our method is intended to be combined
with an eye tracking system to give observers the same freedom as if they were visualizing a
multi-view hologram.

The following of this paper is organized as follows: Section 2 gives an overview of our method,
Section 3 presents the view-specific hologram generation approach and Section 4 provides details
on the view-dependent error diffusion method used to convert and quantize the resulting hologram.
Finally, experimental results are analyzed in Section 5.

2. Overview

Our method speeds up and enhances the reconstruction quality of the layered holographic
stereogram technique [27] by selecting a specific viewing area. The block diagram of Fig. 1
explains the generation process of our method, whose steps are detailed in Sections 3 and 4.
The hologram is first spatially decomposed into several blocks called hogels. Their definition
determines the trade-off between spatial and angular resolutions as in standard stereogram
approaches. Afterwards, for each hogel, an intensity map and a depth map are obtained by
perspective rendering of the scene from a virtual camera positioned at the center of the block. To
select the light waves the observer perceives, the depth and intensity maps are cropped according
to the viewer and the hogel position. Then, for each block, the 3D scene is reconstructed from
the acquired 2D-plus-depth image as a set of parallel depth layers and the light waves they scatter
are propagated with Fresnel diffraction and superimposed in the hogel plane. To display the
hologram, the computed hogels are converted to phase-only signals and quantized. To this end,
we use a view-dependent error diffusion algorithm based on [32] to diffuse the quantization noise
outside of the visualisation window. By considering Fig. 1, a multi-view approach is obtained
by deleting the "Viewing area selection" and "Conversion and quantization" steps. In this case,
the propagation of light waves from the scene to the hogels is more costly and the hologram
quality decreases. For the sake of clarity, all the equations in this paper are expressed in 1D as
the generalisation to 2D is straightforward. The coordinate system is presented in Fig. 2, where
the eye represents an observer viewpoint.

Input : 3D
scene

Output :
Hologram

2D-plus-
depth

rendering

 Light
waves

propagation

Loop over hogels

Conversion
and

quantization

Viewing
area

selection

Hologram
     decomposition 

into hogels

Fig. 1. Block diagram of the proposed method.

Fig. 2. Diagram of the coordinate system.
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3. View-specific hologram generation

3.1. 2D-plus-depth rendering

For each hogel, a depth map and an intensity map are rendered from the 3D scene using a virtual
camera whose projection center is placed at the center of the block with a field-of-view of

θ = 2 arctan
(︃
λ

2δx

)︃
, (1)

where λ is the wavelength of the light source and δx is the sampling size of the hologram. The
optical axis of the virtual camera is perpendicular to the hologram plane. Since the position of
the camera varies from one hogel to the others, view-dependent effects such as occlusions and
specular reflections are synthesized in the rendered 2D-plus-depth images without additional
processing. Moreover, the observer is located away from the hologram plane and therefore
perceives the light waves scattered by several hogels at the same time. In this way, this viewer
sees a blending of light waves propagating from these blocks, which allows a smooth continuity
between views. Furthermore, the position and orientation of the virtual camera do not vary
according to the observer’s viewpoint. Indeed, the selection of the light waves reaching the
visualisation window is decorrelated from the acquisition of the 2D-plus-depth images.

3.2. Viewing area selection and light waves propagation

The diagram of Fig. 3 represents an observer looking towards the hologram plane and defines the
diffraction angles of the perceived light waves which lie between

θmin = arctan
(︃
∆min

d

)︃
and θmax = arctan

(︃
∆max

d

)︃
, (2)

where ∆min and ∆max are the maximum and minimum distances between a hogel and the viewing
area and d is the distance between the observer and the hologram. This interval can be converted
to hologram spatial frequencies with the first-order grating equation,

sin(θd) = sin(θi) + fλ, (3)

where θi and θd are respectively the angles of incidence and diffraction and f is the corresponding
spatial frequency. Thus, for each hogel, only the light waves whose spatial frequency lie between

fmin =
sin(θmin) − sin(θi)

λ
and fmax =

sin(θmax) − sin(θi)
λ

(4)

have to be considered to generate a hologram for a specific viewing area. In the discrete domain,
these spatial frequencies have the following pixel coordinates

ζmin =

(︃
fminδx +

1
2

)︃
N and ζmax =

(︃
fmaxδx +

1
2

)︃
N, (5)

where N is the hogel definition.
To generate a hogel, the associated intensity map is sliced into several layers according to the

corresponding depth map. The light waves scattered by each layer Ul(p) are propagated towards
the hogel plane with the discrete Fresnel diffraction formula,

Uh(n) =
ejkz

jλz
ej k

2z n2δx2
N−1∑︂
p=0

Ul(p)ej k
2z p2δξ2

ej2π np
N , (6)

where k = 2π
λ is the wavenumber of the light source, z is the depth of a layer, δx and δξ correspond

respectively to the sampling size in the destination and source planes. The field Uh(n) can be
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Fig. 3. Maximum and minimum diffraction angles of light waves received by an observer.

understood as a sum of plane waves whose discrete spatial frequency coordinates are given
by p. The Fresnel propagation formula links the object and hologram planes by an inverse
Fourier transform, which means that p is the spatial coordinate of the object plane and the spatial
frequency coordinate of the hologram plane. As only the plane waves with discrete spatial
frequency coordinates lying between ζmin and ζmax are needed to generate the hogel, Eq. (6) can
be rewritten as follows

Uh(n) =
ejkz

jλz
e

k
2z n2δx2

ζmax∑︂
p=ζmin

Ul(p)ej k
2z p2δξ2

ej2π np
N . (7)

Thus, the amplitude of the light waves is Ul(p) which means that bounding the sum in Eq. (7)
is equivalent to cropping the intensity map from ζmin to ζmax as shown in Fig. 4. The reduction
of the intensity map size decreases the number of layers from which light waves scatter to the
hogel plane. In this way, the number of operations to compute a hogel is drastically reduced,
which speeds up the overall computation effort.

Fig. 4. Selection of the light waves perceived from a specific viewing area.

Moreover, the selection of a restricted set of light waves improves the quality of the reconstruc-
tion by decreasing the perceptibility of the conjugate order and by increasing the brightness of the
reconstruction. The conjugate order of the reconstructed scene always appears when a hologram
is displayed on an optical system due to the quantization of the hologram values. This artefact
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decreases the viewing comfort of an observer as it is superimposed on the reconstructed scene in
an on-axis configuration. The conjugate light waves of the conjugate order are associated with
light waves emitted by the 3D scene. In the view-specific generation process, light waves that are
not reaching the viewing area are not included in the hologram. Therefore, the corresponding
conjugate light waves do not scatter to the visualization window, which reduces the perceptibility
of the conjugate order, as shown in Fig. 5. Furthermore, in a multi-view hologram, the light
source is diffracted in every direction which divides its intensity between each view. Conversely,
in the view-specific case, the set of views is limited, which implies that the light source is
concentrated in these areas.

Fig. 5. Light red dotted lines represent conjugate light waves and dark red solid lines
correspond to the 3D scene light waves. Dark red points belong to the 3D scene and light
red points are virtual points of the conjugate order. This diagram illustrates the perceptibility
reduction of the conjugate order for view-specific holograms.

4. Conversion and quantization

4.1. Signal window error diffusion

Once the complex-valued light wave has been computed in the hologram plane for every hogel, it
should be converted to an amplitude-only or phase-only hologram with quantized values. During
this process part of the information is lost which creates quantization noise in the reconstruction
plane. The error diffusion algorithm is a well-known halftoning method to reduce this noise. It
distributes the quantization error of a pixel to its neighbours according to diffusion weights in
order to compensate for the errors created by the quantization process. It is a one step technique
which allows a fast processing of the entire hologram [38,39]. In most methods [33,34], the
error is propagated according to Floyd-Steinberg coefficients which reject the quantization noise
from the center of the reconstruction plane. However, these approaches do not allow a precise
placement of the quantization noise. Thus, to overcome this issue, the signal window error
diffusion algorithm [32] proposes an alternative approach to compute the diffusion weights. In
this method, these coefficients are equal to the Fourier transform of a mask function which
indicates where the quantization noise must be placed. In multi-view hologram generation
methods, all the reconstruction plane contains information. Moreover, the quantization noise
cannot be put beyond this field due to the pixel size restriction. Hence, some quantization noise
is still visible in the reconstruction.
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4.2. View-dependent error diffusion

To reduce the high spatial frequencies in the hologram and enhance the quality of the reconstruction,
we propose a new view-dependent error diffusion algorithm based on the signal window technique
which leverages the view-specific generation configuration. In the view-specific paradigm, only
part of a hogel’s reconstruction plane is visible from the visualisation window. Therefore, the
signal window error diffusion algorithm is applied on each hogel and the diffusion weights are
computed to reject the quantization noise outside of regions of interest that contain information
on the 3D scene and to limit the high spatial frequencies in the hogel. There are two regions of
interest in the reconstruction plane: the target area, which is visible through the considered hogel
by an observer in the visualisation window, defined by the frequency coordinates range

ζmin<p<ζmax, (8)

and the conjugate area, which is symmetric to the target area according to the center of the
reconstruction plane, defined as

N − ζmax<p<N − ζmin. (9)

The quantization noise must not lie in the target area because this region is seen by the viewer,
and should also stay outside of the conjugate area as the conjugate light waves which propagate
from this area are visible from the viewing area. Otherwise, to restrict the high frequencies in the
hogel the quantization noise must be rejected from the following region

p <
N
2

(︃
1 −

δx
δfrmin

)︃
and p >

N
2

(︃
1 +

δx
δfrmin

)︃
. (10)

where δfrmin is the minimum size of fringes in the hogel. Indeed, areas close to the edges of
the reconstruction plane correspond to large diffraction angles that must be filtered. Figure 6
illustrates these explanations by providing a visual understanding of the quantization noise
location in the reconstruction plane. This VDED (view-dependent error diffusion) algorithm
allows to place the quantization noise in a defined spatial frequency interval according to a
position in the hologram which is equivalent to place this noise in specific views.

Fig. 6. The position of the quantization noise when the signal window error diffusion
algorithm is applied on a hogel.

The diffusion weights associated to a hogel are equal to the Fourier transform of a mask which
indicates where the quantization noise should be placed in the corresponding reconstruction
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plane and are expressed as follows

w(n) = F {mta(p) + mca(p) + mhf(p)} (n)
= Mta(n) +Mca(n) +Mhf(n),

(11)

where mta is the mask associated with the target area, mca is the mask which defines the conjugate
area, mhf is the mask which bounds the high frequencies in the hologram and F is the Fourier
transform operator. The positions of the target and conjugate areas vary from hogel to hogel
which implies that the diffusion weights must be computed for each block. Nevertheless, each set
of weights should not be calculated with a fast Fourier transform (FFT) due to its noticeable time
complexity. Indeed, the masks mta and mca can be computed by shifting a reference mask mref by
a distance of ptr and −ptr along the x axis, respectively. Thus, according to the shift theorem of
the Fourier transform, the diffusion weights can be obtained such that

w(n) = Mref(n)(e−j2π ptrn
N + ej2π ptrn

N ) +Mhf(n) (12)

where Mref are the weights associated to the reference mask mref.
Once the diffusion weights of a hogel are computed, the quantization error of each pixel is

calculated and then diffused to its neighbours. During this process, the hologram values can be
accessed in different orders that are described in [40,41]. The quantization error of pixel n is
defined as

e(n) = Uh(n) − q(n), (13)

where q(n) depends on the error of its neighbours, such that

q(n) = Q(Uh(n) +
∑︂
k∈Ω

w(k)e(n − k)). (14)

The operator Q applies the quantization. The domain Ω is the domain of diffusion and
corresponds to the pixels that have not been quantized yet. This algorithm is recursive and its
complexity is Θ(Nkw), where kw is the number of weights.

To sum up, the first step of the view-dependent error diffusion algorithm is to compute the
quantization noise masks. Then, the hologram is divided in several blocks. For each of them,
a set of diffusion weights is computed according to the hogel position by applying the shift
theorem of the Fourier transform on the masks. The last stage is to apply the signal window error
diffusion (SWED) on each hogel with the computed weights. This process is illustrated in Fig. 7.
Furthermore, while in the signal window technique, a set of diffusion weights is computed for
the entire signal, in the view-dependent algorithm, each hogel has its own set of coefficients.
Hence, in our approach, the quantization error is diffused differently according to the position of
the pixels which means that the quantization noise is only visible for specific locations of the
observer. By contrast, in the signal window technique, the quantization noise is located in the
same area of the reconstruction for all viewpoints.

Input :
Complex
hologram

Output :
Quantized
hologram

Determine
    quantization

noise masks

Compute the
diffusion
weights

Apply
 SWED

Loop over hogels

Fig. 7. Block diagram of the view-depend error diffusion algorithm.
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5. Experimental results

5.1. Scene and hologram calculation parameters

The generation parameters of the phase-only holograms are described in Table 1. The field-of-
view of 25°is limited by the minimum fringe size according to Eq. (1). To reduce artefacts when
engraving the holograms with the photoplotter presented in [37], we set the minimum fringe
size to 1.5µm. After several tests, a hogel size of 2048 × 2048 pixels appears as a good balance
between angular and spatial resolutions. Furthermore, since high definition holograms having
over 100 million pixels cannot be displayed on LCDs or DMDs, they are often engraved with
lithography systems that are mostly binary [42]. However, reconstructions of binary holograms
suffer from quantization noise and conjugate order. Hence, holograms in the experiment are
binary to demonstrate the efficiency of our algorithm in the worst case scenario.

Table 1. Parameters of the
generated holograms.

Parameter Value

Pixel pitch 750nm

Fringe size 1.5µm

Field of view 25°

Hogel size 2048 × 2048 pixels

Wavelength 635nm

Modulation Phase-only

The test scene is composed of 4 dices and a checkerboard as described in Table 2. The
hologram is composed of 24k × 24k pixels and the viewing area is located on its right side. In
Section 5.3, the number of pixels of the hologram varies and, in Section 5.5, its size is set to
30k × 20k pixels. Therefore, the scene objects are scaled proportionally. Moreover, light waves
are propagated under paraxial approximation using the Fresnel diffraction formula. However, as
the propagation is done per hogel, the distance between the 3D scene and the hologram is only
restricted by the size of the hogels as detailed in Section 5.2.

Table 2. Parameters of the 3D scene.

Object Size (mm) Depth (cm)

Hologram 18.4 × 18.4 0

Viewing area 4.6 × 4.6 -3.6

Checkerboard 14.7 × 18.4 10.3

Top left dice 6 × 6 × 6 9.7

Bottom left dice 8 × 8 × 8 9.1

Top right dice 6 × 6 × 6 8.5

Bottom right dice 6 × 6 × 6 8.1

5.2. Validity of the Fresnel approximation

The paraxial approximation simplifies the scattering of light waves but is limited to small
diffraction angles compared to the propagation distance. According to [43], a sufficient condition
to obtain accurate results is the following

z3 ≫
π

4λ
[︁
(x − ξ)2 + (y − η)2

]︁2
max . (15)
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By making the assumption that the hologram and the object plane are squared and defining ∆h
and ∆o as their width, respectively, Eq. (15) is rewritten as follows

z3 ≫
π

4λ

[︄(︃
∆h + ∆o

2

)︃2
+

(︃
∆h + ∆o

2

)︃2
]︄2

(16)

≫
π

λ

(︃
∆h + ∆o

2

)︃4
. (17)

The size of the object plane ∆o depends on the field of view which is computed as in Eq. (1).
However, in the experiments, the field of view is restricted according to the fringe size ∆fr which
gives

θ = 2 arctan
(︃
λ

2∆fr

)︃
. (18)

The fringe size controls the field of view independently of the pixel pitch. This technique
forces the diffraction patterns of the hologram to be smooth enough to ensure an accurate etching
process. The width of the object plane is then given by

∆o = 2z tan(
θ

2
) (19)

=
zλ
∆fr

(20)

Therefore, according to Eq. (15), the minimal fringe size is equal to

∆
min
fr = zλ

(︄
2 4

√︃
z3λ

π
− ∆h

)︄−1

(21)

≈ 9.1µm, (22)

where λ and ∆h are defined in Table 1 and z is the distance of the closest object in Table 2.
However, it is also stated in [43] that the condition in Eq. (15) is overly stringent. To quantify

the errors that appear when this condition is not met, the fringe size is set to 1.5µm. Then, points
are propagated with and without paraxial approximation and reconstructed with the angular
spectrum method which is accurate. Several 1D tests were run in which each point is located
at a specific distance from the optical axis. The errors are presented in Table 3. Graphs in
Fig. 8 highlight the position errors of the reconstructed points propagated with the paraxial
approximation. In Fig. 9, the reconstructed points scattered with Fresnel formula are shifted to
study their focus errors. The position errors are computed by measuring the distance between
the points propagated with the angular spectrum and the Fresnel formula. The focus errors are
quantified by measuring the extra width of the paraxial points. Hence, the position errors are at
most three order of magnitude smaller than the distance between the observer and the scene and
are directed towards the edges of the object plane. Besides, the width of the paraxial points are at
most two times larger than the non paraxial points. All errors decrease when points are getting
closer to the optical axis. With our generation parameters, not respecting Eq. (15) only creates
small stretches and a little blur on the edges of the reconstruction plane which are not significant
as shown in the following sections.

Moreover, increasing the fringe size is equivalent to a high frequency cut-off which is very
strong if Eq. (15) has to be satisfied. Such an operation greatly crops the scene as shown in Fig. 10,
which decreases the quality of the reconstruction. Thus, we consider that in 3D visualization
techniques, it is important to have a broad field of view even if it creates small reconstruction
errors.
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Fig. 8. Reconstruction of points scattered with the Fresnel approximation (blue line) and
the angular spectrum (orange line) at different distances from the optical axis.

Fig. 9. Reconstruction of points scattered with the Fresnel approximation (blue line) and
the angular spectrum (orange line) at different distances from the optical axis. Reconstructed
points are shifted to evaluate their size.
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Table 3. Errors induced by the paraxial
approximation for points at different

distances from the optical axis.

Position (mm) Shift (mm) Defocus (mm)

17 0.387 0.06

14.8 0.25 0.05

12.75 0.15 0.04

8.5 0.046 0

Fig. 10. Reconstruction of a 3D scene for different fringe sizes.

5.3. Numerical computation

Our method was implemented as a C++ Unity plugin on a PC system including an Intel Core
i9-9900X operating at 3.5GHz, a 32GB random access memory (RAM) and a NVIDIA GeForce
RTX 2080 Ti graphics card. To evaluate the speed up brought by our approach, we compared it
with a graphics processing unit (GPU) implementation of the layered holographic stereogram
approach [27] quantized with a truncation technique, called multi-view approach in the following.
Moreover, the number and position of the layers are chosen according to the structure of the
scene by means of k-means clustering, as proposed in [44].

To observe how the computation time varies according to the hologram size, the visualisation
window is set to 4.6 × 4.6 mm to cover the size of a human pupil in bright light. Table 4
highlights that the number of layers per hogel is far less in the view-specific algorithm than in
the multi-view one. Indeed, the depth and intensity maps are cropped in this approach which
reduces the number of different depth values and therefore the number of depth planes for a hogel.
Furthermore, for some hogels, no computation is required as their entire light field does not
reach the visualisation window. In this way, the number of loading operations, addition and FFT
decreases, which reduces drastically the computation time. Table 5 shows that the view-specific
hologram generation process is much faster than the multi-view computation as it provides
up to 94% speed up. This table also emphasizes that time savings increase as the hologram
becomes wider. Indeed, the size of the viewing window does not depend on the hologram
size. Hence, hogels located on the edges of the hologram are empty since the 3D scene is not
visible through them from the visualisation window. Consequently, the average number of layers
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per hogel decreases which means that the hologram computation is accelerated. However, the
quantization is particularly slow because our algorithm is implemented on the central processing
unit (CPU) and not optimized yet. In future work, we will study the parallelization of our proposed
view-dependent error diffusion algorithm to implement it on a GPU. Indeed, state-of-the-art GPU
implementations of the conventional error diffusion method are able to process a signal of 2048
× 2048 pixels in 1ms [45]. Therefore, we expect huge improvements in calculation time.

Table 4. Mean number of layers per hogel and percentage of null hogels
according to the hologram definition for a viewing area of 4.6 × 4.6 mm.

Definition (pixels) Multi-view [27] Proposed approach

Layers Layers Null hogels (%)

16k × 16k 39.7 9.0 54.7

32k × 32k 39.7 3.5 77.3

65k × 65k 39.7 1.5 85.4

98k × 98k 39.7 1.0 88.2

131k × 131k 39.7 0.7 89.5

Table 5. Computation time according to the hologram definition for a viewing area of 4.6 × 4.6 mm.

Definition (pixels) Multi-view [27] (s) Proposed approach (s) Quantization (s)

16k × 16k 2.43 0.60 15.5

32k × 32k 9.71 1.21 31.8

65k × 65k 38.85 2.87 82.9

98k × 98k 87.41 5.30 149.2

131k × 131k 156.73 8.50 221.2

The impact of the size of the viewing area on the computation time is studied by fixing the
hologram definition to 24k × 24k pixels while the visualization window size varies. Table 6
emphasizes that the computation time decreases as the viewing area becomes tighter. Indeed,
the depth map is cropped to a small size when the visualisation window is small, and therefore
contains far less different values than the initial depth map. Thus, the mean number of layers per
hogel decreases and the percentage of null hogels increases which saves a considerable amount
of time.

Table 6. Mean number of layers per hogel, percentage of null hogels and computation time
according to the viewing area size for a 24k × 24k pixels hologram.

Area size (mm) Layers Null hogels (%) Generation (s) Quantization (s)

9.2 11.3 52.1 1.65 37.3

6.9 8.3 57.6 1.27 33.4

4.6 4.9 72.9 0.86 20.9

2.3 2.9 79.2 0.6 16.3

1.2 1.9 83.3 0.45 13.2

Figure 11 shows three binary hogels, the first one has been extracted from a multi-view
hologram and the others from view-specific holograms. The first two hogels were quantized with
a truncation technique and the last hogel was quantized with the view-dependent error diffusion
algorithm. Fringes in Fig. 11(a) have a uniform size and orientation because this hogel was
generated with all the set of frequencies. In contrast, the fringes of the view-specific hogels get
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closer to a grating since the selected light waves have frequencies lying in the same interval.
In Fig. 11(c), the fringes are thinner than in Fig. 11(b) because the hogel was quantized with
the view-dependent error diffusion algorithm. However, these fringes stay larger than those of
Fig. 11(a).

Fig. 11. (a) Hogel of a multi-view hologram quantized with a truncation method, (b)
hogel of a view-specific hologram quantized with a truncation method and (c) hogel of a
view-specific hologram quantized with the view-dependent error diffusion. Each hogel is a
binary-phase signal.

5.4. Numerical reconstruction

To simulate the visualisation of holograms by a user, the diffracted light wave is first propagated
to the viewer plane with the angular spectrum. Then, it is cropped to fit the observer viewpoint
and is finally back-propagated to the reconstruction plane. The brightness of each reconstruction
varies widely, so each is normalized by the sum of its mean value and its standard deviation.

Figure 12 shows reconstructions computed from phase-only holograms generated with multi-
view and view-specific approaches and quantized with a truncation method (Fig. 12a-b) and with
the view-dependent error diffusion algorithm (Fig. 12c). The reconstruction of the multi-view
hologram (Fig. 12(a)) has a poor quality as the conjugate order is superimposed on the right dices
of the 3D scene. This artefact is far less perceptible in the reconstruction of the view-specific
hologram. The perceptibility of the conjugate order decreases because only the light waves
reaching the visualisation window are selected during the generation of view-specific holograms.
In other words, this operation restricts the light waves propagation to a specific frequency range.
Since the conjugate order of an hologram corresponds to a opposite frequency range with the
same size, this artefact is reduced for view-specific hologram. This phenomenon is illustrated in
Fig. 5. The view-dependent error diffusion algorithm also enhances the reconstruction quality by
reducing the quantization error which improves the image contrast as illustrated in Fig. 12(c).

Figure 13 shows reconstructions focused at different depths which highlights that our method
is able to accurately provide the accommodation depth cue. Furthermore, images in Fig. 14 show
reconstructions of multi-view holograms and view-specific holograms with view-dependent error
diffusion technique from several viewpoints. This experiment demonstrates that our approach
selects a specific viewpoint. Indeed, two of the view-specific reconstructions only contain zero
order and quantization noise that have been rejected outside the selected view.

To measure the brightness of each reconstruction, the mean intensity of the complex light
field in the reconstruction plane is computed, as shown in Table 7. The reconstructions of the
view-specific approach are brighter than the multi-view reconstruction since the light waves are
concentrated in the viewing area. Furthermore, the reconstruction of the hologram quantized
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Fig. 12. (a) Reconstruction of a multi-view hologram quantized with a truncation method,
(b) reconstruction of a view-specific hologram quantized with a truncation method and
(c) reconstruction of a view-specific hologram quantized with the view-dependent error
diffusion. Each hologram is a binary-phase signal.

Fig. 13. Reconstructions of a view-specific hologram quantized on 2 levels with the
view-dependent error diffusion focused at (a) 8.3cm, (b) 9.2cm, (c) 10.3cm.

with the view-dependent error diffusion algorithm is less bright because the quantization noise is
rejected outside of the visualization window.

Table 7. Mean intensity of the
reconstructions according to the

hologram generation method.

Method Mean intensity

Multi-view 0.014

View-specific 0.040

View-specific VDED 0.022

Table 8 shows objective quality evaluation of the holograms with peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM) metrics. The reference is a reconstruction of a multi-
view hologram with floating-point complex values and the amplitude of each reconstruction is
normalized. These results confirm that the view-specific VDED approach generates holograms
of higher quality than the simple view-specific and the classic multi-view methods.
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Fig. 14. Reconstructions of binary a multi-view hologram and reconstructions of a view-
specific hologram quantized on 2 levels with the view-dependent error diffusion algorithm
from different point of views. Leftmost images are top views and rightmost images are
bottom views.

Table 8. Objective evaluation of the reconstruction quality.

Phase levels (bits) Multi-view View-specific View-specific VDED

PSNR SSIM PSNR SSIM PSNR SSIM

1 12.89 0.35 13.53 0.40 15.57 0.51

8 19.93 0.59 15.78 0.50 20.91 0.75

5.5. Optical reconstruction

As our holograms contain more than 100 million of pixels, they cannot be displayed on
conventional LCDs or DMDs. Hence, we engraved them in a clean room according to the
following process. First, a layer of 1.6µm Microposit S1800 photoresist is spread on a 1.1µm
glass plate by spin coating. Then, the resist is illuminated with the photoplotter presented in [37].
After exposure, it is developed by using the Microposit Developer 303A, which is diluted 1:12 in
deionized water. Since this process allows up to 256 levels, the holograms were quantized on 8
bits.

To observe the 3D scene through the holograms, we use the test bench presented in Fig. 15.
The holograms were illuminated by a polarized laser diode going trough a converging lens and a
polarizer. The polarizer manages the illumination intensity and the converging lens allows the
light waves that reach the hologram to be planar. The polarizer filters the light waves the same
way for all the experiments. Reconstructions of the 3D scene were captured with a canon EOS
700D.
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Fig. 15. Test bench to capture the 3D scene.

The parameters of the camera are the same for the photos of Fig. 16 and are described in Table 9.
All the reconstructions contain a red dot which corresponds to the zero order. The multi-view
reconstruction in Fig. 16(a) is less bright than the view-specific ones. In Fig. 16(b), the light
intensity is concentrated on the edges of the reconstruction. This artefact is corrected in Fig. 16(c)
by applying the VDED algorithm on the hologram. The exposure in the magnifications (black
circle) is modified numerically in order to obtain a similar intensity for all the reconstructions.
The magnification of the multi-view reconstruction contains more conjugate order than the
view-specific ones which demonstrates its reduction by the use of our approach. Moreover,
Visualization 1 illustrates a smooth continuity between views and a good depth information by
showing the multi-view reconstruction at several depths and from several viewpoints. In this
video, the camera is placed off-axis to remove the zero and conjugate orders.

Fig. 16. (a) Optical reconstruction of a multi-view hologram quantized with a truncation
method, (b) optical reconstruction of a view-specific hologram quantized with a truncation
method and (c) optical reconstruction of a view-specific hologram quantized with the
view-dependent error diffusion.

https://doi.org/10.6084/m9.figshare.25909078
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Table 9. Parameters of the camera. Photos
are shown in Fig. 16 and the video in

Visualization 1.

Parameter Photo Video

Exposure 1ms 1ms

Aperture size 8.75mm 25mm

ISO 100 100

Focal 70mm 70mm

6. Conclusion

In this paper, a novel view-specific layered-based stereogram approach including a view-dependent
error diffusion algorithm is proposed. This method selects the light waves that are scattered to a
specific viewing area during the generation process of the hologram and uses the view-dependent
error diffusion technique to reject the quantization noise outside of the visualization window.

Experimental results demonstrate that our method is up to 94% faster than the layered
holographic stereogram approach [27]. The quality of the view-specific reconstruction is also
greatly improved as the conjugate order is significantly reduced, the 3D scene is 1.5 times brighter
and the image contrast is improved.

Currently, the view-dependent error diffusion algorithm is slow because it is implemented on
CPU and not optimized. However, in future work, we expect huge improvements in computation
times as conventional state-of-the-art error diffusion techniques have already been implemented
on GPU [45].
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