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Abstract—Mobility datasets are crucial for various applica-
tions. However, sharing this data raises privacy concerns due
to the sensitive nature of geolocation information. Synthetic
data generation has recently emerged as a promising solution
to protect geo-privacy of trajectory data. Current approaches
rely on having a large set of authentic trajectories collected
from individual users to train generative networks. However, this
assumption proves impractical in many real-world scenarios due
to the sensitive personal information typically embedded within
trajectories. Our approach leverages federated learning to gen-
erate privacy-preserving synthetic trajectories without the need
for centralized data collection. Experimental results demonstrate
that our distributed framework effectively produces synthetic
trajectories with distributions comparable to baseline, offering
a privacy-conscious alternative for geo-privacy protection in
mobility datasets.

I. INTRODUCTION

The widespread of location-based technology, such as
mobile devices and various connected sensors has resulted
in the collection of vast amount of data, including location
information and user trajectories, which reflect individuals’
mobility patterns. Examining and extracting insights from
mobility data holds the potential to enhance our understanding
of traffic and public transportation systems and address urban
planning challenges more effectively. Furthermore, trajectory
data is of paramount interest for business purposes, public
health and environmental studies. While mobility data is
highly valuable, acquiring and sharing extensive real-world
trajectories raises serious privacy concerns as it can reveal
highly sensitive information about individual’s habit and
surrounding context; in fact even when personal identifiers
such as user IDs are removed to anonymize trajectory data,
users can often be re-identified with very little location
information [1].

Data sanitization techniques have been proposed to tackle
the problem of privacy preserving trajectory publishing,
leveraging the principle of k-anonymity [2], or differential
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privacy [3]. Nevertheless, attackers can use geographical
information or background knowledge to reconstruct user
trajectories [4]. Synthetic data generation has recently
emerged as a promising solution to protect the geo-privacy of
trajectory data [5]. By replacing actual data with synthetically
generated trajectories, it is possible to achieve performance
that is comparable to real data for various tasks. Synthetic
records can also maintain statistical properties, making them
a useful tool for a variety of applications. Although the
generated data provides a good balance between privacy and
utility, these methods assume the availability of a significant
number of authentic trajectories collected from individual
users, enabling the training of generative networks to produce
synthetic trajectories based on these real datasets. This
assumption proves impractical in many real-world scenarios.
There are a number of factors that contribute to this issue.
For one, privacy concerns are increasingly prevalent; people
are becoming more aware of the value of their personal
information and are therefore more cautious about who has
access to it. This wariness extends to the sharing of location
data, which could potentially be misused by a centralized
entity. In addition to privacy concerns, there are also logistical
constraints that make the collection of trajectory data
impractical. Gathering this type of data requires coordination
across different cities and regions, a task that is not easily
achievable. Furthermore, data regulations can often pose a
barrier to the centralized collection of this type of data. These
regulations, which are designed to protect user privacy and
ensure ethical data usage, can limit the amount of data that
can be collected and stored by a single entity. As a result,
the assumption that a large quantity of authentic trajectory
data will be readily available may not hold true in many cases.

An alternative and highly practical approach involves
harnessing the distributed nature of trajectories to generate
synthetic trajectories in a privacy-preserving manner while
maintaining users’ data locally by exploiting federated
learning, a technique that enables collaborative model training
across decentralized devices. To the best of our knowledge,



this has not been explored in the existing literature. In
this paper, we adapt TimeGAN (a model designed for
multivariate time series) to a federated setting, and use it
for the generation of synthetic trajectories. Our experimental
results demonstrate that the performance of our federated
TimeGAN is comparable to the baseline, establishing a
novel and effective method for privacy-preserving trajectory
synthesis within a federated learning framework.

After an overview of the related work in Section 2, we
present our proposal in Section 3. We provide the experiments
settings in Section 4, followed by the results and a discussion.
Section 5 concludes the paper and envisions future directions.

II. RELATED WORK
A. Synthetic Trajectory Generation

Previous studies that tackled the challenge of generating
synthetic trajectories mainly relied on sequential models un-
der simplified human mobility assumptions. These models
encompass Markov chains [6], [7] and Recurrent Neural
Networks [8], [9]. While they prove effective in capturing
valuable movement patterns within smaller sub-trajectories,
their accuracy tends to diminish when applied as generative
models for longer trajectories.

Motivated by the success of deep learning models, partic-
ularly generative adversarial networks (GANs) [10] in cre-
ating synthetic data across various applications, numerous
researchers have sought to harness these methods for the
artificial generation of trajectory data. In fact, GANs can
simultaneously capture various mobility patterns, spanning
spatial, temporal, and social dimensions of mobility data
that traditional approaches often fail to grasp. [11] discretize
trajectories onto an N1 x N2 grid, with each visit mapped
to a specific cell. They use a Convolutional Neural Network
(CNN)-based Wasserstein GAN [12] to generate synthetic
trajectories in matrix form, preserving real mobility data’s
semantic and geographic patterns. [13] proposed Movesim, a
framework incorporating a self-attention sequential modeling
network to simulate human mobility data. This generator
captures temporal transitions in mobility data and utilizes an
attention-based network to model relations between locations.
A mobility regularity-aware loss for the discriminator ensures
the quality of generated trajectories. [14] proposed a Two-
Stage GAN (TSG) that first converts GPS points into a
discrete grid representation. This initial GAN captures spatio-
temporal patterns, and in the second stage, precise coordinates
of trajectory points are generated. The model leverages road
information from map images and employs Long Short-Term
Memory (LSTM) networks to generate realistic trajectories
that align with road networks. DeltaGAN [15] takes a two-step
generative approach, using a Wasserstein GAN-GP to gener-
ate stay durations. By interpreting trajectories as sequences
of events occurring at irregular time intervals, DeltaGAN
produces detailed and continuous trajectories. The generated
timestamps are then used to train a location generator, cap-
turing the realistic range of mobility for location modeling.

[16] introduce TrajGAIL, focusing on privacy concerns by
mapping coordinates directly to a road network. Unlike pre-
vious models, TrajGAIL directly maps coordinates to a road
network instead of grid cells, allowing it to generate synthetic
data aligned with the road network layout. These methods
rely on having a significant number of real trajectories from
individual users for training generative networks. However,
obtaining such data is impractical due to privacy concerns, as
users are hesitant to share their trajectory information without
a trusted relationship. Contrary to these traditional approaches,
this paper delves into the distributed nature of trajectories,
leveraging it to craft privacy-preserving synthetic trajectories
via federated learning within the realm of generative adversar-
ial networks. This methodology, to the best of our knowledge,
has not been previously investigated.

B. Federated Learning

In the traditional machine learning paradigm, a central
server is in charge of collecting data from users in order to
train the machine learning model, thus giving rise to many
privacy challenges. To tackle this issue, Federated Learning
[17] has emerged as an alternative distributed machine learning
approach that enables model learning on a large corpus of
decentralized data. In a federated learning setting, a model
is collaboratively trained between users by updating a global
model with locally trained parameters. In fact, raw data is
never shared with another entity, only updated parameters
are reported to a central server for aggregation. Federated
Learning is considered as an iterative process where, at each
cycle, the core machine learning model is improved. The
implementation of federated learning as described by [18] can
be generalized into three phases. First, according to its con-
figuration, the server selects a subset of the different devices
announcing their availability to start the cycle. Second, the
server is configured according to an aggregation mechanism
and sends the global model to each of the selected devices
and finally, the devices train the global model using their local
data through several iterations and then send their updates to
the server which incorporates them into its global state as
they occur. If enough devices report updates in time, the cycle
is successfully completed and the server updates its global
model, otherwise the cycle is aborted.

III. PROPOSED FRAMEWORK
A. Problem Definition

Raw trajectory: a trajectory is represented as a sequence
of points, denoted as S = [Z1,&2,...,&,]. Each point, Z;,
within this trajectory is described by a triple (I;,y;,t;), where
l; and y; represent the spatial coordinates of the object at a
given time instant ;.

Multivariate time series: a multivariate time series is a
sequence of observations or data points collected over time,
where each observation consists of multiple variables or com-
ponents. It can be represented as a collection of vectors, each
of which contains values for two or more variables at a specific
time point. Suppose we have a time series with observations at



discrete time points t = 1,2,3,...,T. For each time point {,
we have a vector of observations X; = (X1, Xo4, ..., Xp 1),
where p is the number of variables or components in the time
series. The multivariate time series can then be represented as:

{X1, X, X3,..., X7}

X, represents the vector of observations at time ¢, and p is
the number of variables in the multivariate time series.

Synthetic Trajectory Generation: The objective is to
generate a realistic mobility trajectory S = [y, 2o, ..., &y]
using a f-parameterized generative model G. The formulation
involves expressing the probability of the entire trajectory S
as the product of conditional probabilities for each spatial-
temporal point z, as represented by the equation:

po(S) = [ [ po(@ila1, ..., 2i1) (D
i—1

Here, py denotes the generation distribution from the gener-
ator G, and the trajectory generation process is conceptualized
as a sequential decision process.

B. Federated TimeGAN for Synthetic Trajectory Generation

The existing GAN-based methods for generating synthetic
trajectories exhibit similarities despite variations in details,
such as the choice of frameworks, training datasets, and encod-
ing methods. The common approach involves encoding trajec-
tory datasets for input into a generative network, which, using
an adversarial model, undergoes training with the prepared
datasets to generate synthetic trajectories. It is worth noting
that our solution’s trajectory generation framework is based
on a similar approach. However, unlike existing methods, our
approach does not involve collecting the data beforehand.
For our chosen GAN model, we have opted for TimeGAN
[19], which is specifically designed for generating multivariate
time series. Given that a trajectory can be considered as a
multivariate time series with latitude and longitude as spatial
dimensions, TimeGAN is well-suited for our purpose.

TimeGAN employs the autoregressive decomposition of the
joint distribution to focus on the conditionals, simplifying
the learning objective to best approximate the density at any
time. This breaks down the sequence-level goal into stepwise
objectives. The first is global, minimizing the distance between
distributions. The second is local, minimizing the sum of
distances for any time. While minimizing the former requires
a perfect adversary, minimizing the latter only needs ground-
truth trajectories, leading to a training procedure that includes
a supervised loss for adversarial learning.

TimeGAN utilizes the autoregressive decomposition of the
joint distribution: pg(S’) = I, po(&ildr, ... &im1) (1)
to focus specifically on the conditionals. This leads to the
complementary—and simpler—objective of learning a density
p(§1:t|5‘1:t,1) that best approximates pg(§1:t|k§1;t,1) at any
time ¢. This breaks down the sequence-level goal into stepwise
objectives. The first is global, minimizing the distance between
distributions. The second is local, minimizing the sum of

distances for any time. While minimizing the former requires
a perfect adversary, minimizing the latter only needs ground-
truth trajectories, leading to a training procedure that includes
a supervised loss for adversarial learning.

TimeGAN leverages the strengths of both Generative Adver-
sarial Networks (GANSs) and autoencoders to achieve this. In
TimeGAN, the GAN component allows the generator to create
synthetic data that matches the real data’s feature distribution,
thanks to the guidance of the discriminator, minimizing an
unsupervised loss:

Ly =By pnp | Y 108y | +Eayrns | log(1—31)| ()
t t

where y; and g; denote the classification of real or fake
data, respectively. This aspect ensures that the generated data
captures essential statistical characteristics.

Additionally, TimeGAN incorporates an autoencoder (an em-
bedding and recovery network) which reduces the dimension-
ality of the data to a hidden space and then reconstructs
it using these latent features. This dimensionality reduction
allows the GAN to focus on learning the temporal dynamics
within a smaller-dimensional space through minimizing a
reconstruction loss between x; and z; real and reconstructed

features:
Ly =Koy pnp [Z [|e — jt”i] 3)
t

The generator receives the actual data’s embedding se-
quences hi.;—1 and generates the next latent vector, allowing
it to learn the transition dynamics between different time
points. Gradients are computed based on a supervised loss
that measures the difference between the real conditional
distributions and the model’s distributions in the latent space:

Ls=Eg . 1np Z ||ht - g(ht—lv Zt)”; 4)
t

This approach ensures that the generator captures the step-
wise conditional distributions and temporal dependencies of
the trajectory data.

Our approach involves integrating TimeGAN into a feder-
ated learning framework as showed in Algorithm 10. First the
server broadcast the initial parameters of TimeGAN to the par-
ticipating clients. Each client independently train TimeGAN
on their local datasets. This step allows each client to capture
the unique temporal patterns present in its specific geograph-
ical region or dataset characteristics. The training involves
iteratively updating the model parameters to enhance its ability
to generate realistic synthetic trajectories. After a set number
of training iterations, each client shares its locally updated
TimeGAN model parameters with the central server. This
periodic sharing ensures that the server receives continuous
insights into the evolving trajectory patterns learned by each
client. The server aggregates the received model updates from
all participating clients. This aggregation process involves
calculating a weighted average of the model parameters, giving



each client’s contribution a proportional influence. The server
communicates the aggregated model updates back to each
client. This iterative process of sharing, aggregating, and
propagating updates continues for a predefined number of
rounds.

At the end of the federated learning process, the server
utilizes the final aggregated model parameters to generate
synthetic trajectories. This model, enriched by the collab-
orative insights from all clients, produces trajectories that
encapsulate the diverse spatio-temporal patterns learned across
the distributed datasets.

Algorithm 1 Federated TimeGAN for Synthetic Trajectory
Generation
Require: Set training period N, local training iterations L
1: Initialize local TimeGAN parameters for each client :
60.,6% 69, 69,
2: Set learning rates a(n), b(n), c(n), d(n) for discriminator,
generator, embedder, and recovery forn =1,2,... , N—1
3: forn=1,2,..., N —1do
4 forl=1to L do
Update local TimeGAN parameters:

W

& =04 +aln—1)gi(65 ")

b =05 " +b(n—1)di(05)

m=0% e(n — )ei(0%)

n=0% "+ dn — D)ri(@p )
end for

All clients send TimeGAN parameters to the server.
Calculate aggregated parameters by averaging:

B B
GA =2 b O0HA=) pifh,
j=1 j=1

B B
OpA = "pif; ORA =" ;b
j=1 j=1

9:  The server sends back aggregated parameters to all
clients
10: end for
o The server uses the final aggregated TimeGAN pa-
rameters to generate synthetic trajectories.

IV. EXPERIMENTS
A. Data

In order to experiment federated TimeGAN for synthetic
trajectory generation we use GeoLife [20]; a publicly available
dataset describing the GPS trajectories of 182 users over 4.5
years, collected using different devices (e.g., GPS receivers
and mobile phones) every 1-5 seconds or 5-10 meters.
GeoLife covers many users’ outdoor movements, from life
routines such as going home and work to entertainment and
sports activities. Each point in a GeoLife’s trajectory contains
latitude, longitude, altitude, and timestamp.

We filter out the region of interest within Beijing, China
area. We select trajectories that last less than 1 hour, which
constitutes 58% of the trajectories. We use a three-minute time
interval, resulting in 20 points for each trajectory ensuring
uniform length across all trajectories without the need for
padding. We note that our attempts to utilize the entire dataset
and standardize trajectory length through padding resulted in
significant performance degradation.

We note that for the federated part, “clients” refers to the
original GeoLife users. After preprocessing the trajectories
as described above, only a subset of these users remains,
specifically 50 clients. Each client has a different number of
trajectories, with each trajectory consisting of 20 points.

B. Metrics

In accordance with standard practice in previous work
[11]; [13], we compute the Jensen—Shannon divergence (JSD)
between two probability distributions P and @ using the
formula:

TSDPIIQ) = 3 Dict (PIM) + 3 Dicn (@QUM) )

where Dk r,(R||S) is the Kullback—Leibler divergence, defined
as:

DeuPIQ) = X Paos (57)  ©
rzeX

and M = $(P||Q) represents the midpoint distribution.

The JSD serves as a symmetric measure to evaluate the
similarity between the distributions of the following mobility
metrics in the generated trajectory data and real trajectory data:

« Distance: the daily average per trajectory travel distance

« Radius of gyration per trajectory

o Duration: the length of time spent at each location

o DailyLoc: the total number of distinct places within a

single trajectory

o G-rank: Reflects the frequency of visits to specific loca-

tions, specifically the visiting frequency of the top 100
locations

e I-rank: An individualized version of G-rank, considering

the ranking of locations for each trajectory

We discretize GPS coordinates into a grid of 250m x 250m
cells. This involves converting the continuous geographical
area into discrete units or cells, with each point of a trajectory
falling into one of these cells.

C. Baseline

We compare federated TimeGAN with:

¢ MoveSim: The original work [13] integrates three distinct
urban structures into its methodology. These structures
encompass the physical distance between all pairs of
locations, functional similarity determined by the cor-
relation between Points of Interest (POI) distributions,
and historical transitions between locations. The com-
putation of the first and third structures directly utilizes



training trajectories. However, the second structure relies
on additional POI information, which is not available in
the dataset. To ensure a fair and comparable evaluation,
MoveSim is implemented without utilizing this second
urban structure as done in [21].

o Decentralized TimeGAN: Through our experiments, we
observed that TimeGAN is designed for processing
chronologically ordered time series data. Therefore, it
cannot be efficiently trained on clients with overlap-
ping timestamps in a centralized fashion. This limita-
tion necessitates the decentralization of TimeGAN to
enable training on separate clients in parallel. So we
compare the federated TimeGAN approach where clients
collaboratively update a global model to an approach
where every client apply TimeGAN on its own dataset
to generate synthetic data in local and then we regroup
all the synthetic data of all clients (there is no parameter
sharing during the training unlike the federated setting).

D. Default Setting

All of the components (embedding network, generator, dis-
criminator and recovery) are implemented with 3-layer Long
short-term memory (LSTM) with hidden dimension of 24.
In our experiments, we have 50 clients, each with different
number of trajectories (non-iid setting). Using random search
we set the number of the federated learning rounds to 100.
The number of epochs in each client (i.e., local epochs) is
set to 5000 per round. We select 10 clients to participate at
each round. All experiments were conducted on a machine
with NVIDIA A10 graphic processing unit (GPU), 128 GB of
RAM, 32 CPU cores and 400GB of storage.

V. RESULTS AND DISCUSSION
A. Mobilty Metrics

We report the results (i.e., the JSD value for the mobility
metrics) in Table I. Both decentralized TimeGAN and feder-
ated TimeGAN demonstrate superior performance compared
to MoveSim across multiple metrics. In our evaluation, De-
centralized TimeGAN outperforms MoveSim by a significant
margin, achieving approximately 80% better performance on
average, while Federated TimeGAN shows around 50 %
improvement compared to MoveSim.

This notable performance gap could be attributed to various
factors. Firstly, MoveSim’s reported gains in the original work
might have heavily relied on leveraging auxiliary Points of
Interest (POI) information, which was intentionally omitted in
our study to ensure a fair comparison. Additionally, the more
complex model architecture of MoveSim may require a larger
training dataset. In our experiments, we utilized a dataset with
only 50 clients, whereas the original MoveSim work used 181
clients.

Moreover, Decentralized TimeGAN exhibits superior per-
formance compared to federated TimeGAN. Decentralized
TimeGAN showcases approximately 25% better performance
on average compared to Federated TimeGAN. This obser-
vation can be attributed to several factors. Decentralized

TimeGAN avoids the limitations associated with regrouping
data from all clients by individually training on each client’s
data. In contrast, federated TimeGAN shares model parameters
among clients during each round, potentially leading to model
divergence. Additionally, federated TimeGAN’s performance
is sensitive to hyperparameter tuning, such as the number of
local and global rounds, which was done through a random
search due to resource constraints. Furthermore, the non-IID
nature of client settings contributes to the performance gap,
as each client exhibits distinct mobility patterns and trajectory
distributions, posing challenges in achieving a homogeneous
learning environment.

B. Visualization

We use QGIS to plot the processed real Geolife data points
and the synthetic data from the decentralized TimeGAN,
MoveSim, and federated TimeGAN. This illustrates the com-
parison between these methods in terms of preserving the
patterns in the original trajectories.

Movesim’s data distribution (Fig. 1c) closely resembles the
real Geolife dataset, providing an accurate representation due
to its generation of exact coordinates, particularly utilizing
70% of the original Geolife data for training. However, the
privacy risk inherent in synthetic generated data is heightened
in Movesim, given that it retains the exact GPS points from the
training data. While the order and duplication of points may
differ in the generated trajectories, the presence of identical
distinct points poses an increased privacy risk.

Despite its visually accurate representation, Movesim’s
metrics does not surpass those of decentralized TimeGAN.
This discrepancy arises from the fact that these metrics are
trajectory-based, and even if the distinct points match, the
generated trajectories differ.

In contrast, Federated TimeGAN and Decentralized
TimeGAN create new trajectories with novel points, resulting
in visualizations that deviate from the original data. Fig. 1d
suggests that certain clients have a more pronounced influence
on the training process, possibly attributed to the non-iid
setting with distinct distributions of trajectories and mobility
patterns across clients.

VI. CONCLUSION

In conclusion, this paper introduces a federated version of
TimeGAN for trajectory generation, aiming to ensure privacy
preservation in data synthesis. Our comprehensive evaluations
reveal that the proposed federated TimeGAN performs com-
parably to our mentioned baseline, laying the groundwork for
privacy-preserving trajectory generation. However, it is evident
that there is room for improvement, particularly in addressing
non-IID aspects and fine-tuning parameters. Additionally, our
findings highlight the efficacy of decentralized TimeGAN,
suggesting its potential application for local data augmentation
and addressing data imbalances among clients, especially in
non-IID scenarios for other federated learning tasks.

Looking forward, our future work will delve into refining
the federated TimeGAN model by tackling non-IID challenges



TABLE I: Performance comparison of our model and baselines on geolife dataset, where lower results are better.

Distance | Radius of gyration | Duration | DailyLoc | G-rank I-rank

Decentralized TimeGAN | 0.05922 0.04077 0.02104 0.18193 0.0084 | 0.03925
MoveSim 0.46628 0.35962 0.06477 0.48256 | 0.01764 | 0.0734
Federated TimeGAN 0.15438 0.38221 0.03796 0.36198 | 0.06871 | 0.03404

AT RN

(b) Decentralized TimeGAN

(d) Federated TimeGAN

(c) Movesim

Fig. 1: Real and generated data distribution

and optimizing hyperparameters. Furthermore, we plan to
extend the scope of our research to semantically enriched tra-
jectories, acknowledging the multivariate nature of TimeGAN.
The privacy aspect will be scrutinized further through attack
simulations, and we aim to enhance privacy guarantees by
exploring the incorporation of differential privacy.
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