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A B S T R A C T   

Understanding and managing the health effects of Nitrogen Dioxide (NO2) requires high resolution spatiotem-
poral exposure maps. Here, we developed a multi-stage multi-resolution ensemble model that predicts daily NO2 
concentration across continental France from 2005 to 2022. Innovations of this work include the computation of 
daily predictions at a 200 m resolution in large urban areas and the use of a spatio-temporal blocking procedure 
to avoid data leakage and ensure fair performance estimation. Predictions were obtained after three cascading 
stages of modeling: (1) predicting NO2 total column density from Ozone Monitoring Instrument satellite; (2) 
predicting daily NO2 concentrations at a 1 km spatial resolution using a large set of potential predictors such as 
predictions obtained from stage 1, land-cover and road traffic data; and (3) predicting residuals from stage 2 
models at a 200 m resolution in large urban areas. The latter two stages used a generalized additive model to 
ensemble predictions of three decision-tree algorithms (random forest, extreme gradient boosting and categorical 
boosting). Cross-validated performances of our ensemble models were overall very good, with a ten-fold cross- 
validated R2 for the 1 km model of 0.83, and of 0.69 for the 200 m model. All three basis learners participated in 
the ensemble predictions to various degrees depending on time and space. In sum, our multi-stage approach was 
able to predict daily NO2 concentrations with a relatively low error. Ensembling the predictions maximizes the 
chance of obtaining accurate values if one basis learner fails in a specific area or at a particular time, by relying 
on the other learners. To the best of our knowledge, this is the first study aiming to predict NO2 concentrations in 
France with such a high spatiotemporal resolution, large spatial extent, and long temporal coverage. Exposure 
estimates are available to investigate NO2 health effects in epidemiological studies.   

1. Introduction 

According to The Lancet Commission on pollution and health, air 
pollution caused 6.7 million deaths in 2019, with increasing figures for 
deaths attributable to ambient air pollution (Fuller et al., 2022). Nitro-
gen dioxide (NO2), one of the most noxious gaseous pollutants, is 
thought to affect health both directly and indirectly via its role in fine 
particulate matter 2.5 (PM2.5) and ozone formation. Exposure to NO2 

has been demonstrated to raise the risk of a wide range of major dis-
orders, from asthma to low birth weight or reduced cognitive function 
(Dominski et al., 2021; Mainka and Żak, 2022). Based on such a negative 
evaluation of the impact of NO2 on health, the WHO recommends a 
maximum annual concentration of 10 μg/m3 (World Health Organiza-
tion, 2021). 

Having a lifetime of just a few hours (Pommier, 2023), NO2 shows 
relatively large spatial and temporal gradients. This is especially 
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important for urban areas (Wang et al., 2020), where a large proportion 
of individuals live around some of the major sources of NO2. In epide-
miological studies, imprecise NO2 concentrations may lead to a number 
of issues. For both time-series and long-term exposure studies, large 
uncertainties in effect estimates have been reported when low spatial 
and temporal resolution concentrations were used (Richmond-Bryant 
and Long, 2020; Sellier et al., 2014). Spatial error in particular may 
negatively bias effect estimates, and positively bias effect estimates 
when the variance of error correlates with the exposure (Rich-
mond-Bryant and Long, 2020). Therefore, to reduce measurement error 
in epidemiological studies and better understand health effects related 
to NO2, it is paramount to obtain NO2 concentration maps at a high 
spatio and temporal resolution. However, monitoring stations are 
scarce, even in developed countries, and monitors tend to be clustered in 
cities, which makes it difficult to estimate NO2 exposure for suburban 
and rural populations. Even in cities, NO2 monitors are often too sparse 
to properly capture the spatial variation in NO2 concentration. 

One popular approach to estimate NO2 concentrations outside 
monitoring stations is to use geostatistical learning. Recently, some have 
used flexible machine learning algorithms such as tree-based methods 
(e.g. random-forest and extended gradient boosting procedures) to learn 
the spatio-temporal relationships between pollutants at monitoring 
stations and related variables, and in turn predict concentrations of 
ambient air pollutants outside monitor areas, with overall good pre-
dictive accuracy. A hybrid model ensembling predictions from individ-
ual learners could potentially improve model performance. Previous 
studies have obtained good performance accuracy after employing these 
procedures to calculate relatively highly resolved predictions of NO2 
concentration in countries (de Hoogh et al., 2019: R2 = 0.58–0.73; Di 
et al., 2020: R2 = 0.79), large regions (Pan et al., 2021: R2 = 0.72) or 
cities (He et al., 2023: R2 = 0.66–0.87; Zhang et al., 2021: R2 = 0.77), 
with relatively high spatial and temporal resolution, and with good 
performance accuracy. 

Despite these notable advances, only a few exposure models have 
provided high-quality NO2 concentrations over large spatial areas. First, 
less than a handful of studies have calculated predictions of NO2 con-
centrations at a spatial resolution of 200 m or lower (de Hoogh et al., 
2019; He et al., 2023; Zhang et al., 2021). But estimating intra-urban 
variation in NO2 with precision would be paramount given the large 
proportion of the population living in cities and the strong spatial and 
temporal gradients of NO2. Second, some exposure models only pro-
duced annual predictions (de Hoogh et al., 2018). Such models are not 
well suited for research investigating critical windows of exposure to air 
pollution, as is the case in mother child cohort studies (Guilbert et al., 
2023; Hough et al., 2023). Third, very few studies have reported the use 
of a specific procedure for model performance evaluation that takes into 
account the spatio-temporal dependencies of monitor data (Hough et al., 
2021; Just et al., 2020; Shtein et al., 2020). Failure to do so is a potential 
source of overfitting, the artificial inflation of a model’s performance 
(Meyer and Pebesma, 2022; Roberts et al., 2017). 

In an effort to improve exposure assessment methods for their 
application in environmental epidemiology, we predicted daily NO2 
concentration at a 1 km resolution in France from 2005 to 2022, and 
improved predictions to a 200 m resolution in large urban areas. We 
used an ensemble of decision-tree-based algorithms (random forest, 
extreme gradient boosting and categorical boosting), and a large set of 
potential predictors of NO2 concentrations. We computed the predictive 
accuracy of our models using a blocking scheme that takes into account 
spatio-temporal dependencies. 

2. Material and methods 

2.1. Data 

2.1.1. Study domain and model grids 
Continental France covers a roughly hexagonal area of 542,973 km2 

in Western Europe. The population is about 64.5 million, where about 
20% of the population is rural, and 37% live in towns and small cities 
with fewer than 500,000 residents (Insee, 2023). 

For this study, we ran one model per year, based on raster grids 
covering continental France. All years could not be modeled together 
due to incurring computational costs. Our 1 km grid was derived from 
the 2022 MOD09GA product (Vermote and Wolfe, 2015), covering 
591869 km2, to which we added a third temporal dimension of 365 days 
(or 366 for leap years). To obtain a 200 m resolution grid covering large 
urban areas, we first selected the 118 French towns with a population 
larger than 50,000 inhabitants (Hough et al., 2020) as per the 2020 
census (Insee, 2023) (obtained from https://www.observatoire-des-t 
erritoires.gouv.fr/outils/cartographie-interactive/). The location of 
each area was obtained from https://www.data.gouv.fr/fr/datasets 
/decoupage-administratif-communal-francais-issu-d-openstreetmap/, a 
government database using data reconstructed from OpenStreetMap. 
This dataset was subsequently merged with our 1 km grid, and down-
scaled to a finer 200 m grid. 

2.1.2. Outcome variable: NO2 concentration at monitor stations 
NO2 concentrations were obtained as vector points at monitor sta-

tions from The French National Institute for Industrial Environment and 
Risks (INERIS, n.d.). Monitors report hourly NO2 concentrations 
everyday. NO2 concentrations were determined by the chimilumi-
nescence method or the cavity attenuated phase shift (CAPS) technique. 
The detection limit was 3.824 μg/m3. Values higher than 499.032 μg/m3 

were subject to further investigations to confirm their validity. Finally, 
all values that were equal to or higher than the negative detection limit 
were accepted as such, and other values were invalidated (LCSQA, n.d.). 
Over the course of the study period, the average number of NO2 moni-
tors was of 423 per year (range: 357 to 487) and tended to decrease over 
time. After indexing each monitor to the containing 1 km and 200 m grid 
cells, we found that the number of grid cells that include NO2 observa-
tions was of 414 per year (range: 350–478) for the 1 km grid, and of 197 
per year (range: 177–227) for the 200 m grid. We indexed each monitor 
to the containing 1 km and 200 m grid cell and calculated daily mean 
NO2 for days with at least 18 hourly observations. To limit the impact of 
instrument malfunctions and rare events, and given measurement dis-
tribution, we considered daily NO2 concentrations >210 μg/m3 as 
outlier values. 

2.1.3. Predictors 
All variables below were added as raster layers to our originalHough 

et al., 2023 1 km raster grids. Where appropriate, we also state which 
variables were added as raster layers to our 200 m grids. Each raster 
layer was resampled to fit our grids (using nearest neighbor resampling). 

2.1.3.1. Proxys of NO2 concentrations. To improve model prediction 
accuracy, we used NO2 concentrations proxies, such as NO2 satellite data 
obtained from Ozone Monitoring Instrument products, previously 
modeled NO2 data from the Copernicus Atmospheric Data Service, and 
estimations of NOx emissions. 

We used total column densities of NO2 from earthshine radiances 
measured by the Ozone Monitoring Instrument (OMI), aboard the EOS- 
Aura satellite (level 3) (Bucsela et al., 2006). The temporal resolution of 
OMI data product is of one day, and its spatial resolution is of 0.25◦

latitude x 0.25◦ longitude (equivalent to 27.75 km near the equator). 
Measurement values are in number of molecules per cm2. Negative 
measurement values were removed from the original dataset. 

We acquired NO2 column simulations from Copernicus Atmosphere 
Monitoring Service (CAMS), a reanalysis data set (Inness et al., 2015). 
The CAMS data for NO2 rely on observations from multiple satellites, 
combined with state-of-the-art computer models. CAMS NO2 columns 
were obtained daily with a spatial resolution of 0.75◦ latitude × 0.75◦

latitude (equivalent to 83.25 km near the equator), and at a 3 h interval. 
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Averaged daily values were calculated for each grid cell. 
We extracted total NOx emissions for each French town, averaged for 

each trimester of the years 2004, 2007 and 2012 (Inventaire National 
Spatialisé, n.d.). NOx emission datasets cover various domains such as 
agriculture, household, industry, traffic and wood smoke emissions. We 
used Ordinary Kriging to fill in space between towns’ centroids. We 
assumed values to be constant from one measurement date to the next, 
and from 2012 to 2022. 

2.1.3.2. Meteorological variables. Meteorological parameters such as 
wind, rain, and temperature affect surface NO2 concentrations. We ob-
tained hourly meteorological parameters at approximately 30 km spatial 
resolution from the Copernicus Climate Change Service ERA5 reanalysis 
(Hersbach et al., 2020). For each day, we used 13 meteorological pre-
dictors: boundary layer height at 0:00 (blh 00) and 12:00 (blh 12) UTC, 
total precipitation (tp), mean and standard deviation of 2 m air tem-
perature (t2m mean and t2m sd), mean 2 m dewpoint temperature 
(d2m), mean surface pressure (sp), mean u- and v-components of 10 m 
wind speed (u10 and v10), mean total cloud cover (tcc), mean total 
evaporation (e), mean surface solar radiation (ssr) and mean snow al-
bedo (asn). 

2.1.3.3. Elevation. Topography can determine the dispersion and 
deposition of NO2. We obtained elevation data from the Global Multi- 
Resolution Terrain Elevation Dataset 2010 (Earth Resources Observa-
tion And Science (EROS) Earth Resources Observation And Science 
Center, 2017), with an original 7.5-arc-second spatial resolution 
(approximately 225 m). Elevation was added as a raster layer to both our 
1 km and 200 m grids. 

2.1.3.4. NDVI. Normalized difference vegetation index (NDVI) is a 
widely used indicator for vegetation coverage. Vegetation can represent 
the absence of traffic or the presence of agriculture, and can influence 
the deposition and dispersion of air pollutants, including NO2. We ob-
tained NDVI data from the MODIS data product MOD13A3 every 30 
days at a 1 km resolution from the USGS EarthExplorer website (Didan 
et al., 2015). We also extracted NDVI from the MODIS data product 
MOD13Q1 every 16 days at a 250 m resolution. NDVIs from MOD13A3 
were added as raster layers to our 1 km grid, and NDVIs from MOD13Q1 
were added to our 200 m grids. 

2.1.3.5. Corine land cover. The 100 m European Corine Land Cover file 
(Bossard et al., 2000)was released in 2020 as a first update of final 
version 20, and downloaded for the reference years 2000, 2006, 2012, 
2018. Each file covers 6 years of land use. From the 44 land classes 
available, six main groups were extracted: residential (Corine class = 1 
& 2; RES), industry or commercial (3; IND), urban green (10; URBGR), 
total built up (1–9; BUILT), agriculture (12–22; AGR) and semi-natural 
and forest (23–41; NAT). The percentage of each land use variable 
was calculated within each cell of our 1 km and 200 m grids. 

2.1.3.6. Population density. NO2 concentration directly results from 
anthropogenic behaviours, which was our rationale to include popula-
tion density as a predictor of NO2 concentration. A map of population 
density was obtained from the gridded population of the world website 
from an approximately 1 km grid for the years 2005, 2010, 2015, 2020 
(Doxsey-Whitfield et al., 2015). 

2.1.3.7. Distance to the nearest highly populated cell. As per the World 
Bank, a threshold of 1500 inhabitants per 1 km2 identifies cities with a 
high degree of urbanization (Dijkstra et al., 2020). We reasoned that a 
short distance to dense areas may be linked to higher NO2 concentra-
tions (e.g. because of highly congested traffic). 

2.1.3.8. Road density. Road density is a proxy for total traffic volume, 

and thus is related to traffic emissions. We obtained road networks for 
four types of roads from the Institut National de l’Information 
Géographique et Forestière (IGN): Autoroutes, Nationales, 
Départementales, Other; i.e. Motorways, Primary roads, Secondary 
roads and Tertiary roads, respectively (IGN, 2021). The original data 
sets were line vectors obtained on a yearly basis. From these, we 
calculated the total length of roads in each grid cell of our 1 km and 200 
m grids. 

2.1.3.9. Intersections. Road intersections are proxies for cars idling, and 
again should be related to traffic emissions. These were obtained from 
the IGN database and defined as a node where 3 or more roads connect 
(IGN, 2021). From these, we calculated the total number of intersections 
in each cell of our 1 km and 200 m grids. 

2.1.3.10. Distance to the nearest road and intersection. We adopted the 
same reasoning as for population density (see above): a short distance to 
a road or intersection may be linked to greater NO2 concentrations 
because of a more congested traffic. For each grid cell, we therefore 
calculated the shortest distance from the cell centroid to the nearest road 
(for each road type), and to the nearest road node. 

2.1.3.11. Railway tracks. The original datasets were line vectors ob-
tained on a yearly basis from the IGN data service (IGN, 2021). From 
these, we calculated the length of electrified and non-electrified railway 
tracks in each cell of our 1 km and 200 m grids. 

2.1.3.12. Train stations. Location of both passenger and freight train 
stations were obtained from the IGN data service on a yearly basis (IGN, 
2021). From these, we calculated the number of train stations in each 
cell of our 1 km and 200 m grids. 

2.1.3.13. Night-time light. Night-time light serves as a proxy for overall 
economic activity (Mellander et al., 2015), but also provides a measure 
of night-time traffic, and thus is indirectly related to NO2 emissions. We 
acquired night-time light from the Defense Meteorological Satellite 
Program-Operational Linescan System (DMSP-OLS) before 2013 and 
from the Visible Infrared Imaging Radiometer Suite (VIIRS) from 2014 
onward. These are generated by the Earth Observation Group, and were 
obtained from the U.S. National Oceanic and Atmosphere Administra-
tion (NOAA) website (Earth Observation Group, n.d.). These data 
products are cleaned prior to averaging by removing stray light, light-
ning, lunar illumination and cloud-cover. VIIRS data are also cleaned to 
screen out lights from aurora, fires, boats, and other temporal lights, and 
background (non-light) values, as well as outliers. We used annual 
average nighttime light, with a spatial resolution of 1 km (DMSP), and 
500 m (VIIRS). 

2.1.3.14. Time and space. Latitudes and longitudes were extracted at 
the centroids of each cell of our 1 km and 200 m grids, and added as 
raster layers to both grids. Ordinal date (to capture long-term trends), 
day of the week (to capture commuting and business activity) and 
month of the year (to capture seasonal trends) were also included as 
raster layers for both the 1 km and 200 m grids. 

Supplementary Table 1 summarizes data availability, spatial and 
temporal resolution, and missingness-filling strategy for all of our 
predictors. 

2.2. Modeling stages 

We implemented our modeling strategy in three stages: (1) filling 
gaps in OMI data; (2) predicting daily NO2 concentration at a 1 km 
spatial resolution based on a large set of predictors, including predicted 
OMI data from stage 1; and (3) increasing spatial resolution to 200 m in 
large urban areas. We chose to use three decision-tree-based algorithms, 
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namely random forest (RF) (Kamińska, 2018), extreme gradient boost-
ing (XGB) (Just et al., 2020), and categorical gradient boosting (catB) 
(Bouguerra et al., 2023), based on their better performance on pre-tests 
compared to other models such linear mixed models, Gaussian Markov 
Random Fields (GMRF), support vector machines and neural networks. 
A description of the decision-tree-based algorithms and their main 
hyperparameters is provided in the Supplementary Materials (Supple-
mentary Methods). 

2.2.1. Stage 1: filling gaps in OMI data 
Missing OMI data occurred due to cloud cover or instrument mal-

function. For each year of the study period, we estimated the daily 
density of NO2 measured by OMI satellite at a 1 km spatial resolution, 
using a RF model with the equation: 

OMIY
st = f

(
CAMSY

st , xs, ys,wdayY
t , ydayY

t ,monthY
t
)
+ εY

st (1)  

where for each year Y (2005, …, 2022), OMIY
st is the NO2 density at OMI 

observed at 1 km grid cell s (1, …, 591869) on day t (1, …, number of 
days in year Y); CAMSY

st is the NO2 density reconstructed with the CAMS 
methodology; xs and ys are spatial coordinates of cell s; wdayY

t , ydayY
t ,

monthY
t , are, respectively, the day of the week, the day of the year, and 

month of year on day t; and εY
st is the error at cell s on day t. 

The main parameters of the random forest model were num.trees =
500, mtry = 2, min.node.size = 5, splitrule = variance, which are the 
default parameters of the ranger R function. A random subset of 80% of 
data was used for training and the remaining 20% of data were used for 
testing the model. Finally, we predicted OMI data over the entire dataset 
using the above-mentioned set of predictors and fitted model. 

2.2.2. Stage 2: predicting daily NO2 concentrations at a 1 km spatial 
resolution 

We then estimated daily NO2 concentrations at a 1 km spatial reso-
lution across France. We trained a catB, a XGB, and a RF, with the 
equation: 

NO2Y
st = f

(
OMIY

st,X
Y
1st,…,XY

38st , xs, ys,wdayY
t , ydayY

t ,monthY
t
)
+ εY

st (2)  

where for each year Y (2005, …, 2022), NO2Y
st is the NO2 concentration 

at 1 km grid cell s (1, …, 591869) on day t (1, …, number of days in year 
Y); OMIY

st , xs, ys, wdayY
t , ydayY

t ,monthY
t , are as in equation (1); XY

1st ,…,

XY
38st are the value for the NOx predictor, and each of the predictors in 

chapter 1.1.3.2. to 1.1.3.13. (inc. meteorological, land-cover, anthro-
pogenic predictors etc …) at cell s on day t; and εY

st is the error at cell s on 
day t. 

We trained each basis learner (catB, XGB, RF) yearly, yielding 54 
base models (3 models × 18 years; mean observations per year =
141,358; range 123,881 to 161,172). Predictors were scaled to have a 
similar range. We used the base models to predict NO2 for the 591,869 
km × 365 days (or 366 for leap years) 1 km grid cell-days of the study 
domain (i.e. 216,032,185 cell-days, or 216,624,054 for leap years).  

To minimize computational time to search for best hyperparameters 
of the three basis learners, we used a resampling “adaptive” scheme that 
was found effective at finding reasonable values of tuning parameters in 
a more computationally effective way (Kuhn, 2014). 

We then used an ensemble of the above-mentioned algorithms to 
predict NO2 concentrations. Such an ensemble modeling procedure 
usually enables a slight gain in performance accuracy, but mostly en-
sures model robustness and independence by adding a cross-validation 
step, while maximizing the chances that one of the models would cap-
ture variations that the others had not. We used annual generalized 
additive models (GAM) that weight the basis learners according to 
spatiotemporal variations in their performance. Specifically, we used 
smooths that allowed the weight for each base learner’s predictions to 
vary smoothly over space and time, using a tensor product of penalized 

cubic regression splines of the spatial coordinates and the temporal 
index of each grid cell: 

NO2Y
st = te(xs, ys, t)catBY

st + te(xs, ys, t)XGBY
st + te(xs, ys, t)RFY

st + εY
st (3)  

where for each year Y (2005, …, 2022), NO2Y
st is the NO2 concentration 

at 1 km grid cell s (1, …, 591869) on day t (1, …, number of days in year 
Y); te

(
xs, ys, t

)
is the tensor product of penalized cubic regression splines 

of the spatial coordinates of cell s (xs and ys) and the temporal index t; 
catBY

st ,XGBY
st ,RFY

st are, respectively, the predicted NO2 concentration at 
cell s on day t from a catB, XGB, and RF; and εY

st is the error at cell s on 
day t. 

2.2.3. Stage 3: increasing spatial resolution to 200 m across large urban 
areas 

Third, we increased the spatial resolution of our predictions to 200 m 
over large urban areas by leveraging predictions obtained at the 1 km 
stage. We started by associating each 200 m grid cell with 1 km NO2 
predictions obtained from stage 2 by interpolating the 1 km predictions 
to the 200 m grid centroids. Next, we calculated the residuals for all 200 
m grid cell-days with a monitoring station. The averaged number of 
observations per year was of 66,651 (range 61,364 to 74,988). We 
trained a catB, a XGB, and a RF to predict residuals at monitor stations 
with the equation: 

RY
ij = f

(
NO2pY

ij ,Elevationi,NDVIY
ip,CLCY

ily,TrafficY
ig, xi, yi,wdayY

j , ydayY
j ,

monthY
j

)
+ εY

ij

(4)  

where for each year Y (2005, …, 2022), RY
ij is the residual of the 1 km 

ensemble model associated with 200 m grid cell i on day j; NO2pY
ij is the 

1 km NO2 ensemble prediction associated with 200 m grid cell i on day j; 
Elevationi is the elevation of cell i; NDVIY

ip is the NDVI of cell i for the time 
period p in which day j falls; CLCY

ily is the fraction of cell i occupied by 
each of the 6 corine land cover groups l in the CLC inventory year y, 
preceding and closest to day j; TrafficY

ig is the density of each traffic- 
related group g (motorways, primary, secondary, tertiary roads, road 
nodes, train stations, electrified and non-electrified railway tracks) in 
cell i, xi and yi are the spatial coordinates of cell i; wdayY

j ,ydayY
j ,monthY

j , 
are, respectively, the day of the week, the day of the year, and month of 
year on day j; and εY

ij is the error for cell i on day j. 
We used the base models to predict the residuals for the 230,904 cells 

× 365 days (or 366 for leap years) 200 m grid cell-days of the study 
domain (i.e. 84,279,960 cell-days, or 84,510,864 for leap years). 

Predictors were scaled to have similar range. We trained each basis 
learner yearly, yielding again 54 base models. To minimize computa-
tional time due to the search of best hyperparameters, again we used a 
resampling “adaptive” scheme (Kuhn, 2014). 

We then ensembled the predictions using annual generalized addi-
tive models (GAM) weighing the base learners according to spatiotem-
poral variations in their performance. Specifically, we used smooths that 
allowed the coefficient for each base learner’s predictions to vary 
smoothly over space and time, using a tensor product of penalized cubic 
regression splines: 

RY
ij = te(xi, yi, j)catBY

ij + te(xi, yi, j)XGBY
ij + te(xi, yi, j)RFY

ij + εY
ij (5)  

where for each year Y (2005, …, 2022), RY
ij is the residual of the 1 km 

ensemble model associated with 200 m grid cell i (1, …, 230904) on day 
j (1, …, number of days in year Y); te

(
xi, yi, j

)
is the tensor product of 

penalized cubic regression splines of the spatial coordinates of cell i (xi 

and yi) and the temporal index j; catBY
ij ,XGBY

ij ,RFY
ij are, respectively, the 

predicted residual at cell i on day j from a catB, XGB, and RF; and εY
ij is 
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the error at cell i on day j. 

2.3. Cross-validation scheme for stages 2 and 3 

One of the main drawbacks of flexible, complex machine learning 
algorithms such as gradient boosting and random forest is that they are 
prone to overfitting. Fair performance accuracy is ensured by preventing 
any information leakage between data used to train the model and data 
used to test the model. This implies that the model is evaluated on data 
that is not spatially and temporally correlated with the training data 
(Just et al., 2020; Meyer and Pebesma, 2022; Roberts et al., 2017). 
Special care must be taken in case of air pollution monitors which are 
highly clustered. In such a case, evaluating the model with a 
sample-based cross-validation scheme, where training and testing ob-
servations are picked up randomly, risks information leakage and tends 
towards error underestimation. 

A “blocking” procedure forces testing on data that are spatially and 
temporally distant from training data. In time-based cross-validation, 
information leakage is prevented by removing training observations that 
are temporally close to testing observations. In site-based cross-valida-
tion, information leakage is prevented by removing training observa-
tions that belong to the same monitoring site as testing observations. In 
city-based cross-validation, information leakage is prevented by 
removing training observations that are spatially close to testing ob-
servations that belong to the same city. Methods can also be combined. 
For instance, with spatial and temporal buffer cross-validation, for each 
testing observation, some past and future training observations at that 
location are removed, and observations within a certain distance from 
the location are also removed. Blocking however presents the notable 
risk of reducing the length of the training dataset, thereby restricting the 
learning abilities of the algorithm. Roberts et al. recommend using as 
many cross-validation folds as computationally feasible, and blocks that 
are “no larger than necessary considering the grain and extent of anal-
ysis and the spatial scale of patterning of environment” (Roberts et al., 
2017). To predict daily NO2 concentrations at a 1 km spatial resolution 
(stage 2) and when increasing spatial resolution to 200 m across large 
urban areas (stage 3), we chose a spatio-temporal blocking scheme of 2 
kms and 5 days. That is, we excluded observations from the training set 
if they were within a radius of 2 kms and a temporal distance of 5 days to 
any observations in the testing set (Spatial and temporal buffer 
cross-validation, Supplementary Fig. 1). With this procedure, training 
occurred on 52–84% of the available data (across folds). 

An advantage of using an ensemble procedure is that the cross- 
validation relies on a further training step, which makes the predictive 
accuracy more robust to extrapolation. We used a 10 (outer) folds cross- 
validation procedure, to which we added a further 5 (inner) folds cross- 
validation. This procedure ensured that the two sets of cross-validated 
predictions from each basis learner, used to subsequently train vs. test 
the ensemble, are obtained from training on independent data. Details 
on the cross-validation procedure are reported in Supplementary Fig. 2. 

2.4. Assessment of model performance 

To compare the performance between the basis learners and en-
sembles over the study period and across each area (urban vs. peri-urban 
vs. rural areas), we used the following metrics.  

- root mean squared error (RMSE), the square root of the mean 
observed differences between the observed and predicted values of 
NO2, considered a summary measure of prediction error;  

- coefficient of determination (R2), which reflects the fraction of 
spatiotemporal variation in NO2 captured by a model;  

- mean absolute error (MAE), which reflects the typical difference 
between a model’s predictions and measured concentration of NO2. 

We also evaluated whether each algorithm was better at predicting 

the spatial vs. temporal variability of NO2 concentrations. To do so, we 
extracted spatial and temporal metrics as described by Kloog et al. 
(2011). 

Overall temporal metrics are calculated by regressing Delta Observed 
against Delta Predicted, where: Delta Observed is the difference between 
the observed NO2 concentration at place p and day t and the annual 
mean NO2 at place p; and Delta predicted is defined similarly for the 
predicted NO2 concentrations. Overall spatial metrics are calculated by 
regressing the annual mean observed NO2 concentration at place p 
against the annual mean predicted NO2 concentration at place p. We 
report the spatial and temporal RMSE and R2, as well as the spatial and 
temporal slope and intercept. The slope is the coefficient from the linear 
regression between observed and predicted NO2, and represents the 
multiplicative bias of the model; the intercept of the linear regression 
between observed and predicted NO2 represents the additive bias. 

2.5. Variable importance 

Variable importance is a measure of the importance of a predictor in 
a model’s predictive performance. Variable importance was computed 
for each of the predictors in stages 1, 2 and 3. For catB, we used the 
“PredictionValuesChange” metrics which measures by how much on 
average the prediction changes if the feature value changes. For XGB, we 
used the “gain” metrics, which is based on the training error reduced by 
each split across all trees. For RF, we used the “impurity” metrics, which 
is based on the sum of all the differences in response variance between 
nodes pre vs. post split where the feature of interest is used. 

2.6. Final predictions of NO2 concentrations 

In stages 2 and 3, we refitted a single model on all available data, and 
used this model to get predictions for the entire grid (Kuhn and Johnson, 
2013). With this approach, the models are trained using all available 
data. Another approach would have not refitted a model on all available 
data, but instead would have used the individual models from the 
cross-validation procedure to get the final predictions (Hastie et al., 
2009). Yet, with such an approach, (1) training would not have occurred 
on the complete dataset, compromising the sufficiency principle that all 
available data have been used for training (Roberts et al., 2017); (2) the 
computation time would have increased dramatically. 

For large urban areas, we obtained our final ensemble 200 m pre-
dictions by adding stage 2 predictions with stage 3 predictions. For non- 
urban areas, our final ensemble 1 km predictions were simply stage 2 
predictions. We computed maps of NO2 concentrations averaged over 
example years (2005, 2013, 2022). We also computed maps on example 
days (on the 18th of February in 2005, 2013 and 2022). Finally, we 
computed a, map showing areas where predicted NO2 concentrations, 
averaged over year 2022, exceeded the WHO threshold of 10 μg/m3. 

For this analysis, we used R version 4.1, and packages sf (Pebesma 
et al., 2023a), stars (Pebesma et al., 2023b), caret (Kuhn et al., 2023), 
ranger (Wright et al., 2023), xgboost (Chen et al., 2023), catboost 
(Prokhorenkova et al., 2018), and mgcv (Wood, 2023). 

3. Results 

3.1. Stage 1: filling gaps in NO2 OMI data 

Overall, total column density of NO2 was present for 70% of the 1 km 
cell-days in the study domain (range over years 2005–2022: 60%–92%). 
Mean total column density of NO2 from earthshine radiances measured 
by OMI over continental France for the years 2005–2022 was 2.7 × 1015 

molecules/cm2 (range: 2.2 to 3.6 × 1015 molecules/cm2). R2 obtained 
on the testing sets for the RF ranged from 0.93 in 2022 to 0.97 in 2013. 
Mean RMSE was of 0.66 × 1015 molecules/cm2 (range: 0.48 to 1.06 ×
1015 molecules/cm2), and mean MAE was of 0.37 × 1015 molecules/cm2 

(range: 0.31 to 0.50 × 1015 molecules/cm2). Impurity-based variable 
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importance assessment revealed that NO2 predicted by CAMS method-
ology was the strongest predictor, followed by the day of the year, 
longitude and latitude (Supplementary Table 2). 

3.2. Stage 2: predicting daily 1 km NO2 with three basis learners and 
ensembling the predictions 

3.2.1. Data at monitor stations 
NO2 monitors were highly clustered (Fig. 1A). Over the study period, 

mean NO2 concentration was of 22.8 μg/m3 (SD = 17.7) and tended to 
decrease over years, with fluctuations in warm vs. colder seasons 
(Supplementary Fig. 3). Over the study period, mean NO2 concentra-
tions were lower in rural areas compared to periurban and urban areas 
(mean NO2 concentration = 9.6 μg/m3 (SD = 9.5) in rural areas, 20.2 
μg/m3 (15.2) in periurban areas, and 25.5 μg/m3 (17.8) in urban areas; 
Fig. 1B). Note however, that the number of monitors was significantly 

lower in rural areas compared to periurban and urban areas (Fig. 1C). 

3.2.2. Predictions of NO2 concentration 
Supplementary Fig. 4 shows NO2 concentrations at a 1 km resolution, 

averaged over 2005–2022, predicted by each basis learner and the GAM 
ensemble. The GAM ensemble predictions resemble those of the basis 
learners. NO2 concentrations are high in cities and on major road axes. 
NO2 concentrations decreased over time, both in cities and major road 
axes (Supplementary Fig. 5). 

Supplementary Fig. 6 shows the weights of each basis learner in the 
GAM ensemble when predicting NO2 concentrations across France on 
the 30th of January in three different years (2005, 2013 and 2022). The 
relative importance of the basis learners in the GAM ensemble varied 
over space and time, but XGB predictions usually had the highest 
weights (mean weight: 0.55), followed by RF (0.31), and catB (0.19) 
(Supplementary Table 3). However, there were areas where XGB was 

Fig. 1. Observed NO2 concentration across France, 2005–2022. 
A. Distribution of NO2 monitoring stations across the country. Note that monitoring stations are highly clustered. 
B. Mean NO2 concentrations (μg/m3), stratified by type of area (urban vs. periurban vs. rural). Note the decrease in mean NO2 concentrations in urban, periurban and 
rural areas 
C. Number of monitors per year, stratified by type of area (urban vs. periurban vs. rural). Note the decrease in the number of monitors in urban and periurban areas. 
Also note the small number of monitors in rural areas. 
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only slightly involved in the GAM ensemble (range of weights: 0.03 to 
0.92). Great variations in weights were also observed for catB (range: 
− 0.31 to 0.81) and RF (range: − 0.40 to 1.14) (Supplementary Table 3). 

3.2.3. Cross-validated performance 
Table 1 shows the average cross-validated performance of the basis 

learners and GAM ensemble for the 1 km predictions. Overall, XGB was 
the most accurate basis learner (RMSE = 7.04 μg/m3; R2 = 0.82; MAE =
5.01 μg/m3), followed by RF, with catB the least accurate (Table 1). The 
GAM ensemble slightly improved overall performance (RMSE = 6.98 
μg/m3; R2 = 0.83; MAE = 4.92 μg/m3). The basis learners and GAM 
ensemble captured variation in NO2 concentration between locations 
better than day-to-day variation at individual locations (GAM ensemble 
spatial R2 = 0.97, temporal R2 = 0.62; GAM ensemble spatial RMSE =
1.94 μg/m3, temporal RMSE = 9.89 μg/m3). 

Model performance varied according to the location of monitors 
(urban vs. periurban vs. rural). Overall, performance accuracy as 
measured by the R2 was higher in urban areas than in periurban or rural 
areas (Fig. 2). RMSE and MAE decreased over years (Fig. 2). RF per-
formed better than XGB and the GAM ensemble in rural areas (Fig. 2). In 
periurban and urban areas, the GAM ensemble performed better than RF 
and catB, and slightly better than XGB (Fig. 2). 

Over the study period, yearly performances fluctuated around an 
averaged R2 of about 0.80, while RMSE and MAE decreased over time 
(Supplementary Table 4). Each model yielded better spatial than tem-
poral performance (Supplementary Table 4). 

3.2.4. Variable importance 
Important variables in predicting 1 km NO2 concentrations differed 

according to the basis learners (Fig. 3). Most important predictors for 
catB were standard deviation of 2 m air temperature (t2m sd), tertiary 
road density, and percentage of agriculture areas (AGR); most important 
predictors for XGB were light at night, NDVI, and population density; 
and most important predictors for RF were t2m sd, elevation, and ter-
tiary road density. Least important predictors for catB were: day of the 
year, distance to nearest secondary roads, and boundary layer height at 
12:00 UTC (blh 12); least important predictors for XGB were percentage 
of urban green areas (URBGR), non-electric railways, and train strations; 
and least important predictors for RF were mean total cloud cover (tcc), 
RES, and percentage of industry or commercial areas (IND). 

3.3. Stage 3: predicting daily residuals at a 200 m resolution over large 
urban areas 

3.3.1. Data at monitor stations 
There were 338 monitors in large urban areas over the study period 

(Supplementary Fig. 7). Mean NO2 concentration was of 28.6 μg/m3 (SD 

= 18.6). 

3.3.2. Predictions of NO2 concentration at a 200 m resolution 
For all 200 m grid cell-days over the study period, the average of 

predicted residuals in large urban areas were of 1.13 μg/m3 (SD = 2.93; 
range over 2005–2022: − 39.2 to 33.0 μg/m3). 

Fig. 4 shows NO2 concentrations over Paris predicted by the GAM 
ensemble and the three basis learners on three similar days in 2005, 
2013 and 2022. Fig. 5 shows the final predictions of NO2 concentrations 
over the whole country on three similar days in 2005, 2013 and 2022. 
Again, note that NO2 concentrations decreased considerably over time, 
both in cities and major road axes. 

The relative importance of the basis learners in the GAM ensemble 
varied over space and time. Over the study period, RF predictions had 
the highest weights (mean weight: 0.74), followed by catB (0.13), and 
XGB (0.10) (Supplementary Table 5). There were areas however, where 
RF was negatively involved in the GAM ensemble (range of weights: 
− 0.15 to 1.26). Great variations in weights were also observed for catB 
(range: − 0.29 to 0.64) and XGB (range: − 0.24 to 0.70) (Supplementary 
Table 5). 

Supplementary Fig. 8 presents the areas that exceeded the WHO 
threshold for NO2 concentration of 10 μg/m3 as of 2022. These were 
mostly located in urban areas and some of the major road axes of the 
country. Using a 1 km gridded map from the gridded population of the 
world database, we estimate that more than 30 million people live in 
areas with annual NO2 concentrations above the WHO threshold. 

3.3.3. Cross-validated performance 
Table 2 presents the cross-validated performance of the stage 3 

models predicting daily 200 m residuals. These models also performed 
relatively well, with overall RMSE of 4.32 μg/m3, R2 of 0.69, and MAE of 
3.03 μg/m3 (residual scale). This time however, RF outperformed catB 
and XGB. Just as for stage 2, performance tended to increase over time, 
and spatial performance was better than temporal performance (Sup-
plementary Table 6). 

3.4. Variable importance 

Most important predictors for catB were percentage of agriculture 
areas (AGR), percentage of urban green areas (URBGR), percentage of 
industry or commercial areas (IND); most important predictors for XGB 
were longitude, latitude and elevation; and most important predictors 
for RF were longitude, AGR, and URBGR (Fig. 6). Least important pre-
dictors for catB were secondary roads density, train stations, and mo-
torways; least important predictors for XGB were non-electric railways, 
motorways density, and AGR; and least important predictors for RF were 
secondary roads density, train stations and electric railways (Fig. 6). 

Supplementary Fig. 9 shows the spatiotemporal distribution of pre-
dicted NO2 concentrations in urban vs. non-urban areas for each year 
(stage 2 model). Supplementary Fig. 9 also shows the distribution of the 
stage 2 residuals in urban areas at a 200 m resolution (stage 3 results). 

4. Discussion 

High-resolution spatiotemporally-resolved air pollution datasets are 
essential to understanding and managing the health effects of pollutants, 
a pressing issue in a warming, urbanizing world. Here, we provide daily 
predictions of NO2 concentration across continental France for years 
2005–2022 at a high spatial resolution. Predictions were obtained after 
three cascading stages of modeling: (1) predicting NO2 total column 
density from OMI satellite data; (2) predicting NO2 concentrations at a 1 
km spatial resolution; and (3) predicting residuals from stage 2 models 
at a 200 m resolution in large urban areas. The latter two stages used an 
ensemble of three decision-tree algorithms (random forest, extreme 
gradient boosting and categorical boosting), and a large set of potential 
predictors. 

Table 1 
Cross-validated performance (averaged over 2005–2022) of the basis learners 
and GAM ensemble, predicting daily 1 km NO2 concentration across France 
(stage 2).  

Metrics catB XGB RF ens 

RMSE 7.89 7.04 7.53 6.98 
R2 0.78 0.82 0.80 0.83 
MAE 5.72 5.01 5.38 4.92 
Sp RMSE 2.46 1.72 2.06 1.94 
Sp R2 0.96 0.98 0.97 0.97 
Sp intercept − 0.70 − 0.43 − 1.34 0.54 
Sp slope 1.02 1.01 1.05 0.96 
Tp RMSE 7.68 6.99 7.30 6.89 
Tp R2 0.53 0.61 0.57 0.62 
Tp intercept 0.00 0.00 0.00 0.00 
Tp slope 0.91 0.95 1.14 0.98 

Legend. RMSE: root mean square error; MAE: mean absolute error; Sp: spatial; 
Tp: temporal; catB: categorical gradient boosting; XGB: extreme gradient 
boosting; RF: random forest; ens: ensemble. 
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Previous studies have used an ensemble of machine learning algo-
rithms to produce NO2 concentrations at a high spatial and temporal 
resolution. Yet, to our knowledge, there have been no publications 
applying a hybrid methodology to model daily, residence level (sub 1 
km) NO2 concentration across a very complex geo-climate region with 
very different spatial characteristics spanning alpine mountains and 
Mediterranean coasts. Likewise, other NO2 studies have applied a spatial 
blocking cross-validation scheme (Kim et al., 2020; Young et al., 2016), 
but these studies did not produce NO2 concentrations at a high spatial 
(sub 1 km) and temporal (daily) resolution. Finally, our blocking pro-
cedure considers both spatial and temporal units, which we believe 
provides a more robust method of cross-validation. 

Predictive performance of the basis learners and the ensemble was 
very good. Overall, our model explained 83% of variation in NO2 con-
centration at a 1 km resolution, and 69% of variation in the residuals at a 
200 m resolution. Comparison with previous studies is difficult because 
previous reports have not always detailed their cross-validation methods 
and their blocking schemes. In addition, to our knowledge there are no 
precise guidelines regarding spatio-temporal blocking. Taking into ac-
count those limitations, our model compares well with other machine 
learning studies aiming at predicting NO2 concentration over large 
spatial areas. For instance, de Hoogh et al. found a R2 of 0.58 when 
predicting daily NO2 at a 1 km resolution across Switzerland, and of 0.73 
when predicting residuals at a 100 m resolution (de Hoogh et al., 2019 – 
no blocking scheme reported); Di et al. found a R2 of 0.79 when pre-
dicting at a 1 km daily resolution in the USA (spatial R2 of 0.84, and 
temporal R2 of 0.73) (Di et al., 2020 – no blocking scheme reported); 
Zhan et al. found a spatial R2 of 0.73 and a temporal R2 of 0.62 when 
predicting at a 0.1◦ (about 11.1 km) daily resolution in China (Zhan 
et al., 2018 – no blocking scheme reported); and He et al. found a R2 of 
0.87 when predicting at a 1 km daily resolution and of 0.66 when pre-
dicting residuals at a 200 m resolution in Mexico city (He et al., 2023 – 
no blocking scheme reported). Finally, compared with a previous study 
aiming to predict daily NO2 concentration over France using a chemical 

transport model and spatio-temporal kriging (Real et al., 2022), our 
study provides a better spatial resolution and improves predictive ac-
curacy (with our model, the range of RMSE was 4–8 μg/m3 in urban and 
periurban areas and 2–5 μg/m3 in rural areas; in the previous study, the 
RMSE was around 10 μg/m3 or over – no blocking scheme reported). 

Our predictions are readily available to any researcher willing to 
carry out epidemiological research based on NO2 concentrations to 
further inform policy-makers on air quality issues. In response to the 
continued threat of air pollution to public health, the 2021 update of the 
WHO air quality guidelines provides an ambitious threshold for NO2 of 
10 μg/m3 per annum (World Health Organization, 2021). Based on our 
models, as of 2022, several urban regions and major road axes in France 
saw their annual NO2 concentrations exceed the WHO threshold. Using a 
1 km gridded map from the gridded population of the world database, 
we estimate that more than 30 million people lived in areas with 
ambient annual NO2 concentrations above the WHO guideline. There-
fore, the current study adds to the increasing body of evidence showing 
that a sizeable proportion of the population is at risk of health issues due 
to NO2 (European Environment Agency, 2023). While NO2 concentra-
tions have declined over the past decade, our findings urge policymakers 
to amplify their efforts to address high levels of NO2 and accelerate the 
transition to a carbon-free society, all the more since a slight increase in 
NO2 concentrations has been observed since 2020, probably as a 
rebound post-COVID. 

Another goal of the current study was to provide insights regarding 
some of the most widely used decision-tree algorithms in geospatial 
modeling. There were interesting differences among the basis learners in 
terms of predictive accuracy. Specifically, XGB models performed better 
than RF and catB to predict 1 km NO2 concentrations in urban and peri- 
urban areas, but RF models performed better to predict residuals of NO2 
concentrations in large urban areas at a higher, 200 m resolution, and in 
rural areas at a 1 km resolution. Ensembling the predictions maximizes 
the chance of obtaining accurate values if one basis learner fails in a 
specific area or at a particular time, by relying on the other learners and 

Fig. 2. Monthly cross-validated RMSE (top), R2 (middle) and MAE (bottom) of the basis learners (catB, XGB, RF) and the GAM ensemble, predicting daily 1 km NO2 
concentrations (stage 2) in urban (left), periurban (middle), and rural areas (right). 
Legend. catB: categorical gradient boosting; XGB: extreme gradient boosting; RF: random forest; ens: ensemble. 
Note the sudden collapse in rural R2 in 2011–2013. This could in part be due to the lower variability of NO2 concentration in rural areas (Lower variance increases 
R2). Variance of rural NO2 dropped by more than 20% in year 2011 compared to 2010; and by more than 40% in year 2013 compared to year 2014. 
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their properties. All three basis learners were involved in the final pre-
dictions, though to various degrees, depending on the year and location 
at stake. For instance, though catB was the least accurate model overall 
when predicting NO2 concentrations at a 1 km resolution, it played a key 
role in the final predictions in some areas and at given dates. Variable 
importance also varied across the three basis learners and over time. 
Some models had their performance rely on land cover such as vegeta-
tion or corine land cover predictors, others on light at night or road 
traffic data. Again, such variability is likely to improve the predictive 
accuracy of the ensemble procedure. 

Differences between the 1 km vs. 200 m NO2 distributions in urban 
regions were not negligible, meaning that using the 200 m predictions in 
epidemiological studies may decrease the risk of measurement bias 
(Sellier et al., 2014). Such disparities may be accounted for by influen-
tial variables of our stage 3 model (predicting residuals from the 1 km 
model at a 200 m resolution). Most important variables were three 
groups from the Corine Land Cover data product: industry/commercial 
buildings, agriculture and urban green. The former two are important 
sources of NO2, and urban greening has been shown to decrease pol-
lutants’ concentration due to dispersion processes (Xing and Brim-
blecombe, 2019). Other important predictors were latitude, longitude 

and elevation, reflecting the fact that NO2 has a relatively large spatial 
gradient, especially in urban regions (Wang et al., 2020). 

4.1. Strengths and limitations 

Strengths of the current study include the use of powerful machine 
learning algorithms, which we ensembled to get the most accurate and 
trustful predictions, and the use of a cross-validation scheme suited for 
extrapolating predictions in spatio-temporal analysis, ensuring fair 
estimation of performance accuracy. Very good performances were 
observed overall, and in urban, periurban and rural areas. In particular, 
our model’s spatial accuracy was excellent, underlying its ability to 
capture spatial variation in NO2. Overall, our predictions of daily NO2 
concentrations at a 1 km resolution over a large spatial extent, improved 
to a higher spatial resolution (200 m) over large urban areas, will be 
particularly helpful to reduce measurement error bias in future epide-
miological studies. 

Our study also has some limitations. First, accuracy was lower in 
rural areas, which could in part be due to the lower variability of rural 
NO2. In addition, predictors that work well in urban areas may not work 
well in rural areas. Other studies had run different models in urban vs. 

Fig. 3. Variable importance in predicting 1 km NO2 concentrations (stage 2), stratified by basis learners (catB, XGB, and RF). 
Legend. catB: categorical gradient boosting; XGB: extreme gradient boosting; RF: random forest; ens: ensemble; Lat: latitude; Lon: longitude; dist to near: distance to 
nearest; NE: non-electrified; E: electrified; roads T: tertiary roads; roads S: secondary roads; roads P: primary roads; roads M: motorways; pop: population; ds: density; 
emissions: NO2 emissions; OMI: total column density of NO2 from OMI (obtained from stage 1); v10: mean v-component of 10 m wind speed; u10: mean u-component 
of 10 m wind speed; tp: total precipitation; tcc: mean total cloud cover; t2m sd: standard deviation of 2 m air temperature; t2m mean: mean of 2 m air temperature; 
ssr: mean surface solar radiation; sp: mean surface pressure; e: mean total evaporation; d2m: mean 2 m dewpoint temperature; blh 12: boundary layer height at 12:00 
UTC; blh 00: boundary layer height at 0:00 UTC; asn: mean snow albedo; LAN: light at night; IND: percentage of industry or commercial areas; BUILT: percentage of 
total built up areas; URBGR: percentage of urban green areas; RES: percentage of residential areas; NAT: percentage of semi-natural and forest areas; AGR: percentage 
of agriculture areas; NDVI: normalized difference of vegetation index. Note that importance values are scaled to the best predictor for each year. 
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rural regions, which was not possible here because of data scarcity in 
rural areas. 

Second, satellite data (OMI products) are produced at a very coarse 
resolution. This might explain why OMI NO2 was not in the top three 
predictors for any basis learner. TROPOMI products have a better res-
olution but are only available from year 2019. 

Third, another issue with OMI data is their lack of vertical profile. 
NO2 vertical profiles may have been a better contributor to ground-level 
NO2 than total column measurement. However, satellite-based retrievals 
of tropospheric NO2 vertical column densities are based on a monthly 
mean climatology of NO2 profile shapes constructed from a chemical 
transport model, with a rather coarse spatial resolution (NASA, n.d.). 
Tropospheric column measurements obtained from satellites correlate 
almost perfectly with total vertical column density and therefore are 
subject to the same uncertainties (Travis et al., 2016). NO2 vertical 
profiles are available in other satellite products (such as SCIAMACHY or 
LIMS data product), but they do not cover our period of interest, and/or 
have a coarser temporal or spatial resolution. To make up for the lack of 
vertical profile in our analysis, and calibrate satellite data to 

Fig. 4. Mean 24 h concentrations of NO2 over Paris predicted by the GAM ensemble and the three basis learners at a 200 m resolution on the 18th of February in 
2005, 2013 and 2022. 
Legend. catB: categorical gradient boosting; XGB: extreme gradient boosting; RF: random forest; ens: ensemble. 
Note. These predictions were obtained by downscaling 1 km NO2 predictions (from stage 2 models) to which we added 200 m predictions of the residuals (from stage 
3 models). 

Fig. 5. Final NO2 predictions obtained with the GAM ensemble on the 18th of February in 2005, 2013 and 2022. 
Note. These predictions are at a 1 km resolution in non-urban areas and at a 200 m resolution in large urban areas. The latter were obtained by rescaling 1 km 
predictions (from stage 2 models) to which we added 200 m predictions of the residuals (from stage 3 models). 

Table 2 
Cross-validated performance (averaged over 2005–2022) of the basis learners 
and the GAM ensemble, predicting daily 200 m residuals at monitoring stations 
in large urban areas (stage 3).  

Metrics catB XGB RF ens 

RMSE 4.73 4.66 4.33 4.32 
R2 0.63 0.64 0.69 0.69 
MAE 3.34 3.30 3.03 3.03 
Sp RMSE 1.04 0.76 0.72 0.77 
Sp R2 0.97 0.98 0.98 0.98 
Sp inter − 0.03 − 0.01 0.00 0.01 
Sp slope 1.05 1.01 1.01 1.02 
Tp RMSE 4.61 4.46 4.30 4.29 
Tp R2 0.08 0.14 0.20 0.21 
Tp inter 0.00 0.00 0.00 0.00 
Tp slope 0.63 0.59 0.82 0.84 

Legend. RMSE: root mean square error; MAE: mean absolute error; Sp: spatial; 
Tp: temporal; catB: categorical gradient boosting; XGB: extreme gradient 
boosting; RF: random forest; ens: ensemble. 
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ground-level NO2, we instead used a variety of spatial and temporal 
predictors in modeling stages 2 and 3, and found that our model per-
formed well in predicting NO2 concentrations at breathing level. 
Different methods to derive surface NO2 concentrations from satellite 
measurements have been tested recently (Heue et al., 2022; Wagner 
et al., 2021), and may be used in future studies aiming to estimate 
ground-level concentrations of NO2. 

Fourth, our models demonstrated very high spatial performance, but 
poorer temporal performance. This signs the fact that none of our pre-
dictors was able to capture the large temporal variability of NO2. Future 
studies would gain from including such temporal information, e.g. daily 
mean road traffic data. 

Fifth, our final predictions only concern ambient air pollution. These 
do not take into account time spent indoors, as well as citizens’ behav-
iours regarding heating. 

4.2. Conclusion 

Our multi-stage approach was able to predict daily NO2 concentra-
tions across France at a 1 km resolution, and at a 200 m resolution across 
large urban areas, for the years 2005–2022, with a low error. We 
improved accuracy and robustness by ensembling the predictions of 

three basis learners. We demonstrated that all basis learners contributed 
to the final predictions. To the best of our knowledge, this is the first 
study conducted in France with such a high spatiotemporal resolution, 
large spatial extent, and long temporal coverage. The predictions are 
available to be used by health and ecosystems researchers in France and 
may inform policy makers on air quality issues. 
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Data sharing 
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method is accessible by contacting the corresponding author. 

Fig. 6. Variable importance for models predicting daily 200 m residuals at monitoring stations in large urban areas (stage 3), stratified by basis learners (catB, XGB, 
and RF). 
Legend. catB: categorical gradient boosting; XGB: extreme gradient boosting; RF: random forest; ens: ensemble; Lat: latitude; Lon: longitude; NE: non-electrified; E: 
electrified; roads T: tertiary roads; roads S: secondary roads; roads P: primary roads; roads M: motorways; NO2 pred: NO2 predictions; IND: percentage of industry or 
commercial areas; BUILT: percentage of total built up areas; URBGR: percentage of urban green areas; RES: percentage of residential areas; NAT: percentage of semi- 
natural and forest areas; AGR: percentage of agriculture areas; NDVI: normalized difference of vegetation index. 
Note that importance values are scaled to the best predictors for each year. 
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Document]. URL http://emissions-air.developpement-durable.gouv.fr/map.html? 
name=metropole (accessed 1.2.24). 

Just, A.C., Arfer, K.B., Rush, J., Dorman, M., Shtein, A., Lyapustin, A., Kloog, I., 2020. 
Advancing methodologies for applying machine learning and evaluating 
spatiotemporal models of fine particulate matter (PM2.5) using satellite data over 
large regions. Atmospheric Environ. Oxf. Engl. 239, 117649 https://doi.org/ 
10.1016/j.atmosenv.2020.117649, 1994.  
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