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Abstract

Optimizing the parameters of physics-based simulators is crucial in the design
process of engineering and scientific systems. This becomes challenging when
the simulator is stochastic, computationally expensive, black-box, multi-modal,
and has a high-dimensional parameter space, such as when simulating complex
climate models that involve numerous interacting variables and uncertain parame-
ters. Many traditional optimization methods rely on gradient information, which is
frequently unavailable in legacy black-box codes. To address these challenges, we
present SCOUT-Nd (Stochastic Constrained Optimization for N dimensions), an
algorithm designed to efficiently estimate gradients, reduce noise in the gradient
estimator, and enhance convergence properties through the use of natural gradients.
SCOUT-Nd also incorporates multi-fidelity schemes and an adaptive number of
samples to minimize computational effort. We validate our approach using stan-
dard benchmark analytical problems, demonstrating its superior performance in
parameter optimization compared to existing methods. Additionally, we showcase
the algorithm’s efficacy in a complex real-world application: optimizing wind farm
layout.

1 Introduction

Several real-world continuous optimization problems are too difficult to solve due to the involvement
of complex physics-based simulators in the objective or the constraints. These physics-based simula-
tors are used across fields of engineering and science to drive research [1]. There are many problems
that fit into this category, spanning a wide array of fields such as aeronautic design [2, 3], applications
in healthcare and science [4, 5], material design [6, 7], optimizing particle-physics instruments [8],
optimizing wind-farm layouts [9], general physics [10, 11], reinforcement learning (RL) [12] and
generating synthetic training data for machine learning related tasks [13, 14].

We consider a high-dimensional and expensive to a query function f : Rd → R. The high-
dimensional parameter space, multiple local optima, the lack of gradients, and stochasticity in
the objective function evaluation make the optimization non-trivial. This setting is prevalent in
science and engineering domains [15]. Optimization is primarily facilitated through gradient-based or
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gradient-free ("black-box") methods [16]. Gradient-based methods are effective when derivatives are
readily available [17, 5, 18, 19]. Over the past decade, the surge in interest in machine learning (ML)
has significantly propelled the field of differentiable programming [16]. However, in most real-world
optimization scenarios involving physics-based simulators, gradients are not available inherently [20].
They are typically obtained through one of several strategies: a) employing the adjoint method [21,
5, 22], b) rewriting the simulator in a differentiable programming language such as JAX, PyTorch,
Julia, etc. [23, 24], or c) developing a differentiable surrogate, e.g. based on neural networks, to
approximate the objective function (e.g., [8]). The first two options pose significant implementation
challenges, often involving extensive modifications to legacy codes, thus impeding applying ML
to scientific computing [25]. Furthermore, training a differentiable surrogate can be prohibitively
expensive due to the initial cost of data generation. Also, the effectiveness of the optimization is
contingent upon the quality of the surrogate model developed. Recently, automatic differentiable
(AD) compiler methods [26] have emerged, providing gradients of legacy codes written in C, C++,
Fortran, etc. These methods facilitate integration with existing machine learning infrastructure and
support gradient-based optimization. However, these approaches are not directly comparable to the
methods proposed in the current study.

The gradient-free methods [27, 28, 29] are used for optimization when only black-box evaluations
are possible. It is also commonly called simulation-based inference(SBI)/optimization [1, 30]. Some
widely used methods include genetic algorithms [31], Bayesian Optimization and their extensions
[32, 33], and Evolution strategy (ES) methods [34, 35, 36], to name a few. The gradient-free methods
perform poorly on high-dimensional parametric spaces [29]. To remedy this, recently, stochastic
gradient estimators [37] have been used to estimate gradients of black-box functions and, hence,
perform gradient-based optimization [38, 39, 10, 13, 40]. However, they do not account for the
constraints. Also, since the methods rely on Monte Carlo techniques, the computational cost can be
very high due to many expensive simulator calls, and the gradients can be very noisy.

This work introduces a novel gradient-free approach SCOUT-Nd (Stochastic Constrained
Optimization for N Dimensions) and MF-SCOUT-Nd (Multi-Fidelility Stochastic Constrained
Optimization for N Dimensions) for constrained stochastic optimization involving stochastic black-
box simulators with high-dimensional parametric dependency. As per the notion of oracles [41, 16],
the proposed algorithm uses a stochastic, zeroth-order oracle [42]. We draw inspiration from Varia-
tional Optimization [43, 44] to estimate the gradients, provide extensions that account for constraints,
and employ multi-fidelity strategies to improve efficiency by incorporating lower-fidelity and less
expensive simulator(s). The proposed algorithm consists of the following major elements: (a) A
non-intrusive method to estimate gradients of black-box physical simulators (Sec. 2.2), with an ability
to account for stochasticity in the objective (Sec. 2) and handle constraints using penalty methods
(Sec. 2.1). (b) Strategies to reduce the variance of the gradient estimator (Sec. 2.3). (c) Ability
to handle non-convexity (Sec. 2.6). (d) Better optimum and well-behaved convergence properties
using natural gradients (Sec. 2.4). (e) Multi-fidelity strategies (Sec. 2.7) and adaptive selection
of the number of samples for gradient estimation (Sec. 2.6.4 and Sec. 2.7.1) to provide trade-off
between computational cost and accuracy. The structure of the rest of the paper is as follows. Sec. 2
defines the problem we address in the present work and the proposed algorithm with relevant details
and analysis. In Sec. 3, we present the state-of-the-art performance of SCOUT-Nd/MF-SCOUT-Nd
on standard benchmark analytical problems and compare the results with popular gradient-free
(constrained) optimization methods like Constrained Bayesian Optimization (cBO)[45], COBYLA
[46] and SLSQP[47]. Secondly, we test our algorithms on a real-world, expensive, physics-based
simulator. We choose the windfarm layout optimization case [15], which, owing to the absence of
derivatives, presence of constraints, multi-model surface, and stochasticity, provides a challenging
test case for black-box optimization routines [48]. We compare our results with SLSQP. In Sec. 4,
we summarize our findings and discuss limitations and potential enhancements.

2 Methodology

Problem statement We are concerned with optimizing a scalar-valued function f(x, b) subject to
constraints C(x) = {C1(x), . . . , CI(x)}, where x ∈ Rd denote the potentially high-dimensional
deterministic parameters and b represents uncertain parameters [38]. A lack of knowledge about
the parameters or the inherent noise in the system may cause uncertainty. The objective f or the
constraints C depend implicitly on the output of the black-box simulator, thus we only have access to

2



a zero-order oracle. Since the solution of the optimization problem to obtain the optimal design x
involves the random vector b, its variability needs to be involved in the optimization process to limit
its negative effect on the optimal design. This is classically done using a robustness measure [49, 50]
given byR. The general parameter-dependent nonlinear constrained optimization problem can be
stated as

min
x
R[f(x, b)], s.t Ci(x) ≤ 0, ∀i ∈ {1, . . . , I}. (1)

In this work, we will only consider the expectation as a robustness measure, in which case, the
problem can be stated as follows:

min
x

Eb[f(x, b)], s.t Ci(x) ≤ 0, ∀i ∈ {1, . . . , I}. (2)

In addition to that, the gradient of the objective function and the constraint is unavailable. Hence, one
cannot directly apply gradient-based optimization methods.

2.1 Penalizing the constraints

To tackle the constrained optimization problem (Eq. (2)), we convert it to an unconstrained one using
penalty-based methods [51, 52]. We define an augmented objective function L as follows:

L(x, b,λ) = f(x, b) +

I∑
i=i

λi max (Ci(x), 0) , (3)

where λi > 0 is the penalty parameter for the ith constraint and the max(·, ·) controls the magnitude
of the penalty applied. One can make the enforcement of a particular constraint stricter by increasing
the value of the corresponding penalty parameter. Incorporating the augmented objective (Eq. (3)) in
Eq. (2), one can arrive at the following optimization problem:

min
x

Eb[L(x, b,λ)]. (4)

Optimization The Monte Carlo method approximates the expectation, which induces noise. We alle-
viate the dependence on the penalty parameter λ by using the sequential unconstrained minimization
technique (SUMT) algorithm [53]. The algorithm considers a strictly increasing sequence {λn} with
λn → ∞. [53] show that when λn → ∞, then the sequence of corresponding minima, say {x∗

n},
converges to a global minimizer x∗ of the original constrained problem. The SUMT technique has
also been shown to work with non-linear constraints [54]. This adaptation of the penalty parameters
helps to balance the need to satisfy the constraints with the need to make progress towards the optimal
solution. Augmented Lagrangian [55] represents an alternative approach that could be considered for
application in this context, though it has not been explored in the current study.

2.2 Gradient Estimation

Since the design variable x can be high-dimensional, gradient-free methods such as genetic program-
ming, Bayesian Optimization, etc. may not be as efficient as gradient-based, and the latter should be
used whenever available [28]. Unfortunately, the direct computation of derivatives of L with respect
to the optimization variables x is not feasible because of the unavailability of the gradients of the
objective function and the constraints. One notes many active research threads across disciplines are
trying to tackle this bottleneck of unavailability of gradients in physical simulators [1, 39, 56, 57, 5,
10]. We draw inspiration from the Variational Optimization [43, 58, 13], which constructs an upper
bound of the objective function as shown below:

min
x

∫
L(x, b,λ)p(b) db ≤

∫
L(x, b,λ)p(b)q(x | θ) db dx = U(θ), (5)

where q(x | θ) is a probability density over the design variables x with parameters θ. If x∗ yields
the minimum of the objective Eb[L], then this can be achieved with a degenerate q that collapses to
a Dirac-delta, i.e. if q(x | θ) ≈ δ(x − x∗). The inequality above would generally be strict for all
other densities q or parameters θ. Hence, instead of minimizing Eb[L] with respect to x, we can
minimize the upper bound U(θ) with respect to the distribution parameters θ. Under mild restrictions
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outlined by [44], the bound U(θ) is differential w.r.t θ. One can evaluate the gradient of U(θ) using
the ’log-derivative trick’ [37] as shown below:

∇θU(θ) = ∇θEx,b[L(x, b,λ)]

= ∇θ

∫
q(x | θ)p(b)L(x, b,λ) dx db

=

∫
∇θq(x | θ)p(b)L(x, b,λ) dx db

=

∫
q(x | θ)∇θ log q(x | θ)p(b)L(x, b,λ) dx db

= Ex,b [∇θ log q(x | θ)L(x, b,λ)] . (6)

As per [44], the expected objective U(θ) conserves the convexity of the original objective, thus
helping in the convergence properties. The Monte Carlo estimation of the expectation shown in Eq.
(6) is as follows:

∂U

∂θ
≈ 1

S

S∑
i=1

L(xi, bi,λ)
∂

∂θ
log q (xi | θ) . (7)

Eq. (6) is known as the score function estimator [59]. In a manner similar to the REINFORCE
[12], we take gradient steps on θ. The score function estimator also appears in the context of
reinforcement learning [60]. In the present work, we work with functions with continuous domains,
so we use Gaussian for q(·). For the special case where q(x | θ) is factored Gaussian, the resulting
gradient estimator is also known as parameter-exploring policy gradients [61], or zero-order gradient
estimation [62]. The number of samples S per iteration is usually of the order O(d) [35, 60] (also
demonstrated in Sec. 2.6.4). This can be problematic for high-dimensional problems. Fortunately,
the gradient estimation can be embarrassingly parallelized. One needs to synchronize random
seeds between machines before optimization, i.e., each machine knows what perturbations the other
machine used, so each machine only needs to communicate a single scalar to and from the other
machine to agree on a parameter update. This approach also ensures that gradient estimation is
non-intrusive, meaning that the physics-based simulator does not need modification to accommodate
the optimization routine. Consequently, legacy simulators can be used without any adjustments.

2.3 Variance reduction

Monte Carlo gradient estimation suffers from high variance. Extensive work has been done in this
regard in the past decades [37]. In the present work, we propose using the baseline method discussed
in [63] to reduce the mean square error of the estimator in Eq. (7). This is given by:

∂U

∂θ
≈ 1

S

S∑
i=1

∂

∂θ
log q (xi | θ)

L(xi, bi,λ)−
1

S − 1

S∑
j=1,j ̸=i

L(xj , bj ,λ)

 . (8)

The above is an unbiased estimator with no additional cost beyond the S samples.

We also propose to use Quasi-Monte Carlo (QMC) sampling [64] for variance reduction, thus
promising a more accurate gradient estimate [65]. QMC replaces S randomly drawn samples with a
pseudo-random sequence of samples of length S with low discrepancy. This sequence covers the
underlying design space more evenly than the random samples, thereby reducing the variance of the
gradient estimator. Also, it has been shown that under certain conditions, QMC (O(S−1)) reaches a
faster rate of convergence as compared to random sampling (O(S−1/2)). From a theoretical point of
view, the benefit of QMC vanishes in very high dimensions. However, [66] showed that the gains are
observed up to dimension 150 in practice. In this work, we present the results using Sobol points
[67].

2.4 Natural Gradients

We observe parametric oscillations in the optimization of the 2D Ackley function around the optima,
as can be seen in Fig. 1(a) and Fig. 1(b). The Ackley function is widely used to study optimization
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algorithms due to its complex, multi-modal landscape. These oscillations occur due to moving in
the parametric space θ using the gradient descent with Euclidean distance as the distance measure.
This makes the update dependent on the particular parameterization of the distribution q(x | θ).
Therefore, a change in parameterization leads to different gradients and different updates. Hence, the
optimization is more difficult, and step size reduction with increasing iterations is crucial for stability
[68, 69]. To resolve this, we utilize natural gradients [68, 34], which relies on a more ’natural’
measure of distance DKL(θ

′∥θ) between the distributions q(x|θ) and q(x|θ′), with DKL(θ
′∥θ) de-

noting the Kullback-Leibler divergence [70]. The natural gradient is then the solution to a constrained
optimization problem which involves (for details, please see [34])

F =

∫
q(x | θ)∇θ log q(x | θ)∇θ log q(x | θ)⊤ dx (9)

= Ex

[
∇θ log q(x | θ)∇θ log q(x | θ)⊤

]
, (10)

where F is the Fisher Information Matrix (FIM) of the given parametric family of search distributions.
As mentioned earlier, in SCOUT-Nd/MF-SCOUT-Nd, the q takes the form of a Multivariate Normal
(MVN) with θ := (µ,Σ) where Σ := diag(σ2

1 , . . . , σ
2
d). Using the analytical derivative of the MVN,

we obtain the following expression for the FIM:

F (µ,Σ) = diag
(

1

σ2
1

, · · · , 1

σ2
d

,
2

σ2
1

, · · · , 2

σ2
d

)
. (11)

We use σ2
i = e2βi , reparametrized FIM is given by:

F (µ,Σ) = diag(e−2β1 , · · · , e−2βd , 2, · · · , 2). (12)

If the F matrix is invertible, the Monte Carlo gradient estimate is updated to

∇̃θU = F−1∇θU(θ). (13)

The gradient in the equation above is called the natural gradient [68, 71]. As can be seen in the
equation above, the F matrix scales the gradients. Therefore, it can also be seen as a step-size
adaptation.

The tendency of the natural gradient is to reduce the value of the gradient if the variance is smaller
than one. This slows down the convergence speed in the beginning, even after dampening. One needs
natural gradients only near the optimum. So, we apply the natural gradients only when the optimizer
is near the optimum. We can identify if the optimizer is in the proximity of the optimum when the
value of the variance has decreased to a small value (i.e., ∥Σ∥≤ σnat-grad). Another way suggested by
[69] is to apply a dampening constant to the Fisher information matrix, given by

F̃ = F + ηI. (14)

The isotropic damping η can be set constant or using an exponential decay approach by

η =

{
η̃ if iteration k < Ncut-off,

max
(
η̃ · exp

(
−k−Ncut-off

Ncut-off

)
, ηlower bound

)
else.

(15)

In subsequent numerical experiments, the parametric values choose are η̃ = 10−1, ηlower bound = 10−6

and Ncut-off = 100.

Using the Ackley function, we study the benefits of adding natural gradients to the proposed algorithm.
As can be seen in Fig. 1(c) and Fig. 1(d), the evolution of the parameters θ around the optimum
are without oscillations, as opposed to the case when natural gradients are not used (Fig. 1(a) and
Fig. 1(b)). This well-behaved parametric evolution also translates to a better optimum, even in high
dimensional cases, as seen in Fig. 2.

2.5 Termination criterion

Our proposed algorithms use gradient descent methods to optimize the function. Gradient-based
optimization methods converge to a local optimum. Subsequent optimization steps yield only marginal
improvements. In such scenarios, continuing the optimization process may be inefficient. It can be
beneficial to terminate the algorithm to conserve computational resources. This section explores
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Figure 1: Illustrations highlighting the effect of natural gradients on the 2D Ackley function opti-
mization near the optima.

Figure 2: Evolution of Ackley function value with d = 64 to highlight the influence of natural
gradients. Theoretical f(x∗) = 0, learning rate = 0.1, number of samples = 64.

several criteria for terminating the algorithm, addressing both constrained and unconstrained cases
separately.

In unconstrained optimization, no penalty term is involved, simplifying the optimization algorithm to
a single loop that repeatedly estimates gradients and takes gradient descent steps. We terminate when
the computational budget exceeds a predefined limit or the distribution q collapses to a Dirac-delta.
For a Gaussian distribution, this occurs when the norm of the variance falls below a specified cut-off
value(σcut-off). The method proposed for unconstrained optimization problems is summarized in the
Algorithm 1.

There are two loops in the algorithm for constrained optimization. The outer loop increases the value
of the penalty constant (λ). The inner loop performs the gradient descent step for a fixed penalty
constant. We terminate the outer loop under the same conditions as the unconstrained optimization
i.e., when the computational budget runs out or the distribution q collapses to a Dirac-delta. For the
inner loop, termination occurs when the computational budget exceeds the predefined limit for a
penalty constant or the distribution q collapses to a Dirac-delta. Additionally, we might encounter
cases where, for a fixed value of λ, the optimizer gets stuck at a local optimum in a region where the
constraint is not satisfied because the penalty constant is insufficient. This situation can be detected

6



Algorithm 1: SCOUT-Nd algorithm for unconstrained optimization
Input : Objective function f(x, b) , distribution q(x | θ), gradient descent optimizer G,

Natural gradient starting variance σnat-grad, Maximum budget Nmax, variance cut-off
value σcut-off

1 Set initial point θ0 := {µ0,Σ0}
2 Initialize k ← 0
3 do
4 xi ∼ q(x | θk), bi ∼ p(b) // Sampling step
5 Evaluate objective function f(xi, bi)
6 Monte Carlo gradient estimate∇θU // Eq. (8), 7
7 if ∥Σk∥< σnat-grad then
8 Compute the natural gradients ∇̃θU // Eq. (13)

9 ∇θU ← ∇̃θU
10 end
11 θk+1 ← G(θk,∇θU) // Gradient Descent
12 k ← k + 1
13 while k < Nmax and ∥Σk∥> σcut-off

Output :µk,Σk

Algorithm 2: SCOUT-Nd algorithm for constrained optimization
Input : Objective function f(x, b) , constraints C(x), distribution q(x | θ), gradient descent

optimizer G, list of penalty terms {λm}Mm=1, λM →∞, Natural gradient starting
variance σnat-grad, Maximum budget for inner and outer loop N inner

max , N outer
max , variance

cut-off value σcut-off
1 Set initial point θ0 := {µ0,Σ0}
2 Initialize k ← 0, m← 1
3 do
4 n← 0
5 do
6 xi ∼ q(x | θk), bi ∼ p(b) // Sampling step
7 Evaluate augmented objectives L(xi, bi,λm) // Eq. (3)
8 Monte Carlo gradient estimate∇θU // Eq. (8), 7
9 if ∥Σk∥< σnat-grad then

10 Compute the natural gradients ∇̃θU // Eq. (13)

11 ∇θU ← ∇̃θU
12 end
13 θk+1 ← G(θk,∇θU) // Gradient Descent
14 n← n+ 1, k ← k + 1
15 while n < N inner

max and ∥Σk∥> σcut-off
16 if ∃i : Ci(µk) > 0 and ∥Σk∥> σcut-off then
17 Σk ← Σ0

18 end
19 m← m+ 1
20 while k < N outer

max and ∥Σk∥> σcut-off
Output :µk,Σk

if the norm of the variance falls below a specified cut-off value (σcut-off) and the constraint is not
satisfied. In such cases, we reset the value of the variance term (Σk) to its initial value. The method
proposed for constrained optimization problems is summarized in the Algorithm 2.
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2.6 Method Analysis

2.6.1 Covergence studies

Our proposed algorithm optimizes U(θ) instead of f(x). Let us convert the distribution to standard
normal distribution as follows:

U(θ) = E[f(µ+ σ · z)]z∼N (0,I), (16)

where σ is the vector containing the diagonal entries of Σ. We are ignoring the stochastic term b
from the analysis because we assume that the noise term gets marginalized in Eq. (16). Using the
Taylor expansion and the simplifications detailed in the Appendix B, we get

U(θ) = f(µ) +
1

2

d∑
i=1

σi
2 ∂2f

∂xi
2
(µ) +O(∥σ∥4). (17)

Taking the derivative of Eq. (17) with respect to µ:

∂U

∂µ
=

∂f

∂µ
(µ) +

1

2

d∑
i=1

σi
2 ∂3f

∂xi
2∂µ

(µ) +O(∥σ∥4). (18)

The mean µ corresponds to the location x in the parameter space. We can ignore the higher order
variance term in Eq. (18) for ∥σ∥< 1. So, the difference between ∂U/∂µ and ∂f/∂x has a term
involving the variance and the third derivative of the function. Let us call that term as drift term. In
an ideal case scenario, the derivative of the objective function with respect to the parameter ∂f/∂x
should be equal to the derivative of the convoluted objective function with respect to the mean of
the distribution ∂U/∂µ. Let the optimum parameter obtained using the gradient descent algorithm
performed on U be θ∗ = {µ∗,σ∗} and on f be x∗. If we ensure that ∂f/∂x = ∂U/∂µ, the µ∗ and
x∗ should converge to the same value. This is achievable when either ∥σ∥→ 0 or the third derivative
term tends to zero.

Now, taking the derivative of Eq. (17) with respect to σ and ignoring the higher order terms of σ, we
get

∂U

∂σi
= σi

∂f2

∂2xi
. (19)

The double derivative is positive at the local minimum. If the function does not have a very high rate
of change of curvature, ∂U/∂σi > 0 in the proximity of the local minimum. This means that the
gradient descent method decreases the value of ∥Σ∥ as one comes close to the local minimum. A
smaller value of the ∥Σ∥ leads to a smaller drift term. This means that if the optimizer reaches the
proximity of a local minimum, the derivative of the convoluted objective function(U ) with respect to
the mean of the distribution(µ) comes closer to the derivative of the actual objective function(f ) with
respect to the parameter space(x). So, the optimizer converges to the local minimum of the objective
function.

2.6.2 Gradient Correction for constraints

Let us consider an optimization problem:

min
x

x2, s.t 1− x ≤ 0. (20)

The optimum for the optimization problem in Eq. (20) lies at 1.0, which coincides with the boundary
of the feasible domain. The Fig. 3 shows the plot corresponding to the constraint element of the
augmented function L(x), as well as the constraint segment within the upper bound U(µ, σ) over a
range of variance values for the distribution. Ideally, the constraint term should not exert influence
within the confines of the feasible region. The Fig. 3 reveals that the constraint term’s influence
on U(µ, σ) remains nonzero within the feasible zone. This influence progressively diminishes with
the reduction in the σ value. Notably, this influence tends to deter the optimizer from maintaining
proximity to the constraint boundary, even when the optimum resides along this boundary. When
we run our suggested algorithm to solve the problem in Eq. (20), the algorithm will reach the area
inside the feasible boundary and get pushed away from the boundary because of the constraints.
Eventually, the value of σ decreases, and the effect of the constraint around the boundary diminishes,
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Figure 3: Contribution of the constraint term for the problem given in Eq. (20). The blue curve
shows the constraint term in the augmented function L(x). The orange, green, and red curves show
the constraint term in the upper bound U(µ, σ) for decreasing values of the σ. We observe that the
tendency of the constraint to move the optimum away from the boundary is higher for a bigger value
of σ. This misguides the optimizer, especially when the optimum lies on the boundary of the feasible
region.

moving towards convergence at the boundary. This approach is suboptimal, mainly when dealing with
computationally demanding objective functions, as it decelerates the convergence rate. We propose
a strategy aimed at mitigating this effect by enforcing the value of the gradient of the constraint’s
contribution to the upper bound (U ) with respect to the position parameter (µ) to assume a zero value
if that constraint is satisfied

(
i.e.,

∂UCj

∂µ = 0, if Cj(µ) ≤ 0, where UCj = Ex,b[Cj(x, b)]
)

.

2.6.3 Overcoming multiple local optima
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Figure 4: Comparing the effect of Gaussian convolution on the 2D Ackley function.
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Casting the objective f(x) as U(θ) has the additional advantage of escaping local optima by smooth-
ing the objective function. It can be viewed as a Gaussian-blurred version of the original objective
f(·), free of non-smoothness. The degree of this smoothing is contingent upon the choice of Σ.
Examplalarily, we demonstrate this smoothening effect using the Ackley function, which has a highly
non-convex surface, as illustrated in Fig. 4. The figure hints towards the significant effect the initial
value of the design variable variance can have on the quality of the optimum. We optimized the 2D
Ackley function using our proposed algorithm under two distinct initial variance scenarios to study
the effect of initial design variable variance. This is illustrated in Fig. 5 and Fig. 6 for small and
high variance, respectively. The optimizer is trapped in a local minimum when the initial variance
is small (ref. Fig. 5) and dodges several local optima to converge at the global optima (ref. Fig. 6)
when the initial variance is high. This property is also confirmed upon testing using the Rastringen
function (ref. Fig. 21). These tests underscore the importance of starting with considerably significant
variance.

2.6.4 Sample Size

Let us assume that after kth step of optimization, we are in a state θk := (µk,Σk), where µk :=
{µ1,k, . . . , µd,k} and Σk := diag(σ2

1,k, . . . , σ
2
d,k). Let us represent the exact and the Monte Carlo

approximation of the gradient in Eq. (7) by ∇θk
U and ∇̂θk

U respectively. Let us represent the
variance of the samples used to approximate the gradient in Eq. (7) at the kth optimization step by
Vk := {V1,k, . . . , Vd,k, . . . , V2d,k} with

Vi,k = V
[
L(x, b,λ) ∂

∂θi
log q (x | θk)

]
. (21)

One can write the MSE of the gradient approximation as

E
[(
∇̂θk

U −∇θk
U
)2]

=
Vk

S
. (22)

Upon using the vanilla stochastic gradient descent method with learning rate α, the next exact state
(θk+1), and the approximate state (θ̂k+1) can be obtained as

θk+1 = θk + α∇θk
U,

θ̂k+1 = θk + α∇̂θk
U.

(23)

Note that this analysis can be extended to other variations of the gradient descent methods by changing
the formula in Eq. (23). We can write the MSE of the state as

E
[(

θ̂k+1 − θk+1

)2]
= α2Vk

S
. (24)

The Monte Carlo estimator in Eq. (7) is unbiased i.e., E[∇̂θk
U ] = ∇θk

U . This transfers the
unbiasedness to the states, which leads to

E
[
θ̂k+1

]
= θk+1. (25)
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Now, we want to choose the number of samples such that distance between the Gaussian distribution
obtained by exact gradient value (q(θk+1)) and the Gaussian distribution obtained by the approximate
gradient (q(θ̂k+1)) in probability space is less than a desired value given by εKL. This distance
measure is given by the Kullback-Leibler divergence [72], written as

DKL(q(θ̂k+1) || q(θk+1)) =
1

2

(
log
| Σ |
| Σ̂ |

+ tr
(
Σ−1Σ̂

)
+ (µ̂− µ)

T
Σ−1 (µ̂− µ)− d

)
,

=
1

2

d∑
i=1

(
log σ2

i,k+1 − log σ̂2
i,k+1 +

σ̂2
i,k+1

σ2
i,k+1

+
(µ̂i,k+1 − µi,k+1)

2

σ2
i,k+1

)
− d

2
,

(26)
where (̂·) represent the states obtained using approximate gradients. Taking expectation on both sides
of Eq. (26), then simplifying the expression using Eq. (24), and Eq. (25), we obtain

E
[
DKL(q(θ̂k+1) || q(θk+1))

]
=

1

2

d∑
i=1

log σ2
i,k+1 − E

[
log σ̂2

i,k+1

]
+

E
[
σ̂2
i,k+1

]
σ2
i,k+1

+
E
[
(µ̂i,k+1 − µi,k+1)

2
]

σ2
i,k+1

− d

2
,

=
1

2

d∑
i=1

(
log σ2

i,k+1 − E
[
log σ̂2

i,k+1

]
+

α2Vi,k

Sσ2
i,k+1

)
,

<
1

2

d∑
i=1

log σ2
i,k+1 − logE

[
σ̂2
i,k+1

]︸ ︷︷ ︸
Jensen’s ineqality

+
α2Vi,k

Sσ2
i,k+1

 =

d∑
i=1

α2Vi,k

2Sσ2
i,k+1

(using Eq. (25)),

=⇒ E
[
DKL(q(θ̂k+1) || q(θk+1))

]
<

d∑
i=1

α2Vi,k

2Sσ2
i,k+1

(27)
We obtained the upper bound of the KL divergence between the approximate and exact distribution.
We enforce a bound on the KL divergence by bounding the upper bound by a parameter εKL, providing
an expression for the sample size

E
[
DKL(q(θ̂k+1) || q(θk+1))

]
< εKL,

=⇒
d∑

i=1

α2Vi,k

2Sσ2
i,k+1

< εKL,

=⇒ S >

d∑
i=1

α2Vi,k

2εKLσ2
i,k+1

.

(28)

When one uses natural gradients then the expression becomes

S >

d∑
i=1

α2Vi,kσ
4
i,k

2εKLσ2
i,k+1

. (29)

From the above, we observe:

• For higher dimensional problems, more samples are required.

• Variance reduction techniques help in decreasing sample size requirement by reducing the
variance of the gradient Vk.

• The number of samples is proportional to the step size. Smaller step sizes require fewer
samples because of small changes in the parameter values in the gradient descent step.

• When employing natural gradients, the number of samples required is relatively smaller
when closer to the optimum (i.e., σ4

i,k → 0).
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Figure 7: Numerical study to compare the performance SCOUT-Nd with adaptive sample size and
fixed sample sizes on 32-dimensional Ackley function. We switch off the natural gradients and QMC
for all the cases to ensure a similar condition for all the test cases.

By using Eq. (28) or Eq. (29), we can dynamically determine the number of samples required at each
optimization step. We initially sample a predefined number of points and then verify if the conditions
are met. If they are unsatisfied, we sample additional points to fulfill the requirements. We iteratively
add the newly sampled points, continuing this process until the conditions in Eq. (28) and Eq. (29)
are satisfied. To conserve computational resources, we utilize both new and existing points instead of
resampling all points. However, this approach precludes using QMC due to the non-nested behavior
of Sobol points.

The value of Σk+1 is not known at the beginning of the kth optimization step. To address this, we
make the assumption that the change from Σk to Σk+1 is relatively small but has a significant impact
on Eq. (28). First, we compute the number of samples by substituting σ2

i,k+1 with σ2
i,k in Eq. (28).

Then, we calculate Σk+1 through a gradient descent step and verify if the conditions for Eq. (28) are
met. If they are not, we adjust the number of samples and recalibrate the value of Σk+1 by repeating
the gradient descent step. This process is iterated until Eq. (28) is satisfied.

We numerically evaluate the performance of adaptive sample size against various fixed sample size
cases in optimizing the 32-dimensional Ackley function. Figure 7 illustrates the evolution of the
objective function against the number of optimization steps and function evaluations. As discussed
in Algorithms 2 and 1, natural gradients are employed when the variance falls below a specified
threshold (σnat-grad). Since natural gradients start at different steps for different test cases, they are
excluded from this numerical test to ensure fair comparison. Additionally, we do not use Quasi-Monte
Carlo (QMC) methods for fixed sample size cases, as QMC is incompatible with the adaptive sample
size method.

From Fig. 7(a), we observe that the convergence rate improves as the number of samples increases.
Additionally, the optimum quality is better with a larger sample size. This is attributed to the smaller
mean square error(MSE) in gradient estimation associated with larger sample sizes, leading to faster
convergence and improved optimum results. Notably, optimization with adaptive sample sizes falls
in between, achieving an optimum quality comparable to that of optimization with 128 samples.

We observe from Fig. 7(b) that as the number of samples increases, the convergence slows down.
While maintaining a low mean squared error (MSE) in each iteration brings advantages, it also leads
to more function evaluations. Optimization using a small sample size converges faster in terms of
function evaluations. However, the optimum quality is compromised due to the high noise in gradient
estimation, resulting in oscillations around the optimum. In contrast, optimization with adaptive
sample size selects an appropriate number of samples based on the estimator’s variance.
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Based on these observations, we can conclude that a higher sample size is suitable when function
evaluation is inexpensive or we have sufficient computational resources to parallelize the gradient
estimation step. However, in cases where function evaluation is expensive, using an adaptive sample
size is more practical.

2.7 Multi-fidelity

The main computational bottleneck of the gradient estimation using Eq. (7) is the multiple evalu-
ation of the objective function. This becomes a significant concern for computationally expensive
simulators. We propose to solve this problem using the multi-fidelity (MF) method [73] in the Scout
algorithm, termed as MF-SCOUT-Nd. Suppose we are given a set of L functions modeling the same
quantity and arranged in ascending order of accuracy and computational cost {f (1), f (2), . . . , f (L)}
and the corresponding augmented functions as {L(1),L(2), . . . ,L(L)}. To evaluate the gradients, we
are calculating the expectation. Following the methods mentioned in [74], we can write the highest
fidelity augmented function as a telescopic sum of the other fidelities:

L(L)(x, b,λ) = L(1)(x, b,λ) + (L(2)(x, b,λ)− L(1)(x, b,λ))+

. . .+ (L(L)(x, b,λ)− L(L−1)(x, b,λ))

= L(1)(x, b,λ) +

L∑
ℓ=2

(
L(ℓ)(x, b,λ)− L(ℓ−1)(x, b,λ)

)
. (30)

Multiplying with∇θ log q(x|θ) and taking expection on both the sides:

Ex,b

[
L(L)∇θ log q(x|θ)

]
= Ex,b

[
L(1)∇θ log q(x|θ)

]
+

L∑
ℓ=2

Ex,b

[
(L(ℓ) − L(ℓ−1))∇θ log q(x|θ)

]
.

(31)

As per the Eq. (6), the left-hand side of the equation is the gradient of the highest fidelity function
with respect to the distribution parameter

(
∇θU

(L)(θ)
)
. All the expectations on the right-hand side

of the equation can be estimated using an unbiased Monte Carlo estimator. Now, the equation above
is simplified as

∇θU
(L)(θ) ≈ 1

S1

S1∑
i=1

L(1)(xi, bi,λ)
∂

∂θ
log q (xi | θ)

+

L∑
ℓ=2

1

Sℓ

Sℓ∑
i=1

(
L(ℓ)(xi, bi,λ)− L(ℓ−1)(xi, bi,λ)

) ∂

∂θ
log q (xi | θ) , (32)

where Sℓ is the number of samples used in the estimator at the fidelity level ℓ. We assume that
the approximation quality between each fidelity improves as we increase the fidelity. So, the
number of samples required to approximate the expectation decreases as the fidelity increases (i.e.,
S1 > S2 > . . . > SL). We replace Eq. (3) and Eq. (7) with Eq. (30) and Eq. (32) respectively in the
Algorithm.1 and 2, with the rest of the steps remaining the same to handle multi-fidelity.

2.7.1 Sample size for multi-fidelity derivative estimator

In this section, we will discuss the number of samples allocated to each fidelity level for the estimation
of the derivative. We follow the approach and notations used in Sec. 2.6.4. Let us define the variable
V

(ℓ)
k as

V
(ℓ)
k =


∑d

i=1

V[L(1)(x,b,λ)∇θi
log q(x|θk)]

2σ2
i,k+1

, if ℓ = 1,∑d
i=1

V[(L(ℓ)(x,b,λ)−L(ℓ−1)(x,b,λ))∇θi
log q(x|θk)]

2σ2
i,k+1

, otherwise.
(33)

Following the steps in Sec. 2.6.4, we can derive the following for the multi-fidelity case

E
[
DKL(q(θ̂k+1) || q(θk+1))

]
<

L∑
ℓ=1

α2V
(ℓ)
k

Sℓ
. (34)
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Figure 8: Numerical study to compare the performance MF-SCOUT-Nd with adaptive sample size
and fixed sample sizes on 32-dimensional Ackley function (the function defined in Appendix. C). We
switch off the natural gradients for all the cases to ensure a similar condition for all the test cases. We
assume the high-fidelity model is four times more expensive than the low-fidelity model.

Let Cℓ be the cost of evaluating f (ℓ). We obtain the number of samples for each level by minimizing
the total cost such that the upper bound of the KL divergence in Eq. (34) is equal to εKL. This
approach is extensively used in multilevel Monte Carlo literature [74, 75, 76]. The optimization
problem is stated as

S∗
ℓ,k =argmin

Sℓ

L∑
ℓ=1

CℓSℓ,

s.t.
L∑

ℓ=1

α2V
(ℓ)
k

Sℓ
= εKL,

(35)

where S∗
ℓ,k represents the optimum number of samples for the ℓth fidelity and kth step. One can

analytically solve this problem using a Lagrange multiplier. The optimum number of samples is

S∗
ℓ,k =

∑L
ℓ=1

√
V

(ℓ)
k Cℓ

εKL

α2

√
V

(ℓ)
k

Cℓ
. (36)

The value of Σk+1 is not known when we want to calculate the number of samples. To overcome
this problem, we use the same procedure as described in Sec. 2.6.4.

We conducted a numerical evaluation to compare the performance of multi-fidelity gradient estimation
using fixed and adaptive sample sizes against single-fidelity fixed sample size cases with 256 samples
to optimize the 32-dimensional Ackley function. Figure 8 illustrates the evolution of the objective
function against the number of optimization steps and function evaluations. We did not employ
natural gradient and QMC methods for the same reasons discussed in Sec. 2.6.4. We assume the
high-fidelity model is four times more expensive than the low-fidelity model.

From Fig. 8(a), we observe that the convergence rate with respect to the optimization step for the
multi-fidelity method with fixed sample size is almost the same as the single-fidelity methods with
256 samples even when multi-fidelity method uses less computational resources demonstrating the
advantage of using the multi-fidelity method. Additionally, the multi-fidelity adaptive sample size
approach with a smaller upper bound (εKL = 10−3) reaches a better the optimum as compared to the
bigger upper bound (εKL = 10−2) due to a more accurate approximation of the gradients.

We observe from Fig. 8(b) that multi-fidelity methods converge faster with respect to the com-
putational cost than the single-fidelity method. The multi-fidelity adaptive sample method also
outperforms the multi-fidelity fixed sample size method by selecting the optimal number of points
based on the estimator’s variance while minimizing the computational cost. The case with a larger
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Figure 9: Data Profile plots to show the aggregate performance of the different optimization problems
on the given set of benchmark problems. We observe that SCOUT-Nd and MF-SCOUT-Nd were able
to solve most of the benchmark problems with both accuracy levels ϵf = 0.1, and ϵf = 0.01.

εKL exhibits a faster initial convergence rate but results in a lower quality optimum. Therefore, it
is advisable to begin with a larger value of εKL for faster initial convergence and decrease it as you
approach the optimum.

Based on these observations, we conclude that the multi-fidelity methods help reduce computational
resources compared to the single-fidelity method, and the adaptive formulation further decreases the
computational load. Additionally, one can enhance the optimum quality by adjusting the value of
εKL.

3 Numerical Illustrations

This section compares the proposed algorithm with the state-of-the-art algorithms using standard
benchmark analytical problems. Additionally, we highlight the algorithm’s efficacy in a complex
real-world application: optimizing wind farm layout. In the following, we use PyTorch [77] to
efficiently compute the gradient of the densities. After the gradient estimation, we use the ADAM
optimizer [78] as the stochastic gradient descent method. In this work, q(x | θ) takes the form of a
Gaussian distribution unless otherwise stated with parameters θ = {µ,Σ} representing mean and
diagonal covariance2, respectively. The code for the algorithm and the numerical experiments can be
found in https://github.com/KislayaRavi/scout-Nd.

3.1 Benchmark Studies

Before applying our algorithm to a real-world problem, we test it on standard optimization bench-
marks. We select thirty benchmarks to test the algorithm’s ability to handle different types of
optimization challenges like multi-modality, constraints, behavior in valleys, dimension scalability,
etc. The list of benchmarks is given in the Appendix C. We slightly modify the function to make the
corresponding low-fidelity function for MF-SCOUT-Nd. For each problem, Gaussian noise with a
standard deviation of 0.01 was added to turn the problem stochastic.

We compare our proposed algorithm with state-of-the-art derivative-free optimization algorithms
like Constrained Optimization by Linear Approximation (COBYLA) [46], Sequential Least SQuares
Programming (SLSQP) [47], and Constrained Bayesian Optimization (cBO) [45]. We use the
implementation of COBYLA and SLSQP from the Scipy library [79] and the implementation of cBO
from the BayesianOptimization library [80]. We run 1000 optimization steps for each optimizer.

We use the data profile curve [29] to compare the overall performance of the algorithms for the whole
set of benchmarks. Let S represent the set of optimizers and P be a set of benchmark problems. The

2In the subsequent investigation Σ = diag(σ2
1 , . . . , σ

2
d) with σ2

i = e2βi unless otherwise stated.
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Figure 10: Evolution of optimum for 3-dimensional Hartmann function and 16-dimensional Rosen-
brock function. 3-dimensional Hartmann function has 4 local minima. We observe from Figure 10(a)
that COBYLA and SLSQP got stuck in a local minimum, whereas other methods that can handle
multi-modal problems reached a global minimum. cBO struggles in high-dimensional problems such
as 16-dimensional Rosenbrock functions as depicted in Figure 10(b)

.

Table 1: The table showing the number of low and high-fidelity function evaluations (SLF and SHF)
for different benchmark problem (p) as a function of the dimension (dp)

dp ≤ 2 2 < dp ≤ 4 4 < dp ≤ 8 dp > 8

SLF SHF SLF SHF SLF SHF SLF SHF

Single-fidelity case - 32 - 64 - 128 - 256
Multi-fidelity case 32 8 64 16 128 32 256 64

data profile ds(α) [29] of an optimizer s ∈ S is given by

ds(α) =
1

|P|

∣∣∣∣{p ∈ P :
tp,s

dp + 1
≤ α

}∣∣∣∣ , (37)

where p ∈ P represents a benchmark problem, dp is the dimension of benchmark and tp,s is the
minimum number of optimization steps a solver s requires to reach the optimum of a problem p within
accuracy level ϵf . We ran each benchmark five times, each with different seeds. So, the total number
of benchmarks is |P|= 30(number of unique benchmarks)× 5(number of random seeds) = 150. In
the benchmark studies, we use a fixed sample size for expectation evaluation for all the optimization
methods to ensure an unbiased comparison. The number of low-fidelity samples (SLF) and high-
fidelity samples (SHF) to calculate the expectation at each step of optimization depends upon the
dimension of the benchmark problem as shown in Table 1.

We can observe from Fig. 9 that SCOUT-Nd and MF-SCOUT-Nd solved more benchmark problems
with a given level of accuracy(ϵf ). Our proposed algorithms outperform other derivative-free methods
because we use gradient approximation to move toward the optimum. This not only helped us to
converge faster but also tackled high-dimensionality. MF-SCOUT-Nd had a similar performance
level as SCOUT-Nd, but it uses less high-fidelity function evaluations to reach the same level of
accuracy, thereby saving computational resources.

Our experiments show that COBYLA and SLSQP struggle to handle multimodal models. In some
benchmark cases, these two methods converge early to local optima. For instance, we observe this
behavior for the 3-dimensional Hartmann function, which has 4 local minima. COBYLA and SLSQP
get stuck in one of the local minima as observed in Fig. 10(a).

Bayesian optimization methods are known to struggle in high-dimensional space [81]. Moreover, they
also struggle in the Rosenbrock function, where it finds the valley but takes a long time to converge
to the minimum [81]. We plot the evolution of the optimum for the 16-dimensional Rosenbrock
function in Fig. 10(b) and observe that cBO struggles to handle high-dimensionality and valleys.
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3.2 Windfarm Layout Optimization

We apply SCOUT-Nd and MF-SCOUT-Nd to windfarm layout optimization problem [15]. The
primary goal of wind farm layout optimization is to position the wind turbines to reduce interference
and thus maximize power production. This is a challenging and complex problem due to the variable
nature of the wind and the complex interactions between turbines through their wakes. The challenges
are listed as follows:

• Uncertainty due to the wind. Generally, the wind speed and wind direction are treated as
random variables.

• Availability of only black box evaluations of the numerical simulators [48, 9]. This would
make gradient-based methods rely on finite differences, which would significantly increase
derivative computational cost and derivatives may also have significant errors [82]. If
gradient-free methods are employed, they may struggle when the problem is high dimen-
sional as they do not usually scale well to problems with more than 30 design variables
[83].

• A highly multimodal design space, making the problem highly non-convex [84]. This
multimodality makes it difficult for classical gradient-based methods, as they require the
objective function to be smooth enough [15], or else they might get stuck in local optimum.
Gradient-free methods can handle multimodality better, however, they suffer from the curse
of dimensionality as discussed above. Thus, there exists no best algorithm, the choice of
which is situation and problem-dependent [9, 48].

Owing to the challenges discussed, and their significant overlap with the strengths of the proposed
algorithm, the problem serves as an ideal testing ground for SCOUT-Nd/MF-SCOUT-Nd.

Problem Definition: The objective of the wind farm layout optimization is to maximize the AEP 3

by changing the position of the wind turbines. The turbines are constrained to stay within a given
area and with a minimum separation between them. This objective and the constraints result in a
problem of nonlinear optimization under uncertainty with deterministic constraints:

argmin
x

Eb[−AEP (x, b)] s.t C(x) ≤ 0, (38)

where b = {b1, b2, . . . , bn} represents a vector of the random variable for the wind data with
p(b) being the joint probability density function of the uncertain variables. Common uncertain
variables are the wind direction and the freestream wind speed [15]. x denotes a sequence of pairs
of coordinates for each wind turbine, which can take on continuous values in a bounded domain.
The expected AEP is computed by marginalizing the uncertain parameters. To marginalize, some
commonly used methods are Monte Carlo, Polynomial Chaos, rectangular quadrature, etc to name a
few [85]. In this work, we used a weighted average, which amounts to the rectangular integration rule.
C(x) = {C1(x), C2(x)} denotes the constraints this problem has with C1(x) denoting the separation
between the two turbines constraint and C2(x) denoting the area constraint. In particular, they are
defined as

C1(x) = K(2D −Qi,j) i, j = 1 . . . nturbines; i ̸= j (39)
C2(x) =M(Ni,m) i = 1 . . . nturbines; m = 1 . . . nboundaries, (40)

where Qi,j is the distance between each pair of turbines i and j , and D is the turbine diameter.
The normal distance, Ni,m, from each turbine i to each boundary m is defined as negative when
a turbine is inside the boundary and positive when it is outside the boundary. We aggregate the
distance between two turbine constraints using the Kreisselmeier–Steinhauser functional K(·)[86],
which reduces the number of constraints to 1. Also, we define a functionM(·), which aggregates the
normal distance constraints by taking the mean of the positive values of Ni,m.M(·) is calculated as

M(·) = 1

|N+|
∑

ηi∈N+

ηi; with, N+ = {ηi ∈ N |ηi > 0} (41)

3The Annual energy production (AEP) is given by expected power multiplied by the number of hours in a
year.
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where |N+| is the cardinality of the set N+. These aggregations produce a less complex optimization
problem.

Implementation details/test cases In the experiments performed, we used the NREL 5MW reference
turbine [87]. For wake models, we have used their implementation in FLOw Redirection and
Induction in Steady State (FLORIS) [88]. We use Jensen [89]4 as the low-fidelity (LF) wake model
and Gauss-Curl Hybrid (GCH) [90]5 as the high-fidelity (HF) model as suggested in [91]. The
low- and high-fidelity models for this problem use different wind roses6 bin resolutions, leading to
accuracy and computational differences caused by both fidelity and resolution. Each bin adds an
identical set of function calls and operations to the summing process, so the cost scales linearly. In
the subsequent experiments, the wind speed is constant at 8m/s for simplicity.

We investigate two cases with different numbers of wind turbines, as shown in Table 2. The particular
choice is made to study the influence of dimensions of the design variable. We use six wind direction
bins for the LF and 18 wind direction bins for the HF (ref. Fig. 11). In terms of computational costs,
a single LF model evaluation, denoted as cLF , incurs approximately 33% (or one-third) of the cost
associated with a single evaluation of the HF model, represented as cHF . For example, in the scenario
involving 24 turbines, the Jensen model (the LF model) requires approximately 0.015 seconds per
execution. In contrast, the GCH model(HF model) demands about 0.044 seconds per execution when
run on a single processor core. Consequently, the overall computational expense of determining the
Annual Energy Production (AEP) using the HF model is about nine times higher than that required
for the LF model.

For both cases, we perform a comparative study between SCOUT-Nd with the HF model, MF-SCOUT-
Nd employing both the LF and the HF model, and the Sequential Least SQuares Programming
(SLSQP) [47] with the HF model. Within the domain of wind farm layout optimization, variants of
sequential quadratic programming (SQP)-based algorithms are predominantly employed [85, 9, 91]
due to their gradient-based nature (gradients computed via finite differences) and their capability
to manage constraints effectively. An extensive comparison with different optimization methods is
beyond the scope of the present investigation. Interested readers can find details in [9].

Table 2: Optimization problem cases: design variables, objective, and constraints

Cases objective design variables dimension Constraints

8 turbine farm AEP x, y locations 16 Turbine spacing [252 m,∞),
bound constraint (x ∈ [0, 2666 m], y ∈
[0, 2666 m])

24 turbine farm AEP x, y locations 48 Turbine spacing [252 m,∞),
bound constraint (x ∈ [0, 8000 m], y ∈
[0, 8000 m])

Results This section presents the results obtained upon running the optimization methods for the two
cases presented in Table. 2. The hyper-parameter setting for the optimization methods is given in
Appendix D, particularly in Table. 5 and Table. 6 for the 8 turbines and 24 turbine cases, respectively.
Here, we use a fixed sample size for expectation evaluation for all the optimization methods to ensure
a fair comparison. For both cases, a grid layout is chosen as the initial layout for all three optimization
methods. Naturally, the optimizer is expected to push the turbines towards the boundaries to minimize
wake interactions, leading to increased AEP. The results for the two cases with the optimization
methods are quantitatively compared in Table. 3 and Table. 4, and qualitatively compared in Fig. 12,
Fig. 16, Fig. 13 and Fig. 18. The evolution of the augmented objective, objective and constraints for
the optimization with SCOUT-Nd and MF-SCOUT-Nd for 8 turbine case are illustrated in Fig. 14

4The Jensen wake model uses a simplistic velocity deficit to represent the wake, and this deficit is summed
when wakes interact using the sum-of-squares method.

5The solver simplifies the Reynolds-averaged Navier-Stokes (RANS) equations to obtain a parabolic equation
for the wake deficit. The equation is solved in a three-dimensional domain to obtain the wake velocity in a wind
plant.

6Wind rose is a graphical tool used in the context of wind farms to represent the distribution of wind speed
and direction at a particular location
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Figure 11: Wind Rose for 18 wind direction bins and a constant wind speed of 8 m/s

and Fig. 15 respectively. Similarly, Fig. 19 and Fig. 20 illustrate the evolutions for the 24 turbine case.

We draw the following conclusions from the tables and figures:

• For the 8 turbine case, from Fig. 12 we observe that all three optimization methods push
the turbine towards the boundaries while maintaining the distance between them as per the
constraints. This significantly reduces the wake interactions as observed in Fig. 13. This
translates to an increase in AEP as reported in Table. 3. In this case, SLSQP reports the
highest AEP percentage gain (8.73%) from the initial grid layout, followed by SCOUT-
Nd (8.26%) and MF-SCOUT-Nd (8.02%). However, the MF-SCOUT-Nd is the cheapest
with around 67% computational cost of the SLSQP. This was expected as the SLSQP is a
gradient-based method, and dim=16 poses a fairly smooth objective surface, outperforming
method like ours. With an optimized value of hyperparameters, SCOUT-Nd/MF-SCOUT-Nd
might come closer (or even cross) to the SLSQP in terms of AEP improvement, but this is
not the goal of the present investigation.

• For the 24 turbine case, from Fig. 16 we observe that both SCOUT-Nd and MF-SCOUT-Nd
push the turbine towards the boundaries from the initial grid layout, which is expected from
global optima. This can also be understood from the power vs. wind direction plot in Fig.
17. Additionally, Fig. 18 illustrates the wake interactions along the most prominent wind
direction, i.e., from the north side. However, as seen in the Fig. 16, the SLSQP failed to
push the turbine towards the boundaries as it got trapped in local optima. We also confirm
this behavior by running the SLSQP optimizer using different initial layouts drawn from
the Latin hypercube as presented in Fig. 22. With the increase in dimensions, owing to
the multimodel nature of the problem, the gradient-based optimizers can face this issue,
also reported in [9, 84, 15]. This is also reflected in the AEP values reported in the Table.
4. The SCOUT-Nd reports the highest AEP percentage gain from the initial grid layout,
followed by MF-SCOUT-Nd and then the SLSQP. Although the MF-SCOUT-Nd resulted
in slightly lower AEP gain as compared to the SCOUT-Nd, interestingly, it took around
1/3 of the cost of SCOUT-Nd optimization with HF. This underscores the capability of our
method to be robust and to handle non-convexity in high dimensions (as asserted in Sec.
2.6) in real-world physical applications. By introducing Multi-fidelity, our method allows
the analyst to balance the trade-off between the computational cost and the optimum quality.

• The Figures.14 15, 19 and 20 point towards the convergence of SCOUT-Nd and MF-SCOUT-
Nd for both the cases by illustrating the evolution of the augmented objective, objective and
constraints. As can be seen from the figures, initially the constraints on average are violated.
As the optimization progresses, the penalty is also more strongly enforced, thus satisfying
the constraints eventually. Further diagnostics of the optimization, like the evolution of
the design variables and penalty parameters, are given in Appendix D. In all the cases
presented, the optimization is terminated by the ϵσ convergence criterion for the outer
loop. The optimum quality can be further increased by reducing its value, although with
an increased computational cost. The convergence criterion, number of samples, and step
size are entwined together in a complicated fashion, influencing the convergence rate and
the optimum quality as discussed in Sec. 2.6.4 and Sec. 2.7.1. As with any optimization
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algorithm [34], we rely on carefully selected heuristics to balance the tradeoff between
computational cost and solution accuracy.

Table 3: Optimization results comparison for 8 turbine case.

Algo. LF calls HF calls Computational cost
(in cHF

#)
AEP (in MWh)† % AEP gain†

SCOUT-Nd - 600 · 32 · 18* 345, 600cHF (1.83x) 116, 472.50 8.26%

MF-SCOUT-Nd 615 · 32 · 6* 615 · 8 · 18* 127,526.4cHF (0.67x) 116, 214.37 8.02%

SLSQP - 10, 484 · 18 188, 712cHF (1x) 116, 978.31 8.73%

† The initial gird layout AEP = 107, 581.42 MWh.
# cHF is the cost of a high-fidelity run for a single pair of wind direction and wind speed. cLF ≈ 0.33cHF .
* total no. of steps × no. of samples/step × no. of solver call/AEP evaluation.
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Figure 12: Windfarm layout with 8 turbines comparing the layout used to initialize (in blue) the
optimization routine and the optimized layout (in red) found using SLSQP (a), SCOUT-Nd (b) and
MF-SCOUT-Nd (c). The SLSQP and SCOUT-Nd use the GCH model [90], while the MF-SCOUT-Nd
uses a combination of the less accurately resolved Jensen wake model [89] and the GCH model. Each
dot represents a wind turbine. The blue line represents the boundary of the wind farm. Quantitative
Results are given in Table. 3 and the hyperparameters used to perform the optimization are detailed
in Table. 5.

0 500 1000 1500 2000 2500
0

500

1000

1500

2000

2500

Initial layout
(Wind Direction 360o, Wind speed 8m/s)

0.4

1.2

2.0

2.8

3.6

4.4

5.2

6.0

6.8

7.6

m
/s

(a) Initial Layout

0 1000 2000

−1000

−500

0

500

1000

1500

2000

2500

Optimal layout
(Wind Direction 360o, Wind speed 8m/s)

0.9

1.8

2.7

3.6

4.5

5.4

6.3

7.2

m
/s

(b) SCOUT-Nd

0 1000 2000

−1000

−500

0

500

1000

1500

2000

2500

Optimal layout
(Wind Direction 360o, Wind speed 8m/s)

0.6

1.5

2.4

3.3

4.2

5.1

6.0

6.9

7.8
m

/s

(c) MF-SCOUT-Nd

Figure 13: Velocity deficit contour plots along the primary wind direction for the initial layout
(a), optimized layout with SCOUT-Nd (b), and optimized layout with MF-SCOUT-Nd (c). The
corresponding AEPs are given in Table. 3.

4 Conclusions

We presented SCOUT-Nd, a novel approach for (constrained) optimization problems involving
expensive, stochastic black-box simulators with high-dimensional parametric dependency. We
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Figure 14: Diagnostics of the optimization run with SCOUT-Nd involving the high-fidelity GCH
model [90], for the 8 turbine wind farm case. From left to right, the expected value of augmented
objective (a), objective (b), and constraints (c). The objective, constraints, and design variables are
normalized. The physical meanings are given in Table.2.
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Figure 15: Diagnostics of the optimization run with MF-SCOUT-Nd involving the low-fidelity Jensen
wake model [89] and the high-fidelity GCH model [90], for the 8 turbine wind farm case. From left to
right, the expected value of augmented objective (a), objective (b), and constraints (c). The objective,
constraints, and design variables are normalized. The physical meanings are given in Table.2.
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Figure 16: Windfarm layout with 24 turbines comparing the layout used to initialize (in blue) the
optimization routine and the optimized layout (in red) found using SLSQP (a), SCOUT-Nd (b) and
MF-SCOUT-Nd (c). The SLSQP and SCOUT-Nd use the GCH model [90], while the MF-SCOUT-Nd
uses a combination of the less accurately resolved Jensen wake model [89] and the GCH model. Each
dot represents a wind turbine. The blue line represents the boundary of the wind farm. Quantitative
Results are given in Table. 4 and the hyperparameters used to perform the optimization are detailed
in Table. 6.
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Table 4: Optimization results comparison for 24 turbine case.

Algo. LF calls HF calls Computational cost
(in cHF

#)
AEP (in MWh)† % AEP gain†

SCOUT-Nd - 2, 648 · 128 · 18* 6, 100, 992cHF (3.13x) 347,112.88 3.98%

MF-SCOUT-Nd 2, 350 · 128 · 6* 2, 350 · 32 · 18* 1,949,184cHF (1x) 343, 662.69 2.98%

SLSQP - 7, 200 · 18 129, 600cHF
†† 336, 221.53 0.71%

†† The optimization run gets trapped in local minima around iteration 120, hence the low AEP and computational cost..
† The initial gird layout AEP = 333, 834.84 MWh.
# cHF is the cost of a high-fidelity run for a single pair of wind direction and wind speed. cLF ≈ 0.33cHF .
* total no. of steps × no. of samples/step × no. of solver call/AEP evaluation.
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Figure 17: Wind farm power as a function of wind direction for the initial grid layout, SCOUT-Nd
optimized layout, and the MF-SCOUT-Nd optimized layout for the 24 turbine case.
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Figure 18: Velocity deficit contour plots along the primary wind direction (from the North side) for the
initial layout (a), optimized layout with SCOUT-Nd (b), and optimized layout with MF-SCOUT-Nd
(c). The corresponding AEPs are given in Table. 4.

included strategies and carefully chosen heuristics to handle non-convexity, reduce gradient estimator
variance, and improve convergence properties and robustness. We also extended the proposed
approach to include multi-fidelity strategies and adaptive sample size for gradient estimation to limit
the number of expensive to evaluate simulator calls. Our method is embarrassingly parallelizable and
non-intrusive, thus very attractive to various engineering and physics optimization problems.

We performed experiments on various academic toy problems with common optimization challenges
like multi-modality, constraints, behavior in valleys, dimension scalability, etc., and compared our
algorithm against several baselines. For a given level of accuracy and computational budget, our
method solves most of the problems from the toy problem pool. We also demonstrated that it
could handle multi-modalities and high-dimensionality better than the baselines. Additionally, we
demonstrated the improved quality of the optimum and better convergence rate when including
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Figure 19: Diagnostics of the optimization run with SCOUT-Nd involving the high-fidelity GCH
model [90], for the 24 turbine wind farm case. From left to right, the expected value of augmented
objective (a), objective (b), and constraints (c). The objective, constraints, and design variables are
normalized. The physical meanings are given in Table.2.
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Figure 20: Diagnostics of the optimization run with MF-SCOUT-Nd involving the low-fidelity Jensen
wake model [89] and the high-fidelity GCH model [90], for the 24 turbine wind farm case. From
left to right, the expected value of augmented objective (a), objective (b), and constraints (c). The
objective, constraints, and design variables are normalized. The physical meanings are given in
Table.2.

natural gradients. We also tested our algorithm on a complex real-world case of optimizing wind farm
layout and compared it against a baseline. We observed that our method improved upon the baseline
optimization results, thus showing the successful optimization of a complex stochastic system with
a user-defined objective function. Also, the MF-SCOUT-Nd produced comparable accuracy at a
one-third cost.

The work presented serves as a fertile ground for several extensions and applications. In future
research, we intend to adapt and apply the proposed method to optimize hyperparameters in neural
networks. Since the algorithm addresses the differentiability issue in problems involving physics-
based simulators, integrating into several Scientific Machine Learning paradigms is also possible [92,
25]. This includes hybrid approaches that combine "known physics" (physics-based simulators) and
"learned physics" (neural network, for example), thus relying on efficient gradient flow. As suggested
in [34], we plan to incorporate a full covariance matrix into the design variable density to enhance
performance. Furthermore, integrating Importance sampling step into gradient estimation could yield
improvements, particularly in scenarios where the objective function landscape contains valleys.
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Appendix

A Influence of initial value of design variable variance
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Figure 21: Using 2d Rastringin function to highlight the influence of the initial value of design
variance on escaping local optima. White contour lines represent the initial q(θ) and red contour
lines represent the final design variable distribution q(θ∗)

B Taylor Expansion simplification

Our proposed algorithm relies on optimizing U(θ) instead of f(x). Let us convert the distribution to
standard normal distribution as follows:

U(θ) = E[f(µ+ σ · z)]z∼N (0,I). (42)

Writing down the Taylor expansion of f(µ+ σ · z) till the third derivative:

f(µ+ σ · z) = f(µ) +

d∑
i=1

σizi
∂f

∂xi
(µ) +

1

2!

d∑
i,j=1

σiσjzizj
∂2f

∂xi∂xj
(µ) . . .

+
1

3!

d∑
i,j,k=1

σiσjσkzizjzk
∂3f

∂xi∂xj∂xk
(µ) +O(∥σ∥4),

where zi, σi and xi are the ith component of z, σ and x respectively. We take expectation on both
sides to get U(θ).

U(θ) = E[f(µ+ σ · z)]z∼N (0,I)

= f(µ) +

d∑
i=1

σiE[zi]
∂f

∂xi
(µ) +

1

2!

d∑
i,j=1

σiσjE[zizj ]
∂2f

∂xi∂xj
(µ) . . .

+
1

3!

d∑
i,j,k=1

σiσjσkE[zizjzk]
∂3f

∂xi∂xj∂xk
(µ) +O(∥σ∥4).

(43)

We simplify the above expression using the following observations:

E[zi] = 0 because of 0 mean

E[zizj ] =
{
1 if i = j because standard deviation of the distribution is 1
0 otherwise because the variables are independent and have zero mean

E[zizjzk] = 0 because skewness of normal distribution is zero
The simplified expression is:

U(θ) = f(µ) +
1

2

d∑
i=1

σi
2 ∂2f

∂xi
2
(µ) +O(∥σ∥4) (44)
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C List of benchmarks

We represent the dimension of the search space by dp. The list of benchmarks is as follows:

C.1 Sphere problem

We run this problem for dimensions dp = {2, 4, 8, 16, 32}. The high-fidelity and the low-fidelity
function are given by:

fhigh(x) =

d∑
i=1

x2
i ,

flow(x) =

d∑
i=1

1.1x2
i .

(45)

It is a simple problem with a single global minimum at the (0, . . . dp times).

C.2 Constrained Sphere problem

We run this problem for dimensions dp = {2, 4, 8, 16, 32}. The objection function is same as
Equation 45 but with a constraint 1− x1 − x2 ≤ 0. The optimum lies on the constraint boundary at
(0.5, 0.5, 0, . . . dp − 2 times). The problem checks the ability of the algorithm to handle constraints.

C.3 Ackley function

We run this problem for dimensions dp = {2, 4, 8, 16, 32}. The high-fidelity and the low-fidelity
function are given by:

fhigh(x) = −20 exp

−0.2
√√√√ 1

dp

dp∑
i=1

x2
i

− exp

 1

dp

dp∑
i=1

cos(2πxi)

+ 20 + exp(1),

flow(x) = −22 exp

−0.2
√√√√ 1

dp

dp∑
i=1

1.1x2
i

− 0.9 exp

 1

dp

dp∑
i=1

cos(2πxi)

+ 20 + exp(1).

(46)
It is a multimodal problem with a global minimum at (0, . . . d times).

C.4 Rosenbrock function

We run this problem for dimensions dp = {2, 4, 8, 16}. The high-fidelity and the low-fidelity function
are given by:

fhigh(x) =

dp−1∑
i=1

100(xi+1 − x2
i )

2 + (1− xi)
2,

flow(x) =

dp−1∑
i=1

101(xi+1 − x2
i )

2 + 1.01(1− xi)
2 + 0.2.

(47)

The function is unimodal, but the minimum lies in a narrow valley is at (1, 1, . . . dp times). The
optimizers find the valley of the problem but take a long time to converge to the minimum [81].
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C.5 Zakharov function

We run this problem for dimensions dp = {2, 4, 8, 16}. The high-fidelity and the low-fidelity function
are given by:

fhigh(x) =

dp∑
i=1

x2
i +

(
d∑

i=1

0.5ixi

)2

+

 dp∑
i=1

0.5ixi

4

,

flow(x) =

dp∑
i=1

x2
i +

(
d∑

i=1

0.55ixi

)2

+

 dp∑
i=1

0.5ixi

4

.

(48)

It has one minimum at (0, . . . dp times). It is a plate-shaped function. Optimizers tend to get stuck in
the flat regions of the function.

C.6 Bohachevsky function: 1

This is a 2-dimensional bowl-shaped problem. The high-fidelity and the low-fidelity function are
given by:

fhigh(x) = x2
1 + 2x2

2 − 0.3 cos(3πx1)− 0.4 cos(4πx2) + 0.7,

flow(x) = x2
1 + 2.1x2

2 − 0.32 cos(3πx1)− 0.41 cos(4πx2) + 0.7.
(49)

The minimum lies at (0, 0).

C.7 Bohachevsky function: 2

This is a 2-dimensional bowl-shaped problem. The high-fidelity and the low-fidelity function are
given by:

fhigh(x) = x2
1 + 2x2

2 − 0.3 cos(3πx1) cos(4πx2) + 0.3,

flow(x) = x2
1 + 2.1x2

2 − 0.31 cos(3πx1) cos(4πx2) + 0.3.
(50)

The minima lies at (0, 0).

C.8 Six-hump camel function

This is a 2-dimensional function with six local minima. The high-fidelity and the low-fidelity function
are given by:

fhigh(x) = 4x2
1 − 2.1x4

1 +
x6
1

3
+ x1x2 − 4x2

2 + 4x4
2,

flow(x) = 4x2
1 − 2.2x4

1 +
x6
1

3.2
+ 1.1x1x2 − 4.1x2

2 + 4x4
2.

(51)

There are two global minima at (0.0898,−0.7126) and (0.0898, 0.7126).

C.9 Three-hump camel function

This is a 2-dimensional function with three local minima. The high-fidelity and the low-fidelity
function are given by:

fhigh(x) = 2x2
1 − 1.05x4

1 +
x6
1

6
+ x1x2 + x2

2,

flow(x) = 2.1x2
1 − 1.06x4

1 +
x6
1

6
+ 1.1x1x2 + x2

2.

(52)

C.10 Beale function

This is a 2-dimensional multimodal problem. The high-fidelity and the low-fidelity function are given
by:

fhigh(x) = (1.5− x1 + x1x2)
2 + (2.25− x1 + x1x

2
2)

2 + (2.625− x1 + x1x
3
2)

2,

flow(x) = (1.54− x1 + x1x2)
2 + (2.29− x1 + x1x

2
2)

2 + (2.675− x1 + x1x
3
2)

2.
(53)
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The minima lies at (3, 0.5).

C.11 Hartmann 3d function

This is a 3-dimensional problem with four local minima. The high-fidelity and the low-fidelity
function are given by:

fhigh(x) = −
4∑

i=1

αi exp

− 3∑
j=1

Aij(xj − Pij)
2

 ,

flow(x) = −1.1
4∑

i=1

αi exp

− 3∑
j=1

Aij(xj − Pij)
2

+ 0.1,

(54)

where α, A and P are defined as:

α = (1, 1.2, 3, 3.2)
T

A =

 3 10 30
0.1 10 35
3 10 30
0.1 10 35



P =

0.3689 0.1170 0.2673
0.4699 0.4387 0.7470
0.1091 0.8732 0.5547
0.0381 0.5743 0.8828


The global minima lies at (0.114614, 0.555649, 0.852547).

C.12 Hartmann 4d function

This is a multimodal 4-dimensional problem. The high-fidelity and the low-fidelity function are given
by:

fhigh(x) = −
4∑

i=1

αi exp

− 4∑
j=1

Aij(xj − Pij)
2

 ,

flow(x) = −1.1
4∑

i=1

αi exp

− 4∑
j=1

Aij(xj − Pij)
2

+ 0.1,

(55)

where α, A and P are defined as:

α = (1, 1.2, 3, 3.2)
T

A =

 10 3 17 3.5
0.05 10 17 0.1
3 3.5 1.7 10
17 8 0.05 10



P =

0.1312 0.1696 0.5569 0.0124
0.2329 0.4135 0.8307 0.3736
0.2348 0.1451 0.3522 0.2883
0.4047 0.8828 0.8732 0.5743


The global minima lies at (0.1873, 0.1906, 0.5566, 0.2647).

D Further details of the windfarm layout optimization

In the windfarm layout optimization case, we observed that for high dimensional optimization, the
SLSQP was trapped in local optima when optimization was started from a grid layout. To confirm this
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Figure 22: Windfarm layout optimization with SLSQP for 24 turbine case with 6 different initial
layouts sampled with latin hypercube. In the six runs, the final layout never reaches the boundaries
(as expected for an optimal layout) and the optimizer gets trapped in the local optima

behavior, we ran the SLSQP optimizer using different initial layouts drawn from the latin hypercube
as presented in Fig. 22.

Table 5 and Table 6 show the hyperparameters of the algorithms used for the windfarm layout
optimization case for 8 turbine and 24 turbine cases, respectively.

The Figures.23 24, 25 and 26 provides optimization diagnostics of SCOUT-Nd and MF-SCOUT-Nd
for both the cases. In all four figures, it is interesting to observe the normalized design variable mean
fluctuation near the wind farm boundary around the initial iterations and the corresponding constraint
violation. Gradually as the penalty is more strongly enforced (by increasing the penalty parameter λ)
the constraints are satisfied on average, accompanied by stabilization of the design variable mean.

Table 5: Hyper-parameters of algorithms used to carry-out experiments for 8 turbine windfarm case.

SCOUT-Nd MF-SCOUT-Nd SLSQP†

parameter value parameter value parameter value

η 5e− 02 η 5e− 02 ftol 1e− 10

SHF 32 (SLF , SHF ) (32,8) maxiter 400
εµ 1e− 05 εµ 1e− 05 eps 0.01
εσ 1e− 04 εσ 1e− 04 - -

† The parameters of SLSQP correspond to the parameters in its Scipy implementation. More
details can be found here and [47].

Table 6: Hyper-parameters of algorithms used to carry-out experiments for 24 turbine windfarm case

SCOUT-Nd MF-SCOUT-Nd SLSQP

parameter value parameter value parameter value

η 1e− 02 η 1e− 02 ftol 1e− 12

S 128 (SLF , SHF ) (128,32) maxiter 400
εµ 1e− 05 εµ 1e− 05 eps 0.01
εσ 5e− 04 εσ 5e− 04 - -
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Figure 23: Diagnostics of the optimization run with SCOUT-Nd involving the high-fidelity GCH
model [90], for the 8 turbine wind farm case. From left to right, the mean of the design variables (a),
the variance of the design variables (b), and the penalty term λ (c).
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Figure 24: Diagnostics of the optimization run with MF-SCOUT-Nd involving the high-fidelity GCH
model [90], for the 8 turbine wind farm case. From left to right, the mean of the design variables (a),
the variance of the design variables (b), and the penalty term λ (c).
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Figure 25: Diagnostics of the optimization run with SCOUT-Nd involving the high-fidelity GCH
model [90], for the 24 turbine wind farm case. From left to right, the mean of the design variables (a),
the variance of the design variables (b), and the penalty term λ (c).
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Figure 26: Diagnostics of the optimization run with MF-SCOUT-Nd involving the high-fidelity GCH
model [90], for the 24 turbine wind farm case. From left to right, the mean of the design variables (a),
the variance of the design variables (b), and the penalty term λ (c).
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