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Poisson bundles over unordered configurations

Alessandra Frabetti∗ and Olga Kravchenko∗ and Leonid Ryvkin∗†

July 23, 2024

In memory of Krzysztof Gawędzki

Abstract

In this paper we construct a Poisson algebra bundle whose distributional sections are suitable to represent
multilocal observables in classical field theory. To do this, we work with vector bundles over the unordered
configuration space of a manifold M and consider the structure of a 2-monoidal category given by the usual
(Hadamard) tensor product of bundles and a new (Cauchy) tensor product which provides a symmetrized
version of the usual external tensor product of vector bundles onM . We use the symmetric algebras with respect
to both products to obtain a Poisson 2-algebra bundle mimicking the construction of Peierls bracket from the
causal propagator in field theory. The explicit description of observables from this Poisson algebra bundle will
be carried out in a forthcoming paper.
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1 Introduction

In relativistic field theory, it is a longstanding open problem to describe the algebra of observables in a fully covariant
way. In classical field theory this problem motivated the introduction of multisymplectic geometry [13, 19, 2], in
quantum field theory it gave rise to perturbative Algebraic Quantum Field Theory [7, 24]. One of the key open
questions is the covariant description of multilocal observables, which are products of local observables.

For a field theory given by a vector bundle E → M over a spacetime manifold M , local observables can be
described by (distributional) sections of the dual vector bundle (JE)∗⊗DensM of the jet bundle (of a given order)
with values in densities. Multilocal observables are usually related to integrals of sections of the repeated external
product of (JE)∗⊗DensM over an arbitrary number of copies of M , but this representation is not consistent, since
the product of observables is commutative while the external tensor product of vector bundles is not.

In this article and its companion [11], we propose a geometrical description of multilocal observables in terms of
distributional sections of vector bundles over a comprehensive base manifold compatible with the switch of points
in M . Hence in this first part of the program we develop the algebraic / geometric background, whereas in the
second part we focus on functional-analytic considerations and show the application in field theory.

The key algebraic / geometric ingredients to get a covariant Poisson algebra of observables are:

• The space C(M) of unordered configurations of distinct points of M , equipped with the structure of a manifold
(of non-pure dimension). Configuration spaces appear in many branches of mathematics since the ’60s [10],
especially in topology [8] [9] , and are currently used in physics to describe spaces of undistinguishable particles
[3]. Details can be found in the very nice recent survey by S. Kallel [17].

• A Cauchy tensor product � in the category VB(C(M)) of vector bundles over C(M), which relies on the
possibility to switch base points in M and provides a symmetrized version of the usual external tensor product
of vector bundles over M . The symmetric algebra with respect to � is a good candidate to describe multilocal
observables. An analogue Cauchy tensor product exists for graded vector spaces [4, Chapter 11.5], species and
other natural S-modules [16, Section 2.1] [1], but to our knowledge this version on vector bundles is new.

• The structure of a 2-monoidal category on VB(C(M)), where � is completed by a Hadamard tensor product
⊗ necessary to describe the Poisson algebra of observables induced by a kernel given on generators. For this,
we introduce the new notion of a Poisson 2-algebra bundle. In the companion paper [11], we show that the
standard Poisson algebra structure of relativistic fields [24, Section 4.4], given by the Peierls bracket [23], is
of this type. Symmetric 2-monoidal categories have been introduced in [1] in the context of species. The idea
that they are the appropriate categorical framework to describe Quantum Field Theory is due to S. Herscovich
[15]. The classical Poisson algebra we introduce will lead to the same quantum version, via the quantization
by Laplace pairing deformation as in [5] [6]. A direct link to species was done very recently in [22].

The article is structured as follows. In section 2 we study the category VB(C(M)) of vector bundles over the
(unordered) configuration space C(M), starting from the basic definitions. In subsection 2.3 we construct the new
monoidal structure � on VB(C(M)) (called Cauchy tensor product) and conclude that together with the usual
tensor product ⊗ (which we refer to as Hadamard tensor product), it forms a symmetric 2-monoidal category.

In section 3 we describe algebra bundles with respect to these two monoidal structures. In subsection 3.2 we
introduce our key examples, the Cauchy tensor algebra bundle T�(V ) and the Cauchy symmetric algebra bundle
S�(V ) of a vector bundle V → M , and show a striking effect of the Cauchy monoidal structure: the fibres of
the vector bundle S�(V ) → C(M) are isomorphic to those of the exterior tensor product of V over the collection
of k-fold manifolds Mk, as vector spaces, even though the algebra bundle S�(V ) is commutative (of course with
respect to the monoidal structure �) while the collection of exterior tensor products of V is not. Without changing
the value of bundles, then, the Cauchy monoidal structures allows us to consider symmetric sections of many points
of M . In subsection 3.3 we show that the densities on C(M) are exactly the �-symmetric algebra generated by the
densities on M . In subsection 3.4 we discuss 2-algebras, i.e. algebras with two multiplications with respect to the
Cauchy and to the Hadamard tensor product, related by a natural distributional law induced by the shuffle map of
the 2-monoidal category.

In section 4 we discuss Poisson algebra bundles over C(M). We start by introducing the notion of a Poisson
2-algebra bundle in subsection 4.1, which allows us to construct a canonical Poisson structure on the 2-algebra
bundle S�S⊗(V ) for any vector bundle V on M endowed with a skew-symmetric bundle map k : V � V → K.

2



In subsection 4.2 we prove that this Poisson structure extends to the �-algebra S�S⊗(V ) ⊗ DensC(M), and in
subsection 4.3 we prove that it induces a Poisson algebra structure on its space of smooth sections. The paper
ends with a concluding example coming from Field Theory which serves as a motivation for the second part [11] of
our work: for V = (JE)∗, it is the bundle S�S⊗(JE)∗ ⊗ DensC(M) on C(M) which carries the Poisson structure
for observables of the fields ϕ : M → E. The kernel k of the Poisson bracket (or, more precisely, a distributional
version of k) represents a pre-symplectic form on Γ(M,E) usually given by the causal propagator defined by the
Lagrangian density of the chosen field theory. In [11] we discuss which is the good space of distributional sections
of this Poisson bundle which should be taken to represent off-shell observables of relativistic fields.

2 The 2-monoidal category of vector bundles over configuration spaces

The external tensor product of vector bundles over a manifold M gives vector bundles over the crossed product
M ×M , and therefore it does not preserve the base manifold. To have a single comprehensive base manifold to
work on, one can consider the disjoint union

⊔
k∈N0M

k, which is a manifold of non-pure dimension. If, moreover,
the sections one is interested in are to be symmetric in the different M -entries, one should consider the disjoint
union

⊔
k∈N0M

k/Sk of the orbits under the action of the symmetric groups. This space, however, is an orbifold
(a manifold with singularities) and its differential calculus requires a specific attention. To avoid complications
dues to singularities, in this paper we consider the disjoint union of configuration spaces, which are manifolds, as a
comprehensive environment to work on. In this section we show that the natural extension of the usual (internal)
and of the external tensor products to vector bundles over the configuration space define a category with extremely
good properties.

2.1 Configuration space of a manifold

Let M be a smooth manifold. A configuration of k points of M , or k-point configuration, is a finite set x = {x1, ..., xk}
of k distinct points of M . Denote by |x| = k the number of points contained in a configuration x. For k = 0, the
only zero-point configuration is the empty set ∅ (which is the only subset of M of cardinality 0). We call this
configuration the vacuum. Denote by Ck(M) the set of k-point configurations of M and by

C(M) =
∞⊔
k=0

Ck(M) (1)

the set of all configurations in M , i.e. the set of finite subsets of M . The space C(M) is called the (unordered)
configuration space of M [21, Definition 4.3].1 We quickly recall how it is topologized:

Lemma 2.1.1 (cf. e.g. Definition 4.3 in [21]) The configuration space C(M) is a smooth manifold of non-pure
dimension, with the k-th component locally diffeomorphic to the collection of k-fold products Mk. Moreover, the
identity map on M = C1(M) gives an embedding

i : M ↪→ C(M). (2)

Proof. The set of k-point ordered configurations of M is the open and dense submanifold of Mk

Confk(M) = Mk \∆(k)

where

∆(k) = {(x1, ..., xk) ∈Mk | xi = xj for some i 6= j}

is the fat diagonal of Mk. The space Confk(M) contains (ordered) k-tuples ~x = (x1, ..., xk) ∈Mk of distinct points,
in contrast to Ck(M) which contains (unordered) sets x = {x1, . . . , xk} ⊂ M of k distinct points. The symmetric
group Sk acts on Confk(M) by permuting the points in the k-tuples and

Ck(M) = Confk(M)/Sk

1The same set furnished with a different topology is sometimes referred to as the Ran space of M cf. e.g. [18].
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is the quotient space under this action. Since the action of Sk on Confk(M) is free, the quotient space Ck(M) is a
smooth manifold, locally diffeomorphic to Confk(M) and therefore to Mk. We topologize C(M) as the countable
disjoint union of the Ck(M), i.e. as in Equation (1).Hence, C(M) is a countable disjoint union of smooth manifolds,
hence a manifold itself (of non-pure dimension). �

For any k  0, we denote by σ · ~x = (xσ(1), ..., xσ(k)) the action of σ ∈ Sk on ~x = (x1, ..., xk) ∈ Confk(M), and
by

qk : Confk(M)→ Ck(M) = Confk(M)/Sk

the canonical quotient map, and by q : Conf(M) → C(M) the induced surjective map on the full configuration
spaces. One way to construct a chart (U,Φ) near x = {x1, ..., xk} ∈ C(M) is by taking disjoint open charts
(U1, φ1), ..., (Uk, φk) around x1, ..., xk and set

Φ = (φ1, ..., φk) ◦ (qk|U )−1 (3)

with U = qk(U1 × · · · × Uk). The invertibility of qk on U follows from the disjointness of U1, ..., Uk.

Remark 2.1.2 For any k  0, the quotient map qk is a local diffeomorphism, therefore Ck(M) has the same local
properties of Confk(M) and therefore also of Mk, for instance its dimension is k · dim(M). However, Ck(M) does
not have the same global properties of Confk(M) or of Mk. The two main differences are:

• If a manifold M is orientable, then Mk and Confk(M) are also orientable, however its k-point configuration
space Ck(M) is not necessarily orientable. For instance, the circle S1, S1 × S1, Conf2(S1) ∼= S1 ×R - are all
orientable, while C2(S1) forms the Möbius strip and hence it is not orientable.

• If M is compact, then Mk is compact, but Confk(M) and Ck(M) are not, since taking out the diagonals
makes them open.

�

Remark 2.1.3 If M is a connected manifold, the quotient map qk is a covering space of degree k!, since the
symmetric group Sk acts freely on each fibre. �

The classical constructions available in the category of manifolds can still be carried out on C(M), by working
separately on each k-point component. In particular, in this paper we consider vector bundles on C(M). The
embedding i : M ↪→ C(M) induces standard restriction and extension maps on vector bundles, on their sections
(also on those with compact support) and on distributions, which are key ingredients of the covariant description
of the Poisson structure of observables in field theory, which we treat in a subsequent paper.

Note that there is no natural map C(M)→M : already the zero-point configuration C0(M) = {∅} has no natural
counterpart in M . Indeed, one of the key properties of a configuration space is to be a pointed manifold, with base
point given by the vacuum ∅.

2.2 Vector bundles over configuration spaces

Let K be the field R or C. A K-vector bundle over C(M), denoted π : V→ C(M), is a collection of K-vector spaces
Vx above each configuration of points of M , called the fibres, verifying the usual requirements of vector bundles
(local triviality inducing linear isomorphisms of the fibres). Since local triviality makes sense only on connected
components of C(M), we can set Vk =

⊔
x∈Ck(M) Vx and regard the vector bundle V as a collection of K-vector

bundles πk : Vk → Ck(M) with possibly different ranks, called (homogeneous) components of V. Finally we have

V =
⊔

x∈C(M)

Vx =
∞⊔
k=0

Vk.

Let us call V connected if V0 = V∅ = K. Naturally, a bundle map V→W over C(M) is a map commuting with the
projections, therefore it is given by a collection of usual bundle maps Vk →Wk over Ck(M) for each k. Therefore,
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as usual, a bundle map can be multiplied by scalars, and the K-vector space of bundle maps from V to W is the
product of vector spaces

Mor(V,W) ∼=
∏
k

Mor(Vk,Wk). (4)

All usual constructions on vector bundles over a manifold can be pushed to vector bundles over its configuration
space, which then form a category with the operations and the properties of usual vector bundles. Let us denote by
VB(M) the category of K-vector bundles over M , and by VB(C(M)) the category of K-vector bundles over C(M).

In particular, in VB(C(M)) there is an internal hom-bundle of fibrewise linear maps

Hom(V,W) =
⊔

x∈C(M)

Hom(Vx,Wx) =
∞⊔
k=0

Hom(Vk,Wk),

whose smooth sections are in bijection with Mor(V,W). Given a vector space V , the trivial vector bundle with fibre
V is the crossed product C(M)× V . Then, the trivial line bundle is C(M)×K, and the dual vector bundle of V is

V∗ := Hom(V,C(M)×K) ∼=
⊔
x

V∗x =
⊔
k

V∗k.

Finally, V is a subbundle of W if Vk is a subbundle of Wk for all k.

Remark 2.2.1 All the vector bundles on C(M) we are interested in ultimately come from a given vector bundle E
on M . Even if E has finite rank, many of the associated objects we will be interested in and treat in the sequel, such
as the jet bundle JE and the tensor bundle T⊗(E), will have infinite rank (i.e. infinite dimension in each fibre).
However, in all cases we will be able to work with them as if they were of finite rank. Following [2], we distinguish
two cases of infinite-rank vector bundles (dual to each other in the categorical sense):

• ind-finite vector bundles: These are filtered (inductive) colimits of finite-rank vector bundles. For instance,
the tensor bundle T⊗(E) =

⊕∞
n=0E

⊗n is the inductive colimit of the sequence of injective bundle maps

T⊗¬0(E) ↪→ T⊗¬1(E) ↪→ T⊗¬2(E) ↪→ · · ·

where T⊗¬k(E) =
⊕k

n=0E
⊗n. Indeed, any element of this colimit lies in fact in a finite-rank term T⊗¬k(E).

When we want to add vectors or carry out other operations among tensors of different length, we can just
find a tensor power k big enough, so that T⊗¬k(E) contains all of them.

• pro-finite vector bundles: These are cofiltered (projective) limits of finite-rank vector bundles. For instance,
the infinite jet bundle JE is by definition the projective limit of the sequence of projective bundle maps

J0E � J1E � J2E � · · ·

where JkE is the bundle over M with fibre at x ∈M given by the k-jets jkxϕ at x of all smooth local sections
ϕ : Ux → E defined on an open neighborhood of x (that is, the equivalence class of such local sections under
the equivalence relation of contact of order k at x). An element in the infinite jet bundle is at once the set of
all derivatives of a smooth local section at a given point of M , and naturally projects to all k-order derivatives,
that is, to all k-jet bundles, in bundle-compatible ways. All operations among jets of different orders in fact
take place in the infinite jet bundle JE and are then projected to the suitable finite-order jet bundle JkE we
are interested in.

Another example of a pro-finite vector bundle is the completed tensor bundles T̂⊗(E), which can be defined
as the infinite product

∏∞
n=0E

⊗n, or by bundle duality as (T (E∗))∗.

The dual bundle of a pro-bundle is and ind-bundle and vice versa. Iterating several pro- (or ind-) constructions is
not a problem, subtleties would only occur if we try mixing pro- and ind- constructions, which we will avoid. �

The inclusion i : M ↪→ C(M) induces two functors on vector bundles: The usual pullback i∗ : VB(C(M)) →
VB(M), which brings a vector bundle V → C(M) to its restriction i∗V = V1 → M and the pushforward 2

2This is not properly a pushforward of vector bundles over manifolds, but it is a diffeological pushforward in the sense of [25, Section
3].
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i∗ : VB(M)→ VB(C(M) given, for any vector bundle V →M , by

i∗V =

{
V over M
Ck(M)× {0} over Ck(M) for k 6= 1

(5)

The pullback is a left inverse of the pushforward, that is, i∗i∗V = V for any vector bundle V on M . Moreover, the
pushforward i∗ is fully faithful, therefore VB(M) is a full subcategory of VB(C(M)), and i∗ is injective on vector
bundles (up to isomorphisms).

Example 2.2.2 The trivial line bundle on C(M) is the usual crossed product C(M)×K. Its pullback on M by i
coincides with the trivial line bundle on M , that is,

i∗(C(M)×K) = M ×K.

However, the pushforward of the trivial line bundle on M is not the trivial line bundle on C(M), it is

i∗(M ×K) =

{
M ×K over M
Ck(M)× {0} over Ck(M) for k 6= 1.

Example 2.2.3 Let TM → M be the tangent bundle of M . Since Ck(M) is locally diffeomorphic to Confk(M)
(and hence to Mk), the tangent bundle of C(M) is the bundle

TC(M) =


{∅} × {0} over C0(M) = {∅}
TM over C1(M) = M⊔
{x1,...,xk}

(Tx1M ⊕ · · · ⊕ TxkM) over Ck(M) for k  2.

Therefore, the bundle i∗TM over C(M), which is zero on Ck2(M), is a proper subbundle of T(C(M)).

Remark 2.2.4 The description of vector bundles over C(M) given above can be repeated word by word to describe
vector bundles over Conf(M), simply replacing k-configurations x by k-tuples ~x of distinct points of M , and gives
rise to the category VB(Conf(M)) of vector bundles over Conf(M). Vector bundles over C(M) and over Conf(M)
are then related by the pullback functor

q∗ : VB(C(M))→ VB(Conf(M))

along the quotient map q : Conf(M) → C(M): the pullback q∗(V) of a vector bundle V on C(M) has a fibre
q∗(V)~x = Vq(~x) above any point ~x ∈ Conf(M). This pullback restricts to the homogeneous components as a functor
q∗k : VB(Ck(M))→ VB(Confk(M)) for any k  0. For brevity, we will write q∗k(V) for q∗k(Vk). �

2.3 Hadamard and Cauchy tensor products of vector bundles

We denote by ⊕ the direct sum in VB(C(M)) given by the usual direct sum of vector bundles over each component
Ck(M).

Definition 2.3.1 For V,W ∈ VB(C(M)), we call Hadamard tensor product the usual tensor product V ⊗W of
vector bundles, whose fibre over a configuration x is given by

(V ⊗W)x = Vx ⊗Wx.

We call Cauchy tensor product the collection V � W =
⊔
x∈C(M)(V � W)x of fibres

(V � W)x =
⊕

x=x′tx′′
(Vx′ ⊗Wx′′),

where the sum is over all (ordered) splits of the configuration x in two disjoint configurations, including the zero-
point configuration.
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Note that the ordered splits x′ t x′′ and x′′ t x′ are different and must both be considered in the sum. For
instance:

(V � W)∅ = V∅ ⊗W∅

(V � W)x = (Vx ⊗W∅)⊕ (V∅ ⊗Wx)

(V � W){x1,x2} = (V{x1,x2} ⊗W∅)⊕ (Vx1 ⊗Wx2)⊕ (Vx2 ⊗Wx1)⊕ (V∅ ⊗W{x1,x2})

(V � W){x1,x2,x3} = (V{x1,x2,x3} ⊗W∅)

⊕ (V{x1,x2} ⊗Wx3)⊕ (V{x1,x3} ⊗Wx2)⊕ (V{x2,x3} ⊗Wx1)

⊕ (Vx1 ⊗W{x2,x3})⊕ (Vx2 ⊗W{x1,x3})⊕ (Vx3 ⊗W{x1,x2})

⊕ (V∅ ⊗W{x1,x2,x3}).

The Hadamard tensor product V ⊗W preserves the k-components and therefore its smooth vector bundle
structure is a standard construction in geometry. For V �W the smooth vector bundle structure is not immediate
and we will construct it in Proposition 2.3.3 below. To do so, we will lift it to the ordered configuration space
Conf(M), because (unlike C(M)) it has natural deconcatenation maps Confk+l(M)→ Confk(M)× Conf l(M).

Lemma 2.3.2 The external tensor product of vector bundles is well defined as an operation

�′ : VB(Conf(M))× VB(Conf(M)→ VB(Conf(M)).

Proof. For any integers i, j  0, the external tensor product (which we denote by �′ to distinguish it from the
Cauchy tensor product) can be seen as an operation

�′ : VB(Confi(M))× VB(Confj(M))→ VB(Confi(M)× Confj(M))

which turns two vector bundles V→ Confi(M) and W→ Confj(M) to the vector bundle V�′W→ Confi(M)×
Confj(M) with fibre

(V �′W)(x1,...,xi+j) = V(x1,...,xi) ⊗W(xi+1,...,xi+j).

The space Confi+j(M) ⊂ M i+j is a subspace of Confi(M) × Confj(M) ⊂ M i × M j = M i+j , and we (mildly
abusively) denote the restriction of V �′W to Confi+j(M) by V �′W. �

Let us introduce a notation: for any permutation σ ∈ Sk and any vector bundle Vk → Confk(M), we denote by
σ ·Vk the vector bundle on Confk(M) with fibres

(σ ·Vk)~x = (Vk)σ·~x.

Proposition 2.3.3 For any vector bundles V and W on C(M), there is a unique vector bundle structure on the
Cauchy tensor product V � W which makes it a symmetric version of the external tensor product on Conf(M), in
the sense that for any k  0 there is an isomorphism

q∗k(V � W) ∼=
⊕

ItJ={1,...,k}

q∗|I|(V) �′ q∗|J|(W)

∼=
⊕
i+j=k

σ∈Sh(i,j)

σ ·
(
q∗i (V) �′ q∗j (W)

)

of vector bundles over Confk(M).

Proof. For any ordered k-point configuration ~x = (x1, ..., xk) with q(~x) = {x1, ..., xk} = x, we have

q∗k(V � W)~x = (V � W)x =
⊕

x=x′tx′′
Vx′ ⊗Wx′′ .

On the right hand-side, the split of the configuration x in two disjoint subconfigurations x′ and x′′ corresponds
to the split of the k-tuple ~x in two disjoint tuples ~x′ and ~x′′ of all possible lengths i and j with i + j = k, plus
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all possible choices of i points among k, which are counted by the binomial coefficient
(
k
i

)
. Since this binomial

coefficient is also the cardinality of (i, j)-shuffle permutations, there is a bijection of vector spaces

q∗k(V � W)~x ∼=
⊕
i+j=k

σ∈Sh(i,j)

(
q∗i (Vi) �′ q∗j (Wj)

)
σ·~x

=
⊕
i+j=k

σ∈Sh(i,j)

(
σ ·
(
q∗i (Vi) �′ q∗j (Wj)

))
~x

over each ~x ∈ Confk(M). This gives a bijection of vector bundles over Confk(M)

q∗k(V � W) ∼=
⊕
i+j=k

σ∈Sh(i,j)

σ ·
(
q∗i (V) �′ q∗j (W)

)
.

The same bijection can be expressed in terms of the choice of the multiindex I ⊂ {1, ..., k}: if we denote by

πI : Confk(M)→ Conf |I|(M)

the projection to the components corresponding to the multiindex I with cardinality |I|, over Confk(M) the above
bijection of vector bundles becomes

q∗k(V � W) ∼=
⊕

ItJ={1,...,k}

π∗I q
∗
|I|(V|I|)⊗ π

∗
Jq
∗
|J|(W|J|) (6)

∼=
⊕

ItJ={1,...,k}

q∗|I|(V|I|) �
′ q∗|J|(W|J|).

Since q : Confk(M)→ Ck(M) is a local diffeomorphism, there is a unique smooth structure on V�W which makes
this bijection a smooth vector bundle isomorphism. �

To obtain a local trivialization of V�W near x = {x1, ..., xk} ∈ C(M), we pick a chart q(U) = q(U1×· · ·×Uk) on
Ck(M) as in (3), with the additional condition that V,W are trivializable over q(Ui1×· · ·×Uil) for all {i1, ..., il} ⊂
{1, ..., k}. Then over U = U1×· · ·×Uk, the isomorphism (6) provides a trivialization of V�W|q(U)

∼= q∗k(V�W)|U .

Lemma 2.3.4 The Hadamard and the Cauchy tensor products give two symmetric monoidal structures on the
category VB(C(M)) (in the sense of [20]), such that

• the unit for ⊗ is given by the trivial line bundle I⊗ = C(M)×K and the braiding τ⊗ : V ⊗W
∼=→W ⊗V is

given by τ⊗(vx ⊗ wx) = wx ⊗ vx for any x ∈ C(M),

• the unit for � is given by the bundle

I� =

{
{∅} ×K over C0(M)
Ck(M)× {0} over Ck(M) for k  1

and the braiding τ� : V�W
∼=→W�V is given by τ�(vx′ �wx′′) = wx′′ � vx′ for any disjoint configurations

x′, x′′ ∈ C(M).

Proof. The Hadamard tensor product ⊗ restricts to each k-point configuration manifold and coincides with the
usual tensor product of vector bundles in the category VB(Ck(M)), so it is a symmetric monoidal structure. The
Cauchy tensor product � distributes the fibres of two vector bundles over the points of each configuration, in all
possible ways: the axioms of a symmetric monoidal structure are easily verified. �

Remark 2.3.5 Vector bundles on C(M) can be graded. Then, the braidings τ⊗ and τ� naturally extend to graded
versions τ sgn

⊗ and τ sgn
� with the usual Koszul sign convention: if deg(vx) denotes the degree of the vector vx belonging

to a graded vector bundle, then we set

τ⊗ : V ⊗W→W ⊗V, vx ⊗ wx 7→ (−1)deg(vx) deg(wx)wx ⊗ vx
τ� : V � W→W � V, vx′ ⊗ wx′′ 7→ (−1)deg(vx′ ) deg(wx′′ )wx′′ ⊗ vx′ .

These braidings provide a usual trick to define alternating maps on non-graded vector bundles, by putting them in
degree 1. �
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Notice that the unit I⊗ with respect to the Hadamard monoidal structure restricts to the unit I = M × K of
the usual tensor product of vector bundles on M , via the pullback i∗ of the embedding i : M ↪→ C(M). However
the unit I� with respect to the Cauchy monoidal structure corresponds to the zero bundle on M , via the pullback
i∗, and is not related to the pushforward of the unit I on M , described in Example 2.2.2.

The monoidal structures ⊗ and � are compatible in the sense that they form a symmetric 2-monoidal category
(cf. e.g. [1, 15]), that is, there exists the following data:

• three morphisms µ : I⊗� I⊗ → I⊗, ∆ : I� → I�⊗ I� and ν : I� → I⊗ such that (I⊗, µ, ν) is a monoid in the
monoidal category (�, I�) and (I�,∆, ν) is a comonoid in the monoidal category (⊗, I⊗),

• a shuffle map sh : (A ⊗ B) � (C ⊗ D) → (A � C) ⊗ (B � D) which distributes appropriately over triple
products,

satisfying some compatibility conditions which can be found in [1, Section 6.1] or [15, Definitions 3.2.2].

Theorem 2.3.6 The category VB(C(M)) is a symmetric 2-monoidal category when equipped with:

• map µ : I⊗ � I⊗ → I⊗ given by the multiplications Kx′ ⊗Kx′′ → Kx′tx′′ ,

• map ∆ : I� → I� ⊗ I� given by the usual isomorphism K∅ ⊗K∅ → K∅ over the zero-point configuration and
trivial elsewhere,

• map ν : I� → I⊗ given by the inclusion of I� = K∅ into I⊗,

• shuffle morphism
sh : (V′ ⊗W′) � (V′′ ⊗W′′)→ (V′ � V′′)⊗ (W′ � W′′)

given by the inclusion⊕
x′tx′′=x

V′x′ ⊗W′
x′ ⊗V′′x′′ ⊗W′′

x′′ ↪→
⊕

x′tx′′=x̃′tx̃′′
V′x′ ⊗V′′x′′ ⊗W′

x̃′ ⊗W′′
x̃′′ .

Proof. The proof goes by direct verification of the axioms. We note that while all involved operations and morphisms
have to be (and are) smooth, the verification of the identities can be done fibre by fibre, since the equations are
satisfied, once they are satisfied on each fibre separately. The verification of the axioms fibrewise can be carried out
by direct computation, it also follows from [1, Proposition 8.68], where it is formulated in terms of species. �

Remark 2.3.7 In fact, this category is even framed monoidal in the sense of [15, Definition 3.2.6], with framing
given by the forgetful functor (VB(C(M)),⊗,�) → (VB(C(M)),�), and coherence morphisms ψ0 = id, ψ2 = id,
φ0 = ν and φ2 : V�W→ V⊗W given by the isomorphism over the zero-point configuration ∅ ∈ C(M) and trivial
elsewhere. �

Lemma 2.3.8 On finite-dimensional vector bundles, taking the dual vector bundle is a monoidal functor on [1, 15]:
VB(C(M)) for both the Hadamard and the Cauchy tensor products, that is,

(V ⊗W)∗ ∼= V∗ ⊗W∗

(V � W)∗ ∼= V∗ � W∗

for any (component-wise finite-dimensional) vector bundles V and W.

When V, W are infinite-dimensional the tensor products have to be appropriately completed.

Proof. This follows from the fact that the dual vector bundle is the bundle of dual components, which are usual
vector bundles of finite rank. For the Hadamard tensor product the isomorphism is immediate. For the Cauchy
tensor product, we have

(V � W)∗ =
⊔

x∈C(M)

 ⊕
x=x′tx′′

(Vx′ ⊗Wx′′)

∗ ∼= ⊔
x∈C(M)

⊕
x=x′tx′′

(V∗x′ ⊗W∗
x′′) = V∗ � W∗.

�
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Remark 2.3.9 Using the pullback and the pushforward along the embedding i : M ↪→ C(M), we can compare the
tensor product of vector bundles over M and over C(M):

• Both functors, the pullback i∗ and the pushforward i∗, are monoidal with respect to the tensor product
in VB(M) and to the Hadamard tensor product in VB(C(M)), that is, i∗(V ⊗W) ∼= i∗V ⊗ i∗W for any
V,W ∈ VB(C(M)), and i∗(V ⊗W ) ∼= i∗V ⊗ i∗W for any V,W ∈ VB(M).

• However, there is no tensor product in VB(M) which makes the pullback i∗ and the pushforward i∗ monoidal
with respect to the Cauchy tensor product � in VB(C(M)): The vector bundle i∗(V�W) = V1⊗W0⊕V0⊗
W1 → M cannot be constructed from the two bundles i∗V = V1 → M and i∗W = W1 → M . Similarly,
i∗V � i∗W does not lie in the image of i∗ unless V or W is trivial.

�

3 Algebra bundles over configuration spaces

In this section we discuss algebra bundles in the 2-monoidal category (VB(C(M)),�,⊗). In particular, in subsection
3.2 we construct the tensor algebra T� and free commutative algebra S� and show their properties in relation to
the exterior tensor product �′ on powers of M . As an important example of a �-algebra, we discuss the bundle
of Densities over C(M) in subsection 3.3. Finally, in subsection 3.4, we discuss 2-algebras and the construction of
S�S⊗V , which will be instrumental in the subsequent section.

3.1 Hadamard algebra bundles

Following the notations of [1, Definition 1.9], let us call ⊗-algebra bundle over C(M) a monoid in the category
(VB(C(M)),⊗), that is, a vector bundle A ∈ VB(C(M)) endowed with two bundle maps

⊗-multiplication m⊗ : A⊗A→ A
⊗-unit u⊗ : I⊗ → A

(7)

such that m⊗ is associative with unit u⊗, in the usual sense. This means that there is a structure of associative
unital algebra on the fibre Ax above any k-point configuration x. The ⊗-algebra bundle A is said to be commutative
if m⊗ ◦ τ⊗ = m⊗, where τ⊗ is the braiding of Lemma 2.3.4. If A is a graded vector algebra bundle, it is called
graded-commutative if m⊗ ◦ τ sgn

⊗ = m⊗, where τ sgn
⊗ is the braiding of Remark 2.3.5.

A morphism of ⊗-algebra bundles is a bundle map A→ A′ which respect to the multiplications and the units.

Example 3.1.1 The unit bundle I⊗ is a commutative ⊗-algebra bundle over C(M), with the pointwise multipli-
cation Kx ⊗Kx → Kx over each configuration x and the identity I⊗ → I⊗ as a unit.

Example 3.1.2 The usual tensor powers of vector bundles can be extended from VB(M) to VB(C(M)), with the
same universal property. For a vector bundle V over C(M), we call Hadamard tensor bundle of V the vector bundle

T⊗(V) :=
∞⊕
n=0

V⊗n = I⊗ ⊕V ⊕V⊗2 ⊕ · · ·

with k-component and fibre above a configuration x assembled from those of each n-fold Hadamard tensor V⊗n,
that is,

T⊗(V)k = T (Vk),

T⊗(V)x = T (Vx).

Then T⊗(V) is a graded ⊗-algebra bundle on C(M) with multiplication given by the usual concatenation on each
fibre, denoted ⊗, and the unit u : I⊗ → T⊗(V) given by the inclusion. It is easy to see that T⊗(V) is the free
⊗-algebra in VB(C(M)) generated by V.
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As usual, the symmetric group Sn acts on V⊗n by permuting the n factors. The quotients by this action give
the Hadamard symmetric bundle of V

S⊗(V) :=
∞⊕
n=0

V⊗n/Sn ∼=
⊔
k

S(Vk) ∼=
⊔
x

S(Vx),

which inherits the structure of a ⊗-algebra bundle with commutative multiplication denoted �.
If, instead, we consider the action sgnn of Sn on V⊗n given by the signed permutation of the n factors, the

quotients give the Hadamard exterior bundle

Λ⊗(V) :=
∞⊕
n=0

V⊗n/sgnn ∼=
⊔
k

Λ(Vk) ∼=
⊔
x

Λ(Vx),

which is a ⊗-algebra bundle with graded-commutative multiplication denoted ?.
For V ∈ VB(M), the extended bundle i∗V ∈ VB(C(M)) is connected and we can apply the functors T⊗ and

S⊗. From Remark 2.3.9, it then follows that

T⊗(i∗V ) ∼= i∗T (V ), S⊗(i∗V ) ∼= i∗S(V ) and Λ⊗(i∗V ) ∼= i∗Λ(V ). (8)

Remark 3.1.3 The whole construction of this section can be dualized: one can consider ⊗-coalgebra bundles over
C(M) as comonoids in (VB(C(M),⊗), with ⊗-comultiplication and ⊗-counit duals to the equation (7). If C is a
⊗-coalgebra bundle, with ⊗-comultiplication ∆ : C → C ⊗C and counit ε : C → I⊗, then its dual vector bundle
C∗ = Hom(C, I⊗) is naturally a ⊗-algebra bundle, with ⊗-multiplication of two bundle maps a, b : C → I⊗ given
by the convolution product a · b = m ◦ (a⊗ b) ◦ δ :

C I⊗

C⊗C I⊗ ⊗ I⊗

a·b

∆

a⊗b

m

wherem is the commutative multiplication of Example 3.1.1, and unit u(1x) = εx. Evidently, if C is a cocommutative
⊗-coalgebra bundle (in the usual sense, with braiding τ⊗ given in Lemma 2.3.4), then C∗ is a commutative ⊗-algebra
bundle.

It is easy to prove that the Hadamard tensor bundle of a connected vector bundle V, given in Example 3.1.2, is
naturally also a coalgebra bundle with the usual cofree deconcatenation comultiplication

∆(v1 ⊗ · · · ⊗ vn) =
n∑
i=0

(v0 ⊗ · · · ⊗ vi) ⊗ (vi+1 ⊗ · · · ⊗ vn+1) (9)

where vi ∈ Vx and we set v0 = vn+1 = 1x, and counit ε(1x) = 1x and ε(v1⊗ · · ·⊗ vn) = 0x if n > 0. We denote this
⊗-coalgebra bundle by Tc,⊗(V), to be distinguished from the previous ⊗-algebra bundle T⊗(V) = Ta,⊗(V). Then,
the subbundle of symmetric tensors (i.e. invariant under the action of the symmetric groups by permutations)

Σ⊗(V) :=
∞⊕
n=0

(V⊗n)Sn ∼=
⊔
k

Σ(Vk) ∼=
⊔
x

Σ(Vx) (10)

and the subbundle of graded-symmetric or alternating tensors (i.e. invariant under the action of the symmetric
group by signed permutations)

Λc,⊗(V) :=
∞⊕
n=0

(V⊗n)sgnn ∼=
⊔
k

Λc(Vk) ∼=
⊔
x

Λc(Vx) (11)

are sub-coalgebra bundles of Tc,⊗(V) (and not sub-algebra bundles of T⊗(V)).
Finally, it is easy to prove also that the linear duality of bundles intertwines the Hadamard tensor bundle with

itself, bringing the ⊗-coalgebra structure into the ⊗-algebra one, and the bundle of symmetric tensors with the
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symmetric bundle. The only subtle point is that under duality the ind-finite and the pro-finite constructions are
exchanged: there are isomorphisms of ⊗-algebra bundles(

T̂c,⊗(V)
)∗ ∼= Ta,⊗(V∗)

(
Tc,⊗(V)

)∗ ∼= T̂a,⊗(V∗)(
Σ̂⊗(V)

)∗ ∼= S⊗(V∗)
(
Σ⊗(V)

)∗ ∼= Ŝ⊗(V∗) (12)(
Λ̂c,⊗(V)

)∗ ∼= Λ⊗(V∗)
(
Λc,⊗(V)

)∗ ∼= Λ̂⊗(V∗),

where the notations T̂⊗, Ŝ⊗, Λ̂ and Σ̂⊗, Λ̂c denote the completed vector bundles, that is, the fibrewise pro-finite
collections obtained from the ind-finite original bundles, with simultaneous projection over all components of C(M).
In particular, for V ∈ VB(M) one gets Σ⊗(i∗V ) ∼= i∗Σ(V ), and the usual isomorphism (Σ̂(V ))∗ ∼= S(V ) of algebra
bundles on M extends to C(M) using (12) together with (8). �

3.2 Cauchy algebra bundles

Let us now consider algebra bundles with respect to the Cauchy tensor product. Call �-algebra bundle over C(M)
a monoid in the category (VB(C(M)),�), that is, a vector bundle A ∈ VB(C(M)) endowed with two bundle maps

�-multiplication m� : A � A→ A
�-unit u� : I� → A

(13)

such that m� is associative with unit u�. This means that for any x ∈ C(M) there is necessarily a map of the form

mx =
∑

x=x′tx′′
mx′,x′′ : (A � A)x =

⊕
x=x′tx′′

Ax′ ⊗Ax′′ → Ax,

where mx′,x′′ : Ax′ ⊗ Ax′′ → Ax, is an associative product. Associativity means that the following diagram
commutes: ⊕

x=x′tx′′tx′′′
Ax′ ⊗Ax′′ ⊗Ax′′′

⊕
x=x′tx′′tx′′′

Ax′ ⊗Ax′′tx′′′

⊕
x=x′tx′′tx′′′

Ax′tx′′ ⊗Ax′′′ Ax

∑
id⊗mx′′,x′′′

∑
mx′,x′′⊗id

∑
mx′,x′′tx′′′∑

mx′tx′′,x′′′

If for any disjoint configurations x′ and x′′ we denote a′x′ • a′′x′′ = mx′,x′′(a′x′ , a
′′
x′′), we can shorten the associativity

as ∑
(a′x′ • a′′x′′) • a′′′x′′′ =

∑
a′x′ • (a′′x′′ • a′′′x′′′)

where the sum is over all splits x = x′ t x′′ t x′′′. The unit map is then a map u� : K∅ → A∅, denoted u�(1) = 1∅,
such that

ax • 1∅ = 1∅ • ax = ax.

The �-algebra bundle A is said to be commutative if m� ◦ τ� = m�, where τ� is the braiding of Lemma 2.3.4.
This means that if a configuration x splits as x′ t x′′, and therefore also as x′′ t x′, the sums over the splits of the
two multiplications Ax′ ⊗Ax′′ → Ax and Ax′′ ⊗Ax′ → Ax give the same result, that is,∑

a′x′ • a′′x′′ =
∑

a′′x′′ • a′x′ .

If A is a graded �-algebra bundle (that is, A is a graded vector bundle and the �-multiplication preserves the
grading), then A is called graded-commutative if m� ◦ τ sgn

� = m�, where τ sgn
� is the braiding of Remark 2.3.5.

A morphism of �-algebra bundles is a bundle map A→ A′ which respect to the multiplications and the units.
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Example 3.2.1 The unit bundle I⊗ is a commutative �-algebra bundle over C(M), with multiplication µ and unit
ν given in Theorem 2.3.6.

We now give another example of a commutative �-algebra bundle over C(M), which plays a key role in field
theory. We start by iterating the construction of Lemma (5) on multiple copies of the same vector bundle, to define
the �-tensor algebra bundle, and then consider the coinvariants under the action of the symmetric group to define
the symmetric �-tensor algebra.

Definition 3.2.2 Let V ∈ VB(M). We call Cauchy tensor bundle of V the vector bundle T�(V ) ∈ VB(C(M))
given by the iterated �-tensor powers of i∗V

T�(V ) :=
∞⊕
n=0

(i∗V )�n = I� ⊕ i∗V ⊕ (i∗V )�2 ⊕ · · ·

with k-component coinciding with the k-fold Cauchy tensor (i∗V )�k, that is

T�(V )k ≡ T�k(V ) =


K× C0(M) if k = 0
(i∗V � · · ·� i∗V )︸ ︷︷ ︸

k times

|Ck(M) if k  1

On a configuration x = {x1, ..., xk}, the fibre of T�(V ) is the tensor product of fibres of V over single points
x1, ..., xk ∈M , up to a permutation of the k points, that is,

T�(V )x = T�k(V )x =
⊕
σ∈Sk

Vσ(x1) ⊗ · · · ⊗ Vσ(xk). (14)

If, for arbitrary k vector spaces W1, ...,Wk we denote

W1 � · · ·�Wk :=
⊕
σ∈Sk

Wσ(1) ⊗ · · · ⊗Wσ(k), (15)

we can shortly write T�k(V )x = Vx1 � · · · � Vxk . Note that, with this convention, when we write v1 ⊗ · · · ⊗ vk ∈
Vx1 � · · ·� Vxk we mean that there is a permutation σ ∈ Sk such that vi ∈ Vxσ(i) for any i = 1, . . . , k.

Theorem 3.2.3 The Cauchy tensor bundle T�(V ) is a graded �-algebra bundle over C(M), with multiplication

m : T�(V ) � T�(V )→ T�(V )

given by the concatenation

m(v1 ⊗ · · · ⊗ vi, w1 ⊗ · · · ⊗ wj) = v1 ⊗ · · · ⊗ vi ⊗ w1 ⊗ · · · ⊗ wj ,

and unit u : I� → T�(V ) given by the inclusion. Moreover, T�(V ) is the free �-algebra in VB(C(M)) generated
by V ∈ VB(M).

Proof. To show that T�(V ) is a unital associative algebra, it is enough to show that m is well defined (the rest
follows immediately). For a k-point configuration x, we have(

T�(V ) � T�(V )
)
x =

⊕
x=x′tx′′

T�(V )x′ ⊗T�(V )x′′ . (16)

Notice, in particular, that the two splits x = x t ∅ and x = ∅ t x are included in the sum. Call i = |x′| = 0, . . . , k,
so that j = |x′′| = k − i, and consider the set of (i, j)-shuffle permutations Sh(i, j). A permutation σ ∈ Si+j is in
Sh(i, j) if σ(1) < · · · < σ(i) and σ(i+ 1) < · · · < σ(k), cf. e.g. [9]. If i = 0 or j = 0, the only (0, k) and (k, 0) shuffles
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are the unit permutation, and the corresponding terms in eq. (16) are two copies of T�k(V )x. For x = {x1, . . . , xk},
the sum in eq. (16) can be written as⊕

i+j=k
i,j0

σ∈Sh(i,j)

T�i(V ){xσ(1),...,xσ(i)} ⊗T�j(V ){xσ(i+1),...,xσ(k)}

=
⊕
i+j=k
i,j0

σ∈Sh(i,j)

(⊕
τ ′∈Si

Vxτ′(σ(1)) ⊗ · · · ⊗ Vxτ′(σ(i))

)
⊗

 ⊕
τ ′′∈Sj

Vxτ′′(σ(i+1)) ⊗ · · · ⊗ Vxτ′′(σ(k))

 .

For each i = 0, ..., k and j = k− i, there are
(
k
i

)
= k!

i!j! (i, j)-shuffles. Then, the sum over all (i, j)-shuffles, combined
with the sum over all permutations on i and on j elements, produces

k∑
i=0

(
k

i

)
i!j! =

k∑
i=0

k! = (k + 1)k!

terms, corresponding to k + 1 sums over all permutations on k elements, and we finally have(
T�(V ) � T�(V )

)
x

=
k+1⊕
i=1

⊕
σ′∈Sk

Vxσ′(1) ⊗ · · · ⊗ Vxσ′(k)

=
k+1⊕
i=1

T�k(V )x. (17)

The multiplication m is then just the natural projection from each copy of T�k(V )x to itself.
This implies that, for any k  2, any k-fold tensor v = v1⊗· · ·⊗vk ∈ T�k(V )x1,...,xk can be seen as the product

of its 1-fold components vi ∈ Vxi . Adopting a standard abuse of notations, we then denote by � the concatenation
m on T�, and write

m(v, w) = v � w (18)

v1 ⊗ · · · ⊗ vk = v1 � · · ·� vk.

To see that T�(V ) is a free �-algebra in VB(C(M)) generated by V , it suffices to note that T�(V ) comes with
a natural inclusion i∗V ↪→ T�(V ).

Then, for any �-algebra bundle A over C(M), with multiplication denoted by mA(a, a′) = a •A a′, and for any
vector bundle morphism f : i∗V → A over C(M), there exists a unique algebra bundle morphism f̃ : T�(V )→ A
which makes the usual diagram

i∗V T�(V )

A
f

f̃

commutative. For any v1 � · · ·� vk ∈ T�k(V ), it is given by

f̃(v1 � · · ·� vk) =

{
uA(1) if k = 0
f(v1) •A f(v2) •A · · · •A f(vk) if k  1.

�

A symmetric and a graded-symmetric version of T� can be constructed by identifying the different summands
of (14), which are all isomorphic. For any n  1, consider the canonical action of the symmetric group Sn on
(T�n(V ) = (i∗V )�n given, for any σ ∈ Sn and any v = v1 ⊗ v2 ⊗ · · · ⊗ vn ∈ T�n(V ), by

σ(v) = vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(n),

and the signature action sgn(σ) given by

sgn(σ)(v) = (−1)|σ|vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(n).
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Definition 3.2.4 For V ∈ VB(M), we call Cauchy symmetric bundle S�(V ) the fibrewise quotient of T�(V ) by
the action of the appropriate symmetric group, that is, the bundle

S�(V ) :=
∞⊕
n=0

(i∗V )�n/Sn = I� ⊕ i∗V ⊕ (i∗V )�2/S2 ⊕ · · ·

with k-component

S�(V )k ≡ S�k(V ) := T�k(V )/Sk.

Similarly, we call Cauchy exterior bundle Λ�(V ) the fibrewise quotient of T�(V ) by the signature action, that is,
the bundle

Λ�(V ) :=
∞⊕
n=0

(i∗V )�n/sgnn = I� ⊕ i∗V ⊕ (i∗V )�2/sgn2 ⊕ · · ·

with k-component

Λ�(V )k ≡ Λ�k(V ) := T�k(V )/sgnk.

Explicitly, on a configuration x ∈ Ck(M), the fibre of S�k(V ) and of Λ�k(V ) is the set of equivalence classes [v]
of Cauchy tensors v ∈ T�k(V )x under the equivalence relation generated by v ∼ σ(v) and by v ∼ (−1)sgn(σ)σ(v)
for any σ ∈ Sk, namely

S�k(V )x = T�k(V )x
/
〈v − σ(v) | σ ∈ Sk〉

Λ�k(V )x = T�k(V )x
/
〈v − (−1)sgn(σ)σ(v) | σ ∈ Sk〉.

Theorem 3.2.5 The Cauchy symmetric bundle S�(V ) is a commutative �-algebra bundle over C(M), with mul-
tiplication and unit induced by those of T�(V ). Moreover, S�(V ) is the free commutative �-algebra in VB(C(M))
generated by V ∈ VB(M).

Similarly, the Cauchy exterior bundle Λ�(V ) is a graded-commutative �-algebra bundle over C(M), and it is
the free graded-commutative �-algebra in VB(C(M)) generated by V ∈ VB(M).

Proof. To see that the quotient space S�(V ) is indeed a smooth vector bundle over C(M), one can proceed by the
same strategy as in the proof of Proposition 2.3.3, i.e. pull back the problem to a small neighborhood in Conf(M)
where the involved vector bundles are trivial. The multiplication m and the unit u of T�(V ) are graded, and pass
to the quotient by the graded action of Sk. The induced multiplication m̄ on S�(V ) is clearly commutative, and
therefore the Cauchy symmetric space is indeed a commutative �-algebra bundle on C(M). The fact that it is a free
commutative �-algebra bundle generated by V ∈ VB(M) follows from the fact that T�(V ) is the free �-algebra.

The same arguments apply to the Cauchy exterior bundle Λ�(V ). �

To simplify the notations, an equivalence class [v] ∈ S�k(V ) is denoted by a representative k-fold tensor v ∈
T�k(V ). To avoid ambiguity, in analogy with the notation adopted for T�(V ) in the equation (18), let us introduce
a notation � for the product � factored out by the symmetric group action, and therefore write

m̄([v], [w]) = v � w

[v1 � · · ·� vk] = v1 � · · ·� vk,

and finally also

S�(V )k ≡ S�k(V ) :=


K× C0(M) if k = 0
i∗V � · · ·� i∗V︸ ︷︷ ︸

k times

if k  1

If, applying eq. (15), for k vector spaces W1, ...,Wk we denote

W1 � · · ·�Wk := (W1 � · · ·�Wk)/Sk, (19)
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we can also shortly write S�k(V )x = Vx1 � · · ·� Vxk .
Exactly in the same way, we can denote by ∧ the product � factored out by the signature action of the symmetric

groups and write Λ�k(V )x = Vx1 ∧ · · · ∧ Vxk .

Finally, each fibre T�k(V )x = Vx1�· · ·�Vxk contains k! isomorphic copies of the same vector space Vx1⊗· · ·⊗Vxk ,
which differ in the order of the base points. Instead, the fibre S�k(V )x = Vx1 � · · · � Vxk is exactly isomorphic to
Vx1 ⊗ · · · ⊗ Vxk , even though it is a symmetric space (of with respect to the Cauchy monoidal structure �) and
the order of the base points does not matter. This is the key result which allows us to use the symmetric Cauchy
tensor algebra bundle over C(M) to represent the commutative product of multilocal functionals in field theory.
In fact, this remark can be made more precise and gives a direct comparison between the external vector bundle
V �′V →M×M outside the diagonal (cf. Lemma 2.3.2) and the symmetric Cauchy vector bundle V �V → C2(M).
The extension to the diagonal requires orbifolds and will be treated separately.

Proposition 3.2.6 For any vector bundle V → M and for any k  0 the vector bundles V �′k → Confk(M) and
q∗kS

�(V )→ Confk(M) are isomorphic.

Proof. The natural projection p : T�(V )→ S�(V ) induces a projection q∗kp : q∗kT
�(V )→ q∗kS

�(V ). By Proposition
2.3.3, we have

q∗kT
�(V ) =

⊕
σ∈Sk

σ · V �′k.

In particular there is a natural inclusion j : V �′k → q∗kT
�(V ). The composition q∗kp ◦ j can be seen to be an

isomorphism by a fibrewise computation.
�

The Cauchy tensors T� and S� are functors on VB(M) with values respectively in the category Alg(VB(C(M)),�)
of algebra bundles and in the category CAlg(VB(C(M)),�) of commutative algebra bundles over C(M). So we can
summarize the situation in the following (non-commutative) diagram, where the vertical arrows are forgetful func-
tors:

CAlg(VB(C(M)),�) ar [ d]

Alg(VB(C(M)),�) ar [ d]

VB(M) ar [uurr]S
�

ar [urr]T
�

ar [ rr]i∗ VB(C(M))

A direct computation (using the compatibility of i∗ with the Hadamard tensor product, c.f. Remark 2.3.9) shows
that S� is also compatible with the Hadamard tensor product:

Lemma 3.2.7 The functor S� is strongly monoidal with respect to the Hadamard tensor product, in the sense of
[20], i.e. there are natural isomorphisms

S�(V ⊗W ) ∼= S�(V )⊗ S�(W )

S�(I⊗) ∼= I⊗.

As a consequence, we have S�T⊗(V ) ∼= T⊗S�(V ). Passing to the quotient by the action of the symmetric
groups also gives the isomorphism

S�S⊗(V ) ∼= S⊗S�(V ). (20)

Remark 3.2.8 The whole construction of this section can also be dualized: one can consider �-coalgebra bundles
over C(M) as comonoids in (VB(C(M),�), with �-comultiplication ∆ : C → C � C a and �-counit ε : C → I�
duals to eq. (13), satisfying the dual coassociativity and counitality axioms. For the comultiplication of c ∈ C (which
necessarily lives in a finite-dimensional fibre Cx), we can adopt the usual Sweedler notation

∆(c) =
∑

c(1) � c(2),
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where the sum is finite, which in fact means

∆(cx) =
∑

x=x′tx′′

∑
c(1),x′ ⊗ c(2),x′′ .

If C is a �-coalgebra bundle, then its dual vector bundle C∗ = Hom(C, I⊗) is naturally a �-algebra bundle: the
�-multiplication • of two bundle maps a, b : C→ I⊗ is given by the convolution

C I⊗

C � C I⊗ � I⊗

a•b

∆

a�b

µ

where µ : I⊗ � I⊗ → I⊗ is the commutative multiplication of Theorem 2.3.6, and the unit u : I� → C∗ is given
by u(1∅) = ε∅ on the zero-point configuration and equal to the zero map on any other configuration x (that is,
formally u is the composition of the map ν : I� → I⊗ of Theorem 2.3.6 with the dual of the counit ε). Clearly, if
C is a cocommutative �-coalgebra bundle (in the usual sense, with braiding τ� given in Lemma 2.3.4), then C∗ is
a commutative �-algebra bundle.

If 〈 , 〉 : C∗ ×C→ I⊗ denotes the fibrewise pairing of dual vector bundles, then the multiplication on C∗ and
the comultiplication on C are related over each configuration x by the usual identity

〈a • b, c〉x = 〈a� b,∆(c)〉x =
∑

x=x′tx′′
〈ax′ , c(1),x′〉〈bx′′ , c(2),x′′〉. (21)

With a bit of work, one can prove that the Cauchy tensor bundle of a vector bundle V over M , given in Defi-
nition 3.2.2, is naturally also a coalgebra bundle that we shall denote by Tc,�(V ), with the cofree deconcatenation
comultiplication ∆ : Tc,�(V ) → Tc,�(V ) � Tc,�(V ) given on any k-point configuration x = {x1, . . . , xk}, and on
any vector v = v1 ⊗ · · · ⊗ vk ∈ Tc,�k(V )x, with vi ∈ Vxσ(i) for some permutation σ ∈ Sk, by

∆(v) =
∑

x=x′tx′′
v|x′ ⊗ v|x′′ , (22)

where the restrictions of the tensor v to any split of the form x′ = {xi1 , . . . , xik′} and x′′ = {xj1 , . . . , xjk′′ }, with
{i1, . . . , ik′} t {j1, . . . , jk′′} = {1, . . . , k}, are

v|x′ = vσ−1(i1) ⊗ · · · ⊗ vσ−1(ik′ ) ∈ Vxi1 ⊗ · · · ⊗ Vxik′
v|x′′ = vσ−1(j1) ⊗ · · · ⊗ vσ−1(jk′′ ) ∈ Vxj1 ⊗ · · · ⊗ Vxjk′′ .

The key ingredients to prove that ∆ is a well defined coassociative comultiplication is the equality of eq. (17) in
the proof of Theorem 3.2.3. The counit ε : Tc,�(V ) → I� is of course the identity on the zero-point component
Tc,�0(V ) = I� and the zero map elsewhere.

Then we can define the subbundle of symmetric tensors, i.e. invariant under the action of the symmetric groups,
as

Σ�(V ) :=
∞⊕
n=0

(i∗V �n)Sn ∼=
⊔
k

T�k(V )Sk ,

with fibre over x ∈ C(M) given by the symmetric Cauchy tensors

Σ�k(V )x = {v ∈ T�k(V ) | σ(v) = v for any σ ∈ Sk}.

For instance, for any vectors ax ∈ Vx and by ∈ Vy, the Cauchy tensor ax ⊗ by + by ⊗ ax ∈ T�2(V ){x,y} belongs to
Σ�2(V ){x,y}, while each separate term ax ⊗ by and by ⊗ ax does not.

It is easy to see that the coproduct (22) is closed on symmetric tensors, therefore Σ�(V ) is a sub-coalgebra
bundle of Tc,�(V ). Similarly, it is easy to see that the concatenation product of Theorem 3.2.3 is not closed on
symmetric tensors, so Σ�(V ) is not a sub-algebra bundle of T�(V ) = Ta,�(V ).

Finally, one can prove that the linear duality of bundles intertwines the Cauchy tensor bundle with itself, bringing
the �-coalgebra structure into the �-algebra one, and the bundle of symmetric tensors with the symmetric bundle.

17



The subtle point occurring for the Hadamard tensor product and mentioned in Remark 3.1.3, that ind-finite bundles
dualize into pro-finite ones, does not occur for the Cauchy tensor bundles constructed on a vector bundle V →M ,
because Cauchy powers add fibres above new base points and do not affect the size of each fibre. The output is that
there are isomorphisms of �-algebra bundles(

Tc,�(V )
)∗ ∼= Ta,�(V ∗)(

Σ�(V )
)∗ ∼= S�(V ∗).

In particular, this result can be applied to the vector bundle Σ⊗(V ) → M and we have a canonical isomorphisms
of Cauchy algebra bundles (

Σ�(Σ̂⊗(V )
)∗ ∼= S�

(
(Σ̂⊗(V ))∗

)
∼= S�(S⊗(V ∗)) (23)(

Σ�(Σ⊗(V )
)∗ ∼= S�

(
(Σ⊗(V ))∗

) ∼= S�(Ŝ⊗(V ∗)).

�

3.3 Density bundle

Integrals over an orientable manifold are usually carried out using a volume form, a differential form in the degree of
the manifold. However, when integrating over (potentially) non-orientable manifolds, one has to work with densities,
since a global volume form does not exist. In this section we recall the definition of densities and show that on
C(M) they form a commutative �-algebra bundle (a Cauchy algebra bundle).

Let us recall, see for example [14], that a density on a vector space V of dimension d is a continuous, real-valued
function ν of d linearly independent vectors v = (v1, . . . , vd) ∈ V such that if v′ = (v′1, . . . , v

′
d) ∈ V is another set of

d linearly independent vectors in V , and v′ = Av with A ∈ GL(d,R), then

ν(v′) = |detA| ν(v).

In other words, a density is a semi-linear map ν : ΛdV → R. Then, densities on V form a one-dimensional vector
space ΛdV ∗ which is seen as a semi-linear representation of GL(d,R) under the map

GL(d,R) −→ R+

A 7→ |detA|−1.

If M is a smooth manifold of dimension d, the density bundle of M is the bundle DensM whose fibre at a point
x ∈M is given by the densities on the tangent space TxM . It can also be seen as the bundle DensM = FM×GL(d,R)R
associated to the frame bundle FM , with typical fibre R isomorphic to the fibres of Λd(T ∗M) and the action of
A ∈ GL(d,R) on λ ∈ R given by |detA|−1λ. A density on M is a smooth section of the density bundle.

On the manifold C(M) =
⊔∞
k=0 Ck(M), the density bundle is the collection of density bundles on each k-

component:

DensC(M) =
∞⊔
k=0

DensCk(M). (24)

For any k, the bundle DensCk(M) is a usual vector bundle of rank 1. There is however another canonical vector
bundle of rank 1 which can be defined on Ck(M), the symmetric Cauchy k-tensor powers of DensM , i.e. S�k(DensM ).
Luckily, these two bundles coincide.

Theorem 3.3.1 There is an isomorphism of vector bundles over C(M)

DensC(M)
∼= S�(DensM ).

Therefore DensC(M) is a commutative �-algebra bundle on C(M), with an algebra structure inherited from the free
commutative � product of S�(DensM ).
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Proof. To prove the assertion we consider the following diagram of vector bundles

DensCk(M) DensConfk(M) Dens�
′k

M q∗kS
�kDensM S�kDensM

C(M)k Confk(M) Ck(M)

α β γ δ

qk qk

Let us have a look at the individual maps:

• The arrow α is a local isomorphism of vector bundles, since qk is a local diffeomorphism, and α is induced by
its differential.

• The arrow γ is an isomorphism following Proposition 2.3.3.

• The arrow δ is a local isomorphism by the natural properties of the pullback (see Remark 2.2.4).

Let us define the remaining map β and show that it is an isomorphism of vector bundles. Recall that the tangent
bundle of Confk(M) is

TConfk(M) = π∗1TM ⊕ π∗2TM ⊕ · ⊕ π∗kTM =
⊔

(x1,x2,··· ,xk)

Tx1M ⊕ Tx2M ⊕ · · · ⊕ TxkM,

cf. Example 2.2.3, therefore

Λk·dT(x1,x2,··· ,xk)Confk(M) = Λk·d(Tx1M ⊕ · · · ⊕ TxkM)

∼=
⊕

p1+···+pk=k·d

Λp1Tx1M ⊗ · · · ⊗ ΛpkTxkM

= ΛdTx1M ⊗ · · · ⊗ ΛdTxkM.

The last equality follows from the fact that ΛpTxM = 0 for all p > d and for all x ∈M . Or, in global writing:

Λk·dTConfk(M) = Λdπ∗1TM ⊗ · · · ⊗ Λdπ∗1TM.

Now, given ν1 ⊗ · · · ⊗ νk ∈ DensTx1M ⊗ · · · ⊗DensTxkM , we set β(ν1 ⊗ · · · ⊗ νk) := ν, where

ν : ΛdTx1M ⊗ ΛdTx2M ⊗ · · · ⊗ ΛdTxkM −→ R
ωx1 ⊗ ωx2 ⊗ · · · ⊗ ωxk 7→ νx1(ωx1)νx2(ωx2) · · · νxk(ωxk).

This β is a fibrewise isomorphism. A local coordinate computation show that β varies smoothly with (x1, ..., xk),
showing that β is an isomorphism of vector bundles.

Finally, above a configuration x = {x1, ..., xk}, the composite map

δ ◦ γ ◦ β−1 ◦ α|−1
(x1,...,xk). (25)

gives an isomorphism between the fibres (DensC(M))x and (S�DensM )x. This map is well defined, because the
isomorphisms β and γ are Sk-equivariant. Moreover the fibrewise isomorphisms assemble to a smooth bundle map,
as can be seen by extending the isomorphism (25) to a small open neighborhood of x. Altogether we obtain the
desired isomorphism

DensC(M)
∼= S�DensM .

�

3.4 Cauchy-Hadamard 2-algebra bundles

Following [1, Definition 6.28], let us call 2-algebra bundle over C(M) a double monoid in the category (VB(C(M)),⊗,�),
that is, a vector bundle A ∈ VB(C(M)) endowed with the following bundle maps

⊗-multiplication m⊗ : A⊗A→ A �-multiplication m� : A � A→ A
⊗-unit u⊗ : I⊗ → A �-unit u� : I� → A

(26)
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such that (A,m⊗, u⊗) and (A,m�, u�) are unital associative algebras, in the usual sense, and the following diagrams
commute:

(A � A)⊗ (A � A) (A⊗A) � (A⊗A)

A⊗A A � A

A

sh

m�⊗m� m⊗�m⊗

m⊗ m�

(27)

I⊗ ⊗ I⊗ A⊗A

I⊗ A

u⊗⊗u⊗

µ m⊗

u⊗

I� � I� A � A

I� A

u��u�

m�∆

u�

I� I⊗

A

ν

u� u⊗

The 2-algebra bundle A is said to be commutative if both multiplications are commutative. A morphism of 2-algebra
bundles is a bundle map A→ A′ which respect to the multiplications and the units.

Example 3.4.1 After Examples 3.1.1 and 3.2.1, the unit bundle I⊗ is both a commutative ⊗-algebra and a
commutative �-algebra bundle over C(M). The above four diagrams commute, so finally I⊗ is a commutative
2-algebra bundle over C(M).

Definition 3.4.2 Let V be a vector bundle on M . We call Cauchy-Hadamard bundle on V the Cauchy symmetric
bundle S�S⊗(V ) of the usual symmetric bundle of V on M .

Theorem 3.4.3 The Cauchy-Hadamard bundle S�S⊗(V ) is a commutative 2-algebra bundle on C(M), with the
following operations:

• �-multiplication given by � : S�S⊗(V ) � S�S⊗(V )→ S�S⊗(V ),

• �-unit ũ : I� → S�S⊗(V ),

• ⊗-multiplication � : S�S⊗(V )⊗ S�S⊗(V )→ S�S⊗(V ) induced by the fibrewise free commutative product of
the symmetric algebra bundle S⊗(V ): if for a configuration x = {x1, ..., xk} an element ax ∈ S�S⊗(V ) is of
the form ax = a1

x1 � · · ·� akxk , with aixi ∈ S
⊗(Vxi), and similarly for another element bx ∈ S�S⊗(V ), then

ax � bx = (a1
x1 � b

1
x1)� · · ·� (akxk � b

k
xk

),

• ⊗-unit I⊗ → S�S⊗(V ) which identifies 1∅ ∈ (I⊗)∅ with 1∅ ∈ S�0S⊗(V )∅ and 1x ∈ (I⊗)x with 1x1�· · ·�1xk ∈
S�kS⊗(V )x, where 1xi ∈ S⊗(Vxi).

Proof. The defining relations in eq. (27) are easily verified. �

4 Poisson bundles over configuration spaces

The goal of this section is to construct a Poisson algebra structure on the space of sections of the bundle S�S⊗(V )⊗
DensC(M). The Poisson bracket will be induced by a skew-symmetric kernel k : V � V → I⊗. Its extension to
S�S⊗(V ) requires a Leibniz rule for both the �-multiplication and the ⊗-multiplication. The resulting object is
not just be a Cauchy-Poisson algebra bundle, but also has an additional compatibility with the Hadamard structure.
In subsection 4.2 we adapt this construction to accommodate the tensor product with DensC(M), and finally discuss
the induced structure on the section space in subsection 4.3.
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4.1 Poisson 2-algebra bundles

Definition 4.1.1 In the spirit of the previous definitions, we call Poisson 2-algebra bundle over C(M) a commu-
tative 2-algebra bundle (P,m⊗, u⊗,m�, u�) endowed with a

Poisson bracket { , } : P � P→ P (28)

satisfying the usual conditions with respect to both multiplications, namely:

antisymmetry:
∑
{ax, by} = −

∑
{by, ax}

Jacobi identity:
∑
{{ax, by}, cz}+

∑
{{by, cz}, ax}+

∑
{{cz, ax}, by} = 0

m�-Leibniz rule:
∑
{ax,m�(by, cz)} =

∑
m�

(
{ax, by}, cz

)
+
∑

m�

(
by, {ax, cz}

)
m⊗-Leibniz rule:

∑
{ax,m⊗(by, cy)} =

∑
m⊗

(
{ax, by},m�(1x, cy)

)
+
∑

m⊗

(
m�(1x, by), {ax, cy}

)
for any a, b, c ∈ P on the suitable (disjoint) configurations written in the formulas. To be precise, the antisymmetry
condition lives in the fibre of P � P above the configuration x t y and means that { , } ◦ τ� = −{ , } where τ� is
the braiding of Lemma 2.3.4. The m⊗-Leibniz rule live in the fibre of P � (P ⊗ P) above the same configuration
xt y. The Jacobi identity and the m�-Leibniz rule live in the fibre of P�P�P above the configuration xt y t z.
The identities are to be understood as holding for the sum over splitting in two or three (disjoint) configurations of
any given configuration.

Our main example of a Poisson 2-algebra is S�S⊗(V ), with V ∈ VB(M). This 2-algebra has two gradings,
one with respect to the �-powers, and one with respect to the ⊗-powers. The total degree of a generic element is
incremented by multiplying it by another element different from a unit, either with the commutative �-product
or with the commutative �-product. The generators are then single vectors in V over 1-point configurations, i.e.
points of M .

In the sequel, let us adopt the short notation V � V for the vector bundle i∗V � i∗V over C2(M).

Theorem 4.1.2 Let V be a vector bundle on M . Any antisymmetric bundle map k : V � V → C2(M)×K = I⊗,2
over C2(M) determines on the Cauchy-Hadamard 2-algebra bundle S�S⊗(V ) the structure of a Poisson 2-algebra
bundle on C(M), in the following recursive way. For any (disjoint) configurations x, y and z:

1. The bracket is zero whenever it is computed on a unit:∑
{1x, 1y} =

∑
{ax, 1y} =

∑
{1y, ax} = 0

for any ax ∈ S�S⊗(V )x.

2. On the generators of S�S⊗(V ), that is, single vectors ux ∈ Vx and vy ∈ Vy above 1-point configurations, the
bracket is given by a function k:

{ux, vy} = k(ux, vy)1x � 1y ∈ Vx � Vy ⊂ S�2S⊗(V ).

3. Finally, the bracket is extended to higher degree elements in S�S⊗(V ) by the Leibniz rule with respect to
commutative Hadamard products �:∑

{ax � bx, cy} =
∑
{ax, cy} � (bx � 1y) +

∑
(ax � 1y)� {bx, cy}∑

{ax, by � cy} =
∑
{ax, by} � (1x � cy) +

∑
(1x � by)� {ax, cy}

and with respect to commutative Cauchy products �:∑
{ax � by, cz} =

∑
{ax, cz}� by +

∑
ax � {by, cz}∑

{ax, by � cz} =
∑
{ax, by}� cz +

∑
by � {ax, cz}.

We call the bundle map k ∈ MorC2(M)(V � V, I⊗,2) the kernel of the Poisson bracket { , } on S�S⊗(V ). In the
sequel, this particular Poisson bracket will be denoted { , }k.
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Remark 4.1.3 Note that in order to define the bracket on generators (point 2.), we have to guarantee that scalar
values above 2-point configurations {x, y} belong to the algebra. Such scalar values are contained in I⊗,2 which is
a subbundle of S�S⊗(V ) but not a subbundle of S�(V ). Indeed, S�(V ) only contains I� which is a subbundle of
I⊗ concentrated on C0(M). This is the reason why we cannot define the Poisson bracket on the �-algebra bundle
S�(V ) and need to consider the 2-algebra bundle S�S⊗(V ). �

Before giving the proof, note that conditions 1. and 2. imply that all iterated brackets between single generators
on different points of M vanish. For instance

{{ux, vy}, wz} = k(ux, vy){1{x,y}, wz} = 0.

Proof. The Leibniz rules holds by definition of the bracket, once we checked that the recursive definition of the
bracket is compatible with iterated products. We check the identity∑

{(ax � bx)� cx, dy} =
∑
{ax � (bx � cx), dy}

by the following calculations:

{(ax � bx)� cx, dy} = {ax � bx, dy} � (cx � 1y) +
(
(ax � bx

)
� 1y)� {cx, dy}

= {ax, dy} � (bx � 1y)� (cx � 1y)

+ {bx, dy} � (ax � 1y)� (cx � 1y) +
(
(ax � bx

)
� 1y)� {cx, dy}

= {ax, dy} �
(
(bx � cx)� 1y

)
+ {bx, dy} �

(
(ax � cx)� 1y

)
+ {cx, dy} �

(
(ax � bx)� 1y

)
,

where we use the pentagon axiom of eq. 27. By similar calculations we get∑
{(ax � ay)� (bx � by), cz} =

∑
{(ax � bx) � (ay � by), cz}.

We now prove the antisymmetry and the Jacobi identity by recursion. The antisymmetry holds on the generators
ux, vy ∈ V because the function k is antisymmetric, therefore

{ux, vy} = k(ux, vy)1x � 1y = −k(vy, ux)1y � 1x = {vy, ux}.

Suppose that it holds for all elements up to a given degree, let us check that it holds for higher degree elements:

{ax′ � bx′′ , cy} = {ax′ , cy}� bx′′ + ax′ � {bx′′ , cy}

= −{cy, ax′}� bx′′ − ax′ � {cy, bx′′}

= −{cy, ax′ � bx′′}

{ax � bx, cy} = {ax, cy}� (bx � 1y) + (ax � 1y)� {bx, cy}

= −{cy, ax} � (1y � bx)− (ax � 1y)� {cy, bx}

= −{cy, ax � bx}.

The Jacobi identity holds on generators, because in the Jacobian

Jac(ux, vy, wz) = {ux, {vy, wz}}+ {vy, {wz, ux}}+ {wz, {ux, vy}}

each of the three terms vanishes: {ux, {vy, wz}} = k(vy, wz){ux, 1{y,z}} = 0. Suppose that the Jacobian vanishes
for all elements up to a given degree, let us check that it vanishes for higher degree elements: in the Jacobian

Jac(ax′ � bx′′ , cy, dz) = {ax′ � bx′′ , {cy, dz}}+ {cy, {dz, ax′ � bx′′}}+ {dz, {ax′ � bx′′ , cy}},

the first term is

{ax′ , {cy, dz}}� bx′′ + ax′ � {bx′′ , {cy, dz}},
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the second term is

{cy, {dz, ax′}� bx′′}+ {cy, {dz, bx′′}� ax′}

= {cy, {dz, ax′}}� bx′′ + {dz, ax′}� {cy, bx′′}

+ {cy, {dz, bx′′}}� ax′ + {dz, bx′′}� {cy, ax′},

and the third term is

{dz, {ax′ , cy}� bx′′}+ {dz, ax′ � {bx′′ , cy}}

= {dz, {ax′ , cy}}� bx′′ + {ax′ , cy}� {dz, bx′′}

+ {dz, ax′}� {bx′′ , cy}+ ax′ � {dz, {bx′′ , cy}}.

Therefore

Jac(ax′ � bx′′ , cy, dz) = Jac(ax′ , cy, dz) � bx′′ + ax′ � Jac(bx′′ , cy, dz)

+ {dz, ax′}�
[
{cy, bx′′}+ {bx′′ , cy}

]
+ {dz, bx′′}�

[
{cy, ax′}+ {ax′ , cy}

]
= 0.

Similarly, in the Jacobian

Jac(ax � bx, cy, dz) = {ax � bx, {cy, dz}}+ {cy, {dz, ax � bx}}+ {dz, {ax � bx, cy}},

the first term is

{ax, {cy, dz}} � (bx � 1ytz) + (ax � 1ytz)� {bx, {cy, dz}},

the second term is

{cy, {dz, ax} � (bx � 1z)}+ {cy, (ax � 1z)� {dz, bx}}

= {cy, {dz, ax}} � (bx � 1ytz) + {cy, bx � 1z} � (1y � {dz, ax})

+ {cy, ax � 1z} � (1y � {dz, bx}) + (ax � 1ytz)� {cy, {dz, bx}}

= {cy, {dz, ax}} � (bx � 1ytz) + ({cy, bx}� 1z)� (1y � {dz, ax})

+ ({cy, ax}� 1z)� (1y � {dz, bx}) + (ax � 1ytz)� {cy, {dz, bx}},

because {cy, bx � 1z} = {cy, bx}� 1z + bx � {cy, 1z} with {cy, 1z} = 0, and the third term is

{dz, {ax, cy} � (bx � 1y)}+ {dz, (ax � 1y)� {bx, cy}}

= {dz, {ax, cy}} � (bx � 1ytz) + (1z � {ax, cy})� {dz, bx � 1y}

+ {dz, ax � 1y} � ({bx, cy}� 1z) + (ax � 1ytz)� {dz, {bx, cy}}

= {dz, {ax, cy}} � (bx � 1ytz) + (1z � {ax, cy})� ({dz, bx}� 1y)

+ ({dz, ax}� 1y)� ({bx, cy}� 1z) + (ax � 1ytz)� {dz, {bx, cy}}.

Therefore

Jac(ax � bx, cy, dz) = Jac(ax, cy, dz)� (bx � 1ytz) + (ax � 1ytz)� Jac(bx, cy, dz)

+ (1y � {dz, ax})�
([
{cy, bx}+ {bx, cy}

]
� 1z

)
+ (1y � {dz, bx})�

([
{cy, ax}+ {ax, cy}

]
� 1z

)
= 0.

�
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4.2 Poisson-Cauchy algebra bundles

Definition 4.2.1 A Poisson �-algebra bundle over C(M) is a commutative �-algebra bundle (P,m�, u�) endowed
with a Poisson bracket bundle map { , } as in Definition 4.1.1 satisfying only the m�-Leibniz rule.

A Poisson 2-algebra bundle is clearly a Poisson �-algebra bundle, if we forget the ⊗-structure. In order to
describe the Poisson structure of multilocal polynomial functionals in field theory (which will be the main object of
study in [11]), we are interested in the Poisson �-algebra induced by a 2-point function which will be a generalized
function, i.e. a distribution: this will require an underlying 2-algebra structure which is relevant only for the Poisson
structure, and also an extension of the values of the bundle by densities on the base manifold. This extension can
be done with respect to any �-algebra bundle, by means of the Hadamard tensor product.

Proposition 4.2.2 Let P be a Poisson �-algebra bundle on C(M) with multiplication •P and bracket { , }, and let
A be a commutative �-algebra bundle on C(M) with multiplication •A. Then the Hadamard tensor product P⊗A
is a Poisson �-algebra bundle with bracket

{px ⊗ ax, qy ⊗ by} := {px, qy} ⊗ ax •A by

for any (disjoint) configurations x, y, any px, qy ∈ P and any ax, by ∈ A.

Proof. The Hadamard product of the two commutative �-algebras is easily verified to be a commutative �-algebra,
with multiplication

(px ⊗ ax) • (qy ⊗ by) = (px •P qy)⊗ (ax •A by).

Then the result on the antisymmetry and the Jacobi identity of the Poisson bracket is well known and corresponds
to the extension of a Lie algebra structure to the tensor product of a Lie algebra by a commutative algebra. It
remains to verify that the Leibniz rule holds with respect to the product •:

{(p′x′ ⊗ a′x′) • (p′′x′′ ⊗ a′′x′′), qy ⊗ by}

= {(p′x′ •P p′′x′′)⊗ (a′x′ •A a′′x′′), qy ⊗ by}

= {p′x′ •P p′′x′′ , qy} ⊗ (a′x′ •A a′′x′′ •A by)

=
(
{p′x′ , qy} •P p′′x′′

)
⊗ (a′x′ •A by •A a′′x′′) +

(
p′x′ •P {p′′x′′ , qy}

)
⊗ (a′x′ •A a′′x′′ •A by)

=
(
{p′x′ , qy} ⊗ (a′x′ •A by)

)
• (p′′x′′ ⊗ a′′x′′) + (p′x′ ⊗ a′x′) •

(
{p′′x′′ , qy} ⊗ (a′′x′′ •A by)

)
= {p′x′ ⊗ a′x′ , qy ⊗ by} • (p′′x′′ ⊗ a′′x′′) + (p′x′ ⊗ a′x′) • {p′′x′′ ⊗ a′′x′′ , qy ⊗ by}.

�

Corollary 4.2.3 Let V →M and W →M be two vector bundles on M . Then, for any choice of an antisymmetric
bundle map k : V � V → C2(M)×K, the vector bundle

S�
(
S⊗(V )⊗W

) ∼= S�S⊗(V )⊗ S�(W )→ C(M)

is a Poisson �-algebra bundle, with structure maps given on any (disjoint) configurations x, y ∈ C(M), any elements
ax, by ∈ S�S⊗(V ) and any elements αx, βy ∈ S�(W ), by

commutative multiplication: (ax ⊗ αx)� (by ⊗ βy) = (ax � by)⊗ (αx � βy)

Poisson bracket: {ax ⊗ αx, by ⊗ βy} = {ax, by}k ⊗ (αx � βy),

where { , }k is the Poisson bracket on S�S⊗(V ) given in Theorem 4.1.2.

When W is the density bundle DensM on M (see section 3.3), we call S�
(
S⊗(V ) ⊗ DensM

) ∼= S�S⊗(V ) ⊗
DensC(M) the Poisson-Cauchy algebra bundle on V . This bundle will be essential for applying our constructions to
field theory in the forthcoming article [11], cf. also Section 4.3 below.

24



4.3 Sections of Poisson algebra bundles

For physical applications, the main interest of Poisson algebra bundles over C(M) is the induced structure on their
spaces of sections.

A smooth section of a vector bundle π : V→ C(M) is a smooth map φ : C(M)→ V (where smoothness is seen
component-wise) such that π ◦ φ = idC(M). Since C(M) =

⊔
k Ck(M), the space of smooth sections of V is

Γ(C(M),V) =
∏
k

Γ(Ck(M),Vk).

As usual, smooth sections of V can also be seen as bundle maps from the trivial line bundle I⊗ = C(M)×K to V
and more generally the morphisms Mor(V,W) are in bijection with Γ(C(M),Hom(V,W)). Sections of the trivial
line bundle give smooth functions on C(M), and their set

C∞(C(M)) = Γ(C(M), I⊗)

forms a unital commutative algebra with the usual multiplication (f g)(x) = f(x)g(x), where f and g are functions
and x ∈ C(M). More generally, the section space Γ(C(M),A) of any ⊗-algebra bundle (A,m⊗) inherits the structure
of an algebra with multiplication φ · ψ = m⊗ ◦ (φ⊗ ψ) and unit 1(x) = 1 for any x ∈ C(M). A similar result holds
for �-algebra bundles.

Lemma 4.3.1 If A is a �-algebra bundle over C(M) with multiplication •A, then its space of smooth sections
Γ(C(M),A) is an algebra with multiplication

(φ1 • φ2)(x) =
∑

x=x′tx′′
φ1(x′) •A φ2(x′′) (29)

for any sections φ1, φ2 and any configuration x and its unit is given by the section

1(x) =

{
1 if x = ∅
0 otherwise.

(30)

If A is commutative, so is Γ(C(M),A).

Proof. As pointed out above, sections of A over C(M) can be equivalently described as bundle maps C(M)×K =
I⊗ → A over C(M). From Theorem 2.3.6, we know that I⊗ is a �-algebra. Here, we rather need that it is
also naturally a �-coalgebra (that is, a �-comonoid in the sense of [1], see Remark 3.2.8) with comultiplication
∆ : I⊗ → I⊗ � I⊗ given by

∆(1x) =
∑

x=x′tx′′
1x′ ⊗ 1x′′ .

Then, if •A denotes the multiplication m : A � A → A in the �-algebra bundle A, two sections φ1, φ2 : I⊗ → A
can be multiplied by means of the convolution product m(φ1, φ2) = m ◦ (φ1 � φ2) ◦∆, i.e. as the composition

I⊗
∆−→ I⊗ � I⊗

φ1�φ2−→ A � A m−→ A.

This gives a well-defined associative operation, since •A is associative and ∆ is coassociative. It is easy to check that
m gives the multiplication • of (29). Since ∆ is co-commutative, a commutative bundle multiplication m induces a
commutative multiplication m on sections.

To define the unit section in Γ(C(M),A), instead of considering the Cauchy unit bundle I� as a natural sub-
bundle of I⊗, with inclusion ν as in Theorem 2.3.6, let us consider the natural (dual) projection ν∗ : I⊗ → I� which
is the identity on the zero-point configuration and the zero map on all other configurations. Then, the unit section
1 is the section corresponding to the bundle morphism u ◦ ν∗ : I⊗ → I� → A, where u is the unit of A. Explicitly,
this gives the above section (30). �

We note that in the ⊗-case, the section spaces are C∞(C(M))-algebras, while in the �-case we obtain K-algebras.
Note also that the above procedure works when we have two (compatible) algebraic structures at once:
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Lemma 4.3.2 If P → C(M) is a Poisson �-algebra over C(M) with bracket { , }P, then its space of smooth
sections Γ(C(M),P) is a Poisson algebra, with Poisson bracket

{φ1, φ2}(x) =
∑

x=x′tx′′
{φ1(x′), φ2(x′′)}P (31)

for any sections φ1, φ2 and any configuration x.

Proof. By Lemma 4.3.1, we already know that Γ(C(M),P) is a commutative algebra. Let us use the same trick as
for proving Lemma 4.3.1: the (non-associative) Poisson bracket on P is a bundle map { , }P : P � P → P. Then
take two sections φ1, φ2 of P, see them as two bundle maps I⊗ → P and define their bracket as the bundle map
{φ1, φ2} = { , }P ◦ (φ1 � φ2) ◦∆, i.e. as the composition

I⊗
∆−→ I⊗ � I⊗

φ1�φ2−→ P � P
{ , }P−→ P.

It is easy to check that this gives the above formula (31).
The Poisson identities for { , } then follow from those of { , }P and from two properties of the splitting of

configurations: the fact that the sum over splittings x = x′ t x′′ is the same as the sum over splittings x = x′′ t x′,
and the fact that the sum over repeated splittings is (co)associative, i.e. the sums over splittings x = (x′(1)tx

′
(2))tx

′′

and x = x′ t (x′′(1) t x
′′
(2)) coincide, and can be denoted x = x′ t x′′ t x′′′. The antisymmetry is then clear. For the

Jacobi and the Leibniz rule (with respect to •), it suffices to write the explicit result for any three sections φ1, φ2,
φ3 and any configuration x:

{φ1, {φ2, φ3}}(x) =
∑

x=x′tx′′tx′′′
{φ1(x′), {φ2(x′′), φ3(x′′′)}P}P

{φ1, φ2 • φ3}(x) =
∑

x=x′tx′′tx′′′
{φ1(x′), φ2(x′′) •P φ3(x′′′)}P.

The Jacobi and the Leibniz rules then hold on sections because by assumption they hold on each fibre. �

We now present an example of a Poisson algebra constructed with the above techniques, which plays a key role
in field theory.

Example 4.3.3 Let E → M be a vector bundle underlying some field theory. Smooth functionals on Γ(M,E)
give classical off-shell observables, where smooth refers to functional derivatives [12, p.11]. The space of functionals
C∞(Γ(M,E)) is endowed with the usual commutative pointwise multiplication and contains a dense subalgebra
which is also closed under the Peierls Poisson bracket determined by a given Lagrangian density L : JE → DensM
[23] [24]. Here and in the sequel, the jet bundle JE (of a given order) is necessary to account for terms involving
the jet prolongation jϕ of fields, i.e. its partial derivatives.

We are interested in recovering this Poisson algebra as the space of (distributional) sections of a suitable Poisson
algebra bundle. We start with the natural interpretation of sections of (JE)∗ ⊗ DensM with compact support as
smooth functionals on Γ(M,E), given by integration, that is, the injective linear map

Γc(M, (JE)∗ ⊗DensM )→ C∞(Γ(M,E)), φ⊗ ν 7→
∫
M

〈φ(x), jϕ(x)〉ν(x).

By considering the usual symmetric algebra SR(Γc(M, (JE)∗ ⊗ DensM )) of real vector spaces (which enjoys the
universal property of free commutative algebras), the above integration extends to an algebra map

SR(Γc(M, (JE)∗ ⊗DensM ))→ C∞(Γ(M,E)).

However the symmetric algebra of sections is not a section space. The settings of Cauchy algebra bundles over C(M)
allows us to see i∗((JE)∗ ⊗ DensM ) as a sub-bundle of S�((JE)∗ ⊗ DensM ) and therefore gives a natural linear
map Γc(M, (JE)∗ ⊗ DensM ) → Γ(C(M), S�((JE)∗ ⊗ DensM )). By Lemma 4.3.1, the latter space is an algebra,
therefore we also have an algebra map

SR(Γc(M, (JE)∗ ⊗DensM ))→ Γ(C(M), S�((JE)∗ ⊗DensM )).
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The section space Γ(C(M), S�((JE)∗ ⊗ DensM )) is the first natural candidate to represent observables in field
theory, but it is not closed under Peierls’ bracket.

As shown in [23], the Peierls bracket is completely fixed by the causal propagator ∆C
L determined by the

Lagrangian L, which is a distribution on M×M with values in antisymmetric tensors inside JE�′JE [24, Eq. (4.4)].
In [11], we show that ∆C

L determines a distribution on C2(M) with values in the bundle of antisymmetric tensors
Λc,�2(JE) ⊂ JE�JE (cf. Remark 3.2.8), which is isomorphic to the bundle Hom(Λ�2((JE)∗, I⊗,2). Because of the
standard bijection Γ(C2(M),Hom(Λ�2((JE)∗, I⊗,2)) ∼= Mor(Λ�2((JE)∗, I⊗,2), we see that a smooth regular version
of the causal propagator is exactly the kernel of a Poisson bracket on the �-algebra bundle S�S⊗(JE)∗⊗DensC(M).
This Poisson algebra bundle is then a better candidate to represent observables, however one needs to extend to
distributional sections for Peierls bracket to be well defined.

Moreover, not all (distributional) sections yield well-defined functions on Γ(E). In particular, requiring compact
supports does not solve the problem, since compactly supported sections are not closed under �-multiplication,
cf. Remark 2.1.2. The appropriate space of distributional sections, together with the explicit integration map to
C∞(Γ(M,E)), will be described in detail in the second part [11] of this work.

5 Conclusion and outlook

In this article we have settled the algebraic / geometric basis suitable to describe a Poisson algebra bundle PL(E)
whose (distributional) sections represent multilocal observables of classical relativistic fields ϕ : M → E ruled by a
Lagrangian L.

The key to achieve this is to consider vector bundles over the (unordered) configuration space C(M), where
points in M can be switched, together with a symmetric 2-monoidal structure given by the usual (Hadamard)
tensor product ⊗ and a new (Cauchy) tensor product � which provides a symmetrized version of the usual external
tensor product of vector bundles on M (cf. Proposition 2.3.3).

The algebra structure of the bundle PL(E) is that of a free algebra with respect to the Cauchy tensor product,
and reflects the fact that multilocal observables are polynomial functions on some generators. It turns out that
PL(E) = S�

(
S⊗(JE)∗ ⊗DensM

)
, where the bundle S⊗(JE)∗ ⊗DensM represents local observables.

The Poisson structure of the bundle PL(E) is induced by a bilinear and antisymmetric kernel k : (JE)∗�(JE)∗ →
K designed on the causal propagator laying at the core of Peierls bracket in relativistic field theory. The generators
on which this kernel applies, namely the bundle (JE)∗, are not those of the algebra structure: the extension of the
Poisson bracket from its kernel on (JE)∗ to the bundle S⊗(JE)∗ ⊗ DensM called for the new notion of a Poisson
2-algebra bundle, where a new adapted ⊗-Leibniz rule is required in addition to the standard �-Leibniz one.

The bundle setup to describe multilocal observables is achieved. The goal of the companion paper [11] is to
describe the suitable space of distributional sections of PL(E) which admits a (well-defined) injective linear map

F : D′int(C(M),PL(E))→ C∞(Γ(M,E)).

On the dense subset of regular distributions Φ ⊗ ν with values in PL(E), the observable FΦ⊗ν assigns to a field
ϕ : M → E the value

FΦ⊗ν(ϕ) =
∫

C(M)
〈Φ(x), e(jϕ)(x)〉ν(x),

where e(jϕ) is an ad-hoc exponential section of the sub-bundle Σ�Σ̂⊗(JE) of symmetric Cauchy and Hadamard
tensors (cf. Remarks 3.1.3 and 3.2.8), induced by the jet prolongation of ϕ. This is only possible because DensC(M)

∼=
S�(DensM ) (cf. Theorem 3.3.1), and therefore

PL(E) = S�
(
S⊗(JE)∗ ⊗DensM

) ∼= S�S⊗(JE)∗ ⊗DensC(M)
∼=
(
Σ�Σ̂⊗(JE)

)∨
.
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binatoire énumérative, Proc. Colloq., Montréal/Can. 1985, Lect. Notes Math. 1234, 126-159 (1986)., 1986.

[17] S. Kallel. Configuration spaces of points: A user’s guide, 2024.

[18] J. Lurie. Higher Algebra. Harvard University, 2017.

[19] S.V. Romero M. Forger. Covariant poisson brackets in geometric field theory. Communications in Mathematical
Physics, 256:375–410, 2005.

[20] S. Mac Lane. Categories for the working mathematician., volume 5 of Grad. Texts Math. New York, NY:
Springer, 2nd ed edition, 1998.

[21] J. P. May. The geometry of iterated loop spaces, volume 271 of Lect. Notes Math. Springer, Cham, 1972.

[22] W. Norledge. Species-theoretic foundations of perturbative quantum field theory, 2020.

[23] R.E. Peierls. The commutation laws of relativistic field theory. Proc. Roy. Soc. London, 214, 1952.

[24] K. Rejzner. Perturbative Algebraic Quantum Field Theory. An Introduction for Mathematicians, volume 412
of Mathematical Physics Studies. Springer, 2016.

[25] E. Wu. Pushforward and smooth vector pseudo-bundles. Pacific Journal of Mathematics, 322(1):195–2019,
2023.

28

https://people.mpim-bonn.mpg.de/blohmann/Lagrangian_Field_Theory.pdf
https://people.mpim-bonn.mpg.de/blohmann/Lagrangian_Field_Theory.pdf

	Introduction
	The 2-monoidal category of vector bundles over configuration spaces
	Configuration space of a manifold
	Vector bundles over configuration spaces
	Hadamard and Cauchy tensor products of vector bundles

	Algebra bundles over configuration spaces
	Hadamard algebra bundles
	Cauchy algebra bundles
	Density bundle
	Cauchy-Hadamard 2-algebra bundles

	Poisson bundles over configuration spaces
	Poisson 2-algebra bundles
	Poisson-Cauchy algebra bundles
	Sections of Poisson algebra bundles

	Conclusion and outlook
	Bibliography

