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Abstract. Computer vision methods that explicitly detect object parts
and reason on them are a step towards inherently interpretable models.
Existing approaches that perform part discovery driven by a fine-grained
classification task make very restrictive assumptions on the geometric
properties of the discovered parts; they should be small and compact.
Although this prior is useful in some cases, in this paper we show that
pre-trained transformer-based vision models, such as self-supervised DI-
NOv2 ViT, enable the relaxation of these constraints. In particular, we
find that a total variation (TV) prior, which allows for multiple con-
nected components of any size, substantially outperforms previous work.
We test our approach on three fine-grained classification benchmarks:
CUB, PartImageNet and Oxford Flowers, and compare our results to
previously published methods as well as a re-implementation of the state-
of-the-art method PDiscoNet with a transformer-based backbone. We
consistently obtain substantial improvements across the board, both on
part discovery metrics and the downstream classification task, show-
ing that the strong inductive biases in self-supervised ViT models re-
quire to rethink the geometric priors that can be used for unsupervised
part discovery. Training code and pre-trained models are available at
https://github.com/ananthu-aniraj/pdiscoformer.

1 Introduction

Deep neural networks, first in the form of convolutional neural networks (CNN)
and, more recently, vision transformers (ViT), have revolutionized the field of

Fig. 1: Concentration vs total variation as part priors.
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computer vision. However, their black-box nature often limits their application
in domains where interpretability is crucial. To ameliorate the understanding of
the internal behaviour of deep learning models trained for computer vision tasks,
post-hoc interpretability methods [7,27,31] are commonly used. These methods
generate saliency maps indicating regions in the image that contributed most to
a classification decision. However, these are only approximations to the actual
internal process of the model and may be misleading [28].

Recent efforts have been directed towards developing interpretable-by-design
deep neural networks [4, 14, 15, 18, 22, 23]. These approaches aim to identify se-
mantically interpretable features in an image and utilize this information for
solving a downstream task. Primarily tailored for fine-grained image classifica-
tion, these methods seek to emulate human reasoning by subdividing the final
task, such as classifying flower species or dog breeds, into multiple explicit inter-
mediate stages, such as identifying lower-level semantic features like body parts,
which in turn are used to provide a classification score.

However, improving interpretability while maintaining performance remains
a challenge. Some models, such as those proposed in [14, 15, 18, 19], rely on
objective functions that impose priors on the shape and area of object parts
such as compactness-inducing part shaping losses that, in practice, result in
spatial Gaussian priors of fixed variance on the part maps. While effective for
specific datasets, like the commonly used CUB [38] benchmark for bird species
classification, where assumptions like parts occurring only once in an image and
being compact are beneficial, these assumptions may not generalize well to other
use cases. For instance, in plant species classification, the presence of multiple
instances of object parts such as leaves or flowers, as well as irregularly-shaped
parts like branches or stems, renders these assumptions inadequate.

As we show in this work, such strong part shape priors are required when
using a CNN-based backbone pre-trained on ImageNet; in order to reach ac-
ceptable classification results, it is imperative to fine-tune the whole backbone.
This means that the only inductive bias that is kept throughout the part dis-
covery process is the one brought in by the convolutional nature of the CNN
architecture. A strong part shape prior is required in order to obtain consistent
part maps in this setting, leading to all recent methods for part discovery in the
context of fine-grained classification to use a concentration loss that makes part
maps small and compact [14, 15, 18]. Here, we propose a method that addresses
this issue by refraining from assuming any priors on part shape or area. The
only prior we assume is that the part maps should tend to be piece-wise con-
stant and thus be formed of one or more spatially connected components. Our
model is capable of localizing up to a fixed number of semantically consistent
parts of an object without relying on part annotations, using only the classifi-
cation labels as supervision signals. The lack of assumptions about part shape
and size makes our approach suitable to various fine-grained image classification
tasks, as demonstrated by our empirical results, generalizing beyond cases where
compactness is a good part prior.



PDiscoFormer: Part Discovery with Transformers 3

The main contribution of this paper is to build upon [18] and relax its
constraining concentration-based part prior by a more flexible total variation
prior. We investigate which additional elements are required to compensate for
the flexibility of the total variation loss and find that a combination of an en-
tropy loss and Gumbel-Softmax on the part maps allows for consistent and high
quality part maps. Our approach makes better use of the representation of self-
supervised pre-trained ViT models and allows to apply the model to tasks with
diverse types of parts.

2 Related Work

Unsupervised Part Discovery. Machine learning methods designed for unsu-
pervised part discovery aim to identify a small number of semantically consistent
parts, typically around K = 8, shared among classes in a dataset. These methods
visualize all discovered parts in an image through per-part saliency maps, facili-
tating easier interpretation. However, as this task is unsupervised, it often relies
on assumptions about the discovered parts, such as their distribution and shape.
For instance, Huang et al . [14] assume that the presence of each part across a
mini-batch follows a beta distribution, while [18] assumes that discovered parts
are present at least once in a mini-batch. Additionally, assumptions are often
made about the shape of the parts. Methods such as [15, 18, 19, 40] impose a
spatial Gaussian prior with a fixed variance on the part maps, resulting in com-
pact parts appearing once in the image. Such assumptions on part shape can
be highly restrictive and may not generalize well across different scenarios. To
address this limitation, our proposed method refrains from assuming such priors
on part shape and only imposes a spatial prior that discovered parts should form
connected components.
Part Prototype Networks. Chen et al . [4] introduced the Prototypical Part
Network (ProtoPNet), an inherently interpretable method featuring a fixed num-
ber of learned prototypes per class. These prototypes represent visual patterns
or features learned by the network during training. The model computes the
similarity between each learned prototype and image patches and uses a lin-
ear combination of these similarity scores for classification. While explanations
provided by ProtoPNet visualize all prototypes along with their weighted simi-
larity scores, the sheer number of prototypes, often proportional to the number
of classes, can lead to redundancy and interpretability challenges [11,22]. Subse-
quent works in this line of research have sought to address these challenges. Some
approaches focus on reducing the number of prototypes shared per class [30,37],
while others explore sharing prototypes between classes [21, 23]. Despite these
efforts, recent works like [23] still utilize a large number (K > 500) of prototypes,
which can pose significant challenges for end-user interpretation.
Regularization in Image Segmentation. Early works on image segmentation
made direct use of low-level image features, chiefly color, along with geometric
priors, in order to find coherent segments. The Mumford-Shah model [20], orig-
inally devised for piece-wise image reconstruction, was applied to find segments
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Fig. 2: The PDiscoFormer architecture for part discovery.

that are as homogeneous as possible while trying to minimize the length of their
boundary as a regularization [3]. Total variation (TV) [29] has been shown to
be a powerful and efficient regularization to approximate this boundary length
prior, and has been extensively used for piece-wise signal and image reconstruc-
tion [8,35], as well as unsupervised image segmentation [9,36]. With the advent
of deep learning, TV regularization has proven valuable for style transfer [17]
and edge-preserving smoothing [41]. In this work we explore the use of TV reg-
ularization for weakly-supervised part discovery in order to alleviate the issues
brought by previously used priors.
Emergent grouping of ViT representations. Some recent research [26, 39]
has studied the emergence of object segmentation by supervising with image-text
pairs. These methods learn to group similar patches in a ViT and assign them to
textual concepts. They aim to identify the pixels in an input image corresponding
to a predefined text prompt, focusing on segmenting whole objects rather than
decomposing them into parts, as our model does with part discovery, and are
limited to concepts that are represented in the text annotations.

3 Methodology

Here we introduce an end-to-end trainable method (see Fig. 2) capable of auto-
matically identifying K discriminative parts (semantically interpretable image
regions) useful for solving a fine-grained image classification task. In contrast
to earlier methods [14,18], our approach avoids any assumptions related to part
shape, size or number of part instances. As in [14,18], our model is weakly super-
vised and relies solely on image-level class labels, thus uncovering discriminative
parts without requiring any additional supervision. Our formulation is based
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on [18], from which we take take most elements of the architecture, except for
the Gumbel-Softmax and the layer normalization-based part modulation. The
total variation, entropy and background losses have not been used in previous
part discovery works and are shown to be important in our results.

3.1 Model architecture

Let x ∈ R3×M×N be an image in the dataset, and let y ∈ {1, 2, ..., C} represent
the corresponding classification label. Given a backbone model hθ(·), we extract
a feature tensor:

z = hθ(x) ∈ RD×H×W (1)

We drop the class and register tokens of the ViT and reshape the patch
tokens to obtain z. Following prior research [14, 15, 18], we compute attention
maps A ∈ [0, 1](K+1)×H×W , where the last channel in the first dimension is
used to represent the background region in the image. These attention maps are
computed using the negative squared Euclidean distance function between patch
token features zij ∈ RD, i ∈ {1, ...,H}, j ∈ {1, ...,W} and each of the learnable
prototypes pk ∈ RD, with k ∈ {1, . . . ,K+1}, followed by a Gumbel-Softmax [16]
across the K + 1 channels:

akij =
exp

(
−∥zij − pk∥2 + γk

)∑K+1
l=1 exp (−∥zij − pl∥2 + γl)

(2)

where γk and γl are independently drawn samples from the Gumbel(0,1) distri-
bution, and akij represents an element of A.

The attention maps are used to compute part embedding vectors vk ∈ RD

by using the attention values to calculate a weighted average over the feature
tensor z:

vk =

∑
i

∑
j a

k
ijzij

HW
(3)

These embedding vectors are then modulated using a layer normalization [2]
operation, with normalization applied over the feature and prototype dimensions.
This operation helps to make each embedding vector distinct for the classifier:

vk
m =

(vk − E[vk])√
Var[vk] + ϵ

⊙wk
m + bk

m (4)

with wk
m,bk

m ∈ RD being the modulation weights and biases per part. These
modulated embedding vectors vk

m for k ∈ {1, . . . ,K} (we omit the background
embedding) are then linearly projected to obtain a vector of class scores condi-
tioned on the part embedding:

yk = Wc · vk
m (5)
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The same linear classifier Wc ∈ RC×D is applied to each of the modulated
embedding vectors, i.e., for each of the K discovered foreground parts. We then
take the mean of the per-part class scores to obtain the classification scores:

y =
1

K

K∑
k=1

yk (6)

Finally, a softmax function is employed to obtain the classification probabilities.
Part dropout. We adopt dropout [34] on the modulated embedding vectors
vk
m, as proposed in [18], during model training. This drops entire part embed-

ding vectors at a time and ensures that all discovered parts are discriminative,
since discovering a single discriminative part would not be enough to solve the
downstream classification task.

3.2 Loss Functions

Our main contribution consists in proposing a set of part-shaping loss functions
that are able to make the most out of the inductive biases learned by self-
supervised ViT models.
Classification Loss (Lc). Our model is mainly driven by the fine-grained clas-
sification objective during training. We use the standard negative log likelihood
or multi-class cross-entropy for this purpose. While the classification loss helps
ensure the discriminative nature of the discovered parts, it may not directly en-
force the learned attention maps to represent salient parts of the object in the
image. To address this, we incorporate additional objective functions to enforce
priors on the discovered parts. These objectives effectively guide the learning
process to focus on relevant regions of the image.
Orthogonality Loss (L⊥). We aim to discover parts that are semantically
distinct. To achieve this, we apply the orthogonality loss, which encourages the
learned part embedding vectors to be decorrelated from one another. This is ac-
complished by minimizing the cosine similarity between the embedding vectors.
We apply this loss on the modulated embedding vectors vk

m.

L⊥ =

K+1∑
k=1

∑
l ̸=k

vk
m · vl

m

∥vk
m ∥ · ∥vl

m∥
(7)

Equivariance Loss (Leq). We aim to detect the same parts even if the image
is translated, rotated, or scaled. To achieve this, we formulate the equivariance
loss, which encourages the learned part attention maps to be equivariant to rigid
transformations. Specifically, given an input image, we use an affine transform T
with parameters randomly sampled from a pre-defined range and pass both the
original image and the transformed image through our model. Then, we invert
the transformation on the part attention maps of the transformed image. Fi-
nally, the equivariance loss is formulated as the cosine distance between the part
attention maps of the original image and those of the corresponding transformed
image.
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Let Ak(x) be a function that returns the kth attention map given an input
image x. Then:

Leq = 1− 1

K

∑
k

∥∥Ak(x) · T−1
(
Ak (T (x)

)∥∥
∥Ak(x)∥ · ∥Ak (T (x))∥

(8)

Presence Loss (Lp). We assume that all discovered foreground parts are
present in at least some images of the training dataset, while the background,
the (K + 1)th part, is expected to be present in all images in the dataset. To
enforce this, we formulate the presence loss, which consists of two parts. Firstly,
we define a loss applied only to the discovered foreground parts, ensuring that
each part is present at least once in a mini-batch. Given a batch {x1, ...,xB},
the presence loss is calculated as:

Lp1
= 1− 1

K

∑
k

max
b,i,j

ākij(xb) (9)

where Āk(xb) = avgpool(Ak(xb)) is the output of a 2D average pooling operator
with a small kernel size employed to prevent single-pixel attention maps.

Secondly, to ensure the presence of the background, we introduce a stricter
presence loss, which is satisfied if the background is present in all images of the
mini-batch. This loss is formulated as follows:

Lp0
= − 1

B

∑
b

log

(
max
i,j

mij ā
K+1
ij (xb)

)
(10)

where M = [mij ]
H×W is a soft mask with mij ∈ [0, 1] that privileges entries

placed farther from the image center (towards the borders):

mij = 2

(
i− 1

H − 1
− 1

2

)2

+ 2

(
j − 1

W − 1
− 1

2

)2

(11)

This loss captures the notion that the background is at the same time ex-
pected in every image and is more likely to appear near the boundaries of the
image.
Entropy Loss (Lent). We aim to ensure that each patch token is assigned to
a unique part. To achieve this, we formulate an entropy [32] loss applied to the
part attention maps:

Lent =
−1

K + 1

K+1∑
k=1

∑
ij

akij log
(
akij

)
(12)

Total Variation Loss (Ltv). We do not want to make any assumptions about
the part shape. However, we would still like the discovered parts to be composed
of one or, at most, a few connected components. To achieve this, we make use
of a total variation loss [29] applied to the part attention maps:
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Ltv =
1

HW

K+1∑
k=1

∑
ij

∣∣∇akij
∣∣ (13)

where ∇akij is the spatial image gradient of part map Ak in location ij.

4 Experimental Setup

We aim to perform part discovery using only image-level class labels as supervi-
sion signals, assuming that the discovered parts are shared among classes, which
is common in fine-grained image classification settings. Moreover, we aim to com-
pare our model with similar methods in the literature in scenarios where they
have been empirically shown to work well, as well as in new and more challeng-
ing scenarios where underlying data characteristics may require more flexible
geometric modeling.

All models were implemented in PyTorch. We used the DinoV2 [25] ViT [10]
model with register tokens [6] as the starting weights for all experiments, utilizing
the Base (ViT-B) variant. The training settings and compute requirements of
our model are detailed in the supplementary material.

4.1 Datasets

CUB Dataset. The CUB dataset [38] consists of images depicting 200 bird
species, with 5,994 images in the training set and 5,794 images in the testing
set. Keypoint annotations for 15 different bird body parts are available for each
image. Bird parts are typically compact, although their presence may vary in
images due to changes in pose and occlusion. Most images contain only a sin-
gle instance of a bird. For this dataset, we evaluate the results using keypoint
regression (Kp) using ground truth part keypoint annotations to compare them
with centroids discovered by the model. Furthermore, we compute the Normal-
ized Mutual Information (NMI) and Adjusted Rand Index (ARI) to quantify the
clustering quality of the discovered parts, as in related literature [5].
PartImageNet Dataset. The PartImageNet dataset [12] comprises 158 classes
distributed among 11 super-classes, such as airplanes, birds, and snakes. Each
super-class is associated to between two and five possible parts, for a total of 41
part classes. Additionally, test images may contain multiple instances of objects,
sometimes from different super-classes, while the classification label provides in-
formation about a single object. Notably, several super-classes, including snakes,
airplanes, and reptiles, often exhibit irregular and non-compact part shapes. For
our experiments, we use the PartImageNet OOD variant. Although originally in-
tended for out-of-distribution detection, this variant is commonly used in related
literature. We train our models on 14,865 training images and test on 1,658 im-
ages, respectively. For evaluation, we derive part centroids from ground truth
part masks and calculate NMI and ARI scores to assess clustering quality. Ad-
ditionally, we include an experiment on the newly released PartImageNet Seg
variant in the supplementary material.
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Table 1: Quantitative comparison of the part discovery and classification capabilities
of our model with related approaches from the literature. In this table, K refers to the
number of parts. The method with the label ∗∗ does not use any class supervision.

CUB(%) PartImageNet OOD(%) Flowers(%)

Method K Kp ↓ NMI ↑ ARI ↑ Top-1
Acc. ↑ K NMI ↑ ARI ↑ Top-1

Acc. ↑ K
Fg.

mIoU ↑
Top-1
Acc. ↑

Dino [1]∗∗
4 - 31.18 11.21 - 8 19.17 7.59 - 2 54.95 -
8 - 47.21 19.76 - 25 31.46 14.16 - 4 55.11 -
16 - 50.57 26.14 - 50 37.81 16.50 - 8 54.44 -

Huang [14]
4 11.51 29.74 14.04 87.30 8 5.88 1.53 74.22 2 29.92 93.07
8 11.60 35.72 15.90 86.05 25 7.56 1.25 73.56 4 33.22 93.14
16 12.60 43.92 21.10 85.93 50 10.19 1.05 73.20 8 17.26 92.86

PDiscoNet [18]
4 9.12 37.82 15.26 86.17 8 27.13 8.76 88.58 2 19.04 77.51
8 8.52 50.08 26.96 86.72 25 32.41 10.69 89.00 4 34.76 83.05
16 7.67 56.87 38.05 87.49 50 41.49 14.17 86.06 8 49.10 81.04

PdiscoNet
+ ViT-B [6]

4 7.70 52.59 26.66 88.61 8 19.28 34.72 90.95 2 4.92 92.75
8 6.34 65.01 37.90 86.95 25 28.23 50.35 90.29 4 1.95 95.48
16 5.95 68.63 43.41 84.04 50 29.48 27.80 89.69 8 13.18 97.40

PDiscoFormer
(Ours)

4 7.41 58.13 25.11 89.06 8 29.00 52.40 89.75 2 73.62 99.61
8 5.99 69.87 43.49 88.79 25 44.71 59.27 90.77 4 73.32 99.54
16 5.74 73.38 55.83 88.72 50 46.29 62.21 91.01 8 69.59 99.64

Oxford 102 Flower Dataset. The Oxford 102 Flower Dataset [24] comprises
8,189 images divided into 102 flower classes. The training and validation sets
contain 10 images per class, totaling 1,020 images each, while the test set con-
sists of 6,149 images, with a minimum of 20 images per class. Since no part
annotations are provided for this dataset, we evaluate the quality of the dis-
covered parts by combining them and comparing the result to the provided
foreground/background masks. We evaluate model performance by calculating
the mean Intersection over Union (mIoU) for the foreground mask. This dataset
often includes multiple instances of parts in a single image, such as flowers, as
well as parts with irregular shapes, such as flower petals.

5 Experiments

5.1 Comparison with State-of-the-Art

We conduct a quantitative analysis of our model’s part discovery and classifica-
tion capabilities and compare it with those of related methods from the liter-
ature. Additionally, we compare our model against a re-implementation of the
state-of-the-art PDiscoNet [18], where we replaced the backbone with the vari-
ant used in this paper. The results of this comparison are summarized in Tab. 1.
From the results, our method consistently outperforms existing approaches for
both part discovery and image classification across all datasets. We attribute
this to the synergistic effects of the strong inductive biases ingrained in the self-
supervised ViT backbone and the enhanced flexibility of the proposed combina-
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Fig. 3: Qualitative results on CUB for K = 8.
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Fig. 4: Qualitative results on PartImageNet for K = 8.

tion of geometric priors. Particularly noteworthy are the significant performance
gains observed on the Flowers and PartImageNet datasets, which contain objects
with irregular shapes occurring in multiple instances within the same image, un-
derscoring the importance of our geometric part prior that favors piece-wise
constant and spatially connected components. Even on CUB, where most parts
fit well into the compactness prior, we see a consistent improvements of results
with respect to PDiscoNet, even when using the same ViT backbone. With 16
parts, our model achieves 55.8% ARI and 73.4% NMI, compared to 43.4% ARI
and 68.6% NMI of the best competing method, PDiscoNet with a ViT back-
bone. Despite competitive performance in classification tasks on CUB and Par-
tImageNet, the PdiscoNet+ViT-B model tends to degrade in accuracy as part
complexity increases, particularly in CUB, unlike our model, which maintains
robust accuracy for any number of parts. In the Flowers dataset, all competing
methods result in subpar performance, while our approach excels at both de-
tecting the foreground and classification no matter the number of parts. In this



PDiscoFormer: Part Discovery with Transformers 11

Im
ag

e
P
D

is
co

N
et

P
D

is
co

N
et

+
V

iT
-B

O
u
rs

Fig. 5: Qualitative results on Flowers for K = 2.
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Fig. 6: Effect of K on PDiscoFormer. The left three images correspond to Flowers
(from top to bottom, K = 2, 4, 8). The three middle ones are CUB, with K being 4, 8
and 16. The three on the right belong to PartImageNet, with K = 8, 25, 50.

dataset, PDiscoNet+ViT-B results in the second best classification accuracy,
97.4%, after the 99.6% obtained by our method, but completely fails to locate
the foreground, with an mIoU of 13.2%, against 73.6% for PDiscoFormer. Addi-
tionally, we extend our comparisons by applying our proposed losses to a ResNet
backbone and a fully frozen ViT architecture, showing that a pre-trained ViT
is required to fully profit from the proposed set of losses and that fine-tuning
the position, class and register tokens, while keeping the rest of the ViT frozen,
results in better performances than leaving the whole ViT frozen. The results of
these additional comparisons are presented in the supplementary material.
Qualitative Analysis. A qualitative analysis, as illustrated in Fig. 3, Fig. 4,
Fig. 5 and Fig. 6 corroborates our quantitative findings, showcasing our model’s
ability to accurately discover irregularly shaped body parts such as bird wings
(CUB), flower petals (Flowers) and the body of a snake (PartImageNet). At the
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Table 2: Results of the ablation study in PartImageNet and CUB.

PartImageNet OOD
(K=25)

CUB
(K=16)

NMI ↑ ARI ↑ Top-1
Acc. ↑ Kp ↓ NMI ↑ ARI ↑ Top-1

Acc. ↑
Full Model 44.71 59.27 90.77 5.74 73.38 55.83 88.72

No Lp0
41.05 49.08 89.81 5.85 68.66 43.09 83.64

No Lent 39.16 54.46 91.19 5.57 66.88 45.68 88.21
No Leq 43.38 54.19 90.47 9.05 56.85 30.63 83.71
No L⊥ 42.44 58.86 91.01 5.79 70.55 50.90 88.63
No Lp1

33.98 58.31 91.07 7.14 61.04 34.28 89.04
No Ltv 33.73 25.35 90.47 6.01 70.78 51.83 80.22

No Per-Part LayerNorm 31.14 40.73 89.69 5.74 70.70 50.62 69.73
No Part Dropout 33.08 43.98 89.99 6.08 70.28 41.69 87.14

No Gumbel 32.98 54.68 90.71 6.44 68.92 43.61 86.43

same time, PDiscoNet [18] fails to discover these parts altogether, even when
retrained on a ViT-B backbone. This indicates the usefulness of the flexible ge-
ometric priors enabled by our total variation loss. Compared to PDiscoNet [18],
not only do we achieve a much tighter coverage of the object of interest, with
our PDiscoFormer more closely following the object boundaries. This is partic-
ularly the case in parts that are relatively large, such as open bird wings and
flower corollas. In addition to that, we can observe a substantial improvement
in the consistency and semantic interpretability of parts. For instance, the parts
discovered by our model for the four quadruped images displayed in Fig. 4 can
immediately be interpreted (the green part corresponds to the snout while the
brown one to the ears), while those from PDiscoNet are not clear. In Fig. 6 we
vary the number of parts, K. On Flowers, using two parts leads to a clear as-
signment of one part to the flower calyx and one to the corolla, while more parts
tends to exhibit oversegmentation. CUB, on the other hand, is able to absorb
a larger number of parts. With K = 4, beak and legs are covered by the same
part, while a fine-grained and consistent distinction of the different wing parts is
achieved with K = 16. Interestingly, in the case of PartImageNet, the effective
number of parts being used by a specific super-class remains almost constant
when increasing K.

5.2 Ablation Study

We conducted an ablation study by systematically removing one loss function
or architectural element at a time and by replacing the Gumbel-Softmax with a
regular Softmax. This was performed on the PartImageNet OOD dataset with
K = 25 parts and the CUB dataset with K = 16 parts. The quantitative results
of the ablation study are shown in Tab. 2 and some qualitative results can be
seen in Fig. 7. From the results, we can observe the following: Total Variation
(Ltv) prevents spurious part activations in the background, possibly reducing
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Fig. 7: Qualitative results from the ablation study.

information leakage between foreground parts and the background. It has the
largest impact on PartImageNet in terms of ARI. The absence of the Back-
ground Loss (Lp0

) results in the background part not being activated, causing
the model to discover the background as a foreground part. Presence Loss (Lp)
and Part Dropout promote the utilization of all parts, preventing domination
by a few parts which can lead to multiple unused parts (Fig. 7). Removing
the Per-Part Layer Norm leads to inconsistent part discovery (Fig. 7) indi-
cating that it contributes to the creation of discriminative part-specific features
driven by the classification loss. Equivariance Loss (Leq) enhances robust-
ness to affine geometric transformations, supporting stable part discovery across
diverse inputs (Fig. 7). Gumbel-Softmax and Entropy Loss (Lent) ensure
unique part assignments for each patch token, further reducing information leak-
age, as shown in our supplementary material. As shown in Tab. 2, the complete
model, incorporating all loss functions and architectural choices, generally per-
forms best for both part discovery and classification, demonstrating the efficacy
of our approach.
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6 Limitations and Future Work

Our study focused on datasets with part annotations or FG-BG masks available
for the test set. This allowed for quantitative comparison with state-of-the-art
methods. However, exploring the training of our model on larger and more di-
verse datasets could provide valuable insights and further validate its perfor-
mance in real-world scenarios. For example, larger datasets may introduce more
variability in object appearances and poses, challenging the model to generalize
better. Methods to enable the evaluation of part discovery in such settings would
allow to take steps in this direction. The main hyper-parameter K, the number
of parts to discover, has a large impact on the granularity of the discovered parts
(Fig. 6). Exploring ways of automatically estimating this value while preserving
interpretability in the discovered semantic parts would be a valuable contri-
bution. This could enhance the adaptability of the model to various datasets
and streamline the training process by removing the need for manual selection
of K. Additionally, while our approach can detect parts of various shapes due
to the total variation prior, it cannot ascertain if they belong to the same ob-
ject. Integrating our method with unsupervised object discovery research [13,33]
could enable part discovery within each detected object, improving capabilities
in complex scenes. These methods aim to identify and localize individual objects
without explicit supervision, complementing our approach for a more compre-
hensive scene understanding. These considerations suggest promising directions
for extending and refining our method.

7 Conclusion

In this paper, we presented PDiscoFormer, a new approach for unsupervised
part discovery. Unlike previous methods that imposed strict geometric priors
on discovered object parts, our model, based on self-supervised vision trans-
formers, demonstrated the capability to relax these constraints. By leveraging
a total variation (TV) prior, our model achieved substantial improvements in
both part discovery and downstream classification accuracy when compared to
the state-of-the-art across multiple datasets, specifically CUB, PartImageNet,
and Oxford Flowers. Our findings highlight the importance of rethinking geo-
metric priors in unsupervised part discovery tasks, especially in scenarios where
objects exhibit complex shapes or occur multiple times within the same image.
By refraining from assuming specific shape or size priors, our model demon-
strated enhanced generalization capabilities, making it applicable to a broader
range of fine-grained image classification tasks. Overall, our study shows that the
strong inductive biases learned by vision transformers during the self-supervised
pre-training stage enable the use of flexible shape priors such as total variation,
leading to robust performance on part discovery and the downstream classifica-
tion task on all of the tested datasets.
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