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Abstract

In this paper we use asymptotic expansion of the velocity field to reconstruct small
deformable droplets (i.e., their forms and locations) immersed in an incompressible
Newtonian fluid. Here the fluid motion is assumed to be governed by the non-stationary
linear Stokes system. Taking advantage of the smallness of the droplets, our asymptotic
formula and identification methods extend those already derived for rigid inhomogene-
ity and for stationary Stokes system. Our derivations, based on dynamical boundary
measurements, are rigorous and proved by involving the notion of viscous moment ten-
sor VMT. The viability of our reconstruction approach is documented by numerical
results.
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1 Introduction

In this paper we derive an asymptotic expansion of a weighted boundary measurements,
expressed in term of velocity field, in the presence of multiple small deformable droplets
(modeled by deformable inhomogeneities) immersed in an incompressible Newtonian
fluid. This asymptotic expansion, through a convenable application system, will allow
us to identify these droplets having kinematic viscosities different from the background
medium. The system is modeled as a non-stationary Stokes flow, in an open bounded
domain Q C R? that contains deformable inhomogeneities (droplets) of small size, say
«. The non-stationary Stokes equations are a standard system of PDE’s governing the
flow of continuum matter in fluid form, such as liquid or gas, occupying the domain §2.
These equations describe the change with respect to time ¢ € [0, T] of the velocity and
pressure of the fluid.

The detection and the reconstruction of an object immersed in a fluid is a source
of many investigations [1, 2, 5, 6, 10, 11, 14]. This kind of inverse problems arises, for
example, in moulds filling during which small gas bubbles can be created and trapped
inside the material (as it is mentioned in [10, 14]) or in the detection of mines.

In this paper, we consider a dilute suspension of deformable droplets in a matrix
fluid. We assume that the droplets and matrix fluid to be Newtonian and neglect
inertia and body forces. As it is mentioned in [11], the evolution of droplet shape only
depends on the viscosity difference between the fluids and on surface tension. Then, we
make the assumption of small size of these inhomogeneities to use asymptotic formula
which allows us to solve a given inverse problem. This assumption was used before, for
different kinds of problems, in [4, 3, 5, 14, 18, 17] and in others. We further assume
that the small droplets are at a distance > a away from each other, and are also away
from the boundary, to be able to neglect droplet interactions and their interaction with
the boundary 0f).

The goal of this work is to expand, in a mathematically rigorous way, a numerical
approach to identify the locations of the droplets from boundary measurements of the
velocity field. We get an asymptotic expansion of solutions to the transmission prob-
lem for the non-stationary Stokes equations in terms of the geometry of the droplets.
This procedure describes the perturbation of the solution caused by the presence of
deformable obstacles with small diameters. Based on this results, we derive an asymp-
totic expansion for a weighted boundary measurements A, (7") (as @ — 0) in terms of
viscous moment tensor VMT. This is partially inspired from the general idea devel-
oped, for a heat equation, in [3] to locate multiple inclusions and from the fact that
the Stokes system can be viewed as the incompressible limit (the compression modulus
is infinite)[5].

The formula that is developed is considerably different from the topological sensi-
tivity analysis method and allows us to find the locations of the inhomogeneities with
significant accuracy. It is explicit and can be easily performed numerically. The results
and the general approach that we will adopt here extend more those for rigid inclusions
[2, 20, 6, 10, 21, 25] and for stationary stokes cases [11, 14, 18, 19, 5] among others. How-
ever, they remain a little close to the common ideas of that developed for reconstructing
small conductivity inclusions from boundary measurements, see [20, 12, 4, 17, 23] and
the references therein. In addition, readers are recommended to consult important
works on other types of inverse problems [7, 8, 9, 16], and do not forget that we can
refer to the books (for example, [13, 24, 26]) to get acquainted with the main notations,



the calculation techniques and the most well-known theorems used naturally for Stokes
system.

The paper is organized as follows. In the next section we formulate our model
problem for droplets in a non-stationary Stokes flow. We state our main results in
Section 3. The rigorous derivation of the asymptotic expansion, for the pattern A, (7),
is detailed in Section 4 in terms of the notion of viscous moment tensor VMT. In
Section 5 we use our asymptotic expansion to make up a reconstruction method by
introducing a so called identifier of interest which, by some T > 0, recover the discrete
locations z;;7 = 1,--- ,m of the droplets. We then perform numerical experiments to
test the viability of the method.

2 Problem formulation

Let Q be a bounded, open connected subdomain of R%, d = 2,3 with C'"!- boundary
092. Let v denote the outward unit normal to 9€). We suppose that €2 contains a finite
number of droplets, each of the form z; + aB;, where B; C R? is a bounded, smooth
domain containing the origin. The total collection of deformable inhomogeneities thus
takes the form B, = UjL;(z; + aBj). The points z; € Q,j = 1,...,m, that determine
the location of the droplets are assumed to satisfy

|zj — 2] >dop>0,Vj#1 and dist(z;,00) > dy > 0. (2.1)

We also assume that a > 0, the common order of magnitude of the diameters of the
inhomogeneities, is sufficiently small that these are disjoint and their distance to R\ Q
is large than dy/2. Let po denote the viscosity of the background medium, for simplicity
we shall assume in this paper that it is constant. Let ;; denote the constant viscosity
of the jth inhomogeneity z; + aB;. Using this notation we introduce the piecewise
constant kinematic viscosity

Ho xEQ\BiOn
fa(z) = .
Hj x€zj+aBj,j=1,...,m.

Before formulating the model problem in the presence of droplets and via a non-
stationary Stokes flow, we introduce the following notations.
Notation: I; denotes the unit matrix in R?*¢ and I denotes the identity fourth-
order tensor. The scalar product on R?*? is defined by A : B = trace(A" B) where
the superscript ¢tr denotes the transpose of a matrix. L3(£2) denotes the space of the
functions of L?(Q2) which differ by a constant and throughout this paper, the inner
product between two vectors u and w is denoted by w - w. The strain rate tensor e for
the flow is defined as follows:

1 % 811,[

- — o ouw=(ug, - ,ug) €RL (2.2
2(6xl Oxy, )1gk,zgd’ u=(m ta) (2:2)

1
e(u) = 5(Vu+ (Vu)") = (
The divergence of a matrix-valued function A is denoted Div(A), while the divergence
of a vector-valued function u is denoted div(u). From now we denote by L?(Q)? the
space of vector-valued functions whose components of its elements belong to the space
L?(Q) of square integrable functions. Likewise, we denote by H*(Q)? the space of
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vector-valued functions where the notation H® is used to denote those functions who
along with all their derivatives of order less than or equal to s are in L?(£2). We denote
by H*(0Q)? the trace space.

Let (Va,pa) € L2(0,T; HY(Q)%) x L?(0,T; H'(2)) be the solution to the following
nonstationary linearized Navier-Stokes system:

.
880: — Div (QMaG(UOc)) +Vpa =0 in)x (O’T)’
div (v) =0 in Q, (2:3)

Ua‘t:() =@ in Qv

[ va =g ondQx(0,T).

Here T > 0 is a final observation time, the initial condition ¢ € C>®(Q)?% and,
g e L*0,T; H/?(99)%) is a nonhomogeneous Dirichlet boundary data satisfying the
standard flux compatibility condition:

/ g(x,t)-vds(x) =0, ae.te(0,7T). (2.4)
o0

We denote by (v,p) € L*(0,T; H'(Q)%) x L*(0,T; H'()) the solution of the non-
stationary incompressible Stokes problem in the absence of any deformable inhomo-
geneities (the background solution):

v
ot
div (v) =0 inQ,

— Div (2p0e(v)) + Vp=0 inQx (0,7),

(2.5)
U‘t:O =@ in Q,

( v=yg ondQx(0,T),

where ¢ and g are given in (2.3).

Let us now recall the notion of viscous moment tensor (VMT) which appears nat-
urally as a limit of the elastic moment tensor (EMT) corresponds to the Lamé system
and introduced firstly in [4]. We still denote by p the viscosity in the whole space
containing a rescaled inhomogeity, i.e.

Mo, X € R \Fjv
plz) =

fo, x € By,

forj=1,---,m.
According to [4, 5] we define the symmetric, fourth-order, viscous moment tensor
(VMT) denoted by V) = (Vlfsz)q)k,l,p,q=1,~-~ .a as follows:

V) = (fio — o) /B V) (V(Crer) + V(Ge)T)dC for j=1,---,m,  (2.6)
J



where, for p,g=1,--- ,d, \7,%) € H'(Q)? is the solution to

( IUOA\AI;(yjq) + Vﬁ(]) =0 in Rd \ Ej,
TioAVS) + V) =0 in B;,
J) |_=v§ A(J) (|—i)— . on OB;,
J
(b (’)VJrMoa By |o= (p9v + %L |+ on 9B, (2.7)
le(Vz(;q)) 0 in RY,
U (€)= Gyeq + 8pqd(Q) = O™ s [¢] = o,
PI(¢) = O(I¢I7) as || — oo.
The subscripts + and — indicate the limits from outside and inside of Bj, re-
spectively, and throughout this paper (ey,--- ,eq) denotes the standard basis for R,

Moreover, for ¢ € R we denote

d
) =1/d_ Crew,

k=1

the Kronecker’s index is denoted by d,,.

3 The main results

The main objective of this article is to find several small deformable droplets modeled
by; ,
Bl := zj + aBj, (3.1)

included in € and located at points z; € 2, j =1,--- ,m.

Let v be the solution to (2.5), then it is convenient to define the conormal derivative

v
a(m,t) on 09 x (0,T) by:

ov
@\mwom = (2poe(v) — ply)v.

Similarly, for the solution v, of (2.3), we may introduce the conormal derivative;

(%
< |OQ>< 0,7) * (QM()(G(’UQ) - pa[d)V = (Q/ioe(T)a) — pa[d)y
because ji1, = po on 02 (outside of Bﬂ, j=1,---,m). Consequently,
(v —

Tbax(o T) = (QMOG(% —v) = (pa — P)Id)l/~

Then we have,
O(vq — )
ov
where generally o(w, ) := 2upe(w) — ml; denotes the stress tensor, and o(w, 7)v the
Cauchy force on the boundary 09 x (0,7).

= 0(vq — V,Po — p)v on 02 x (0,7, (3.2)



To give the main results of this paper, we need firstly to define in terms of the
Cauchy force o (v, — v, pa — p)v, given by (3.2), the following weighted boundary mea-
surements:

T
Ao (T) = /0 - -0 (Vo — U, o — PV ds(z)dt, (3.3)

where v,, v are the solutions to (2.3) and (2.5) respectively, and the vector-valued
function 1 € C2(Q x [0, T])? satisfies 9y1p — Div(2upe(t))) + Vp = 0 in Q x [0, T] with
Y(z,T) =0 for z € Q, div(¢)) = 0.

~According to (3.3), we propose a resolution of the inverse problem of reconstructing
B, based on the following main result.

Theorem 3.1 LetT >0 and Q C R%, d =2 ord = 3, be a bounded domain with C'-
boundary. Suppose that we have all hypothesis (2.1) and (2.4). Let vy, v be solutions
to (2.3) and (2.5) respectively. Then, the following asymptotic expansion for A, (T)
holds as av — 0:

T
Aa(T) = a3 (uj — o) /0 e(v)(z7. 1) : VO e(th)(7. 1)t + O(alog a*~4). (3.4)

The proof of the above theorem will be given later. On the other hand, by making
appropriate choice of test function 1 and background solution v, we will develop from
the asymptotic formula given by Theorem 3.1 an efficient location search algorithm
for detecting the droplets B%,j = 1,--- ,m. This problem of reconstruction will be
based on finite measurements of the Cauchy force o(v, — v, po — p)v defined by (3.2)
on 02 x (0,T).

Before proving Theorem 3.1, we suggest the following estimate of v, — v as follows.

Theorem 3.2 LetT > 0 and Q C R, d =2 ord = 3, be a bounded domain with C-!-
boundary. Suppose that we have all hypothesis (2.1) and (2.4). Let vy, v be solutions
to (2.3) and (2.5) respectively. Then, there exist a constant C' such that

d
[va — vl L2(xjo,7)e < Ca. (3.5)

Here C' can be given explicitly and dependant on T, v, Bj, po and ;.

Proof. Let v, be the solution to (2.5) and v the solution to (2.3) respectively. Ex-
panding the following

T T
/ / 2uqe(v) : e(vy —v)dzdt = / / 2upe(v) : e(vy — v)dxdt
0 JQ J0O Q
T
- / / 2(po — pa)e(v) : e(vy —v)dzdt. (3.6)
0 Q
Choosing v, — v as a test function in (2.3), integration by parts over 2 yields
T ov T Tr
/ / -(Ua—v)dmdt—}—/ / 2uoe(v) :e(va—v)dzpdt—/ / (2upe(v)—plg)vy-(va—v)ds(x)dt
0 Jo Ot 0 Jao 0 Joo

T v )
- / / (=, — Div(2ue(v)) + Vp) - (va — v)dadt = 0,
Jo Jo ot



where we have used div(v) = 0. Then by considering the Dirichelet conditions on 0f2,
for both vector-valued functions v and v, the following holds

T
/ / 2upe(v) : e(vy — v)dxdt = / / v)dxdt. (3.7)
0 Q
Inserting (3.7) into relation (3.6), we obtain that,
T
/ / 2uqe(v) : e(vg —v)dzdt = / / —v)dzdt
0 Q
/ / (1o — pa)e(v) : e(vy — v)dadt

S / 9V (v — v)dadt (3.9)

o
+2 / /B] e(v) : e(vy — v)dxdt,

where B, is given by (3.1). On the other hand, choosing v, — v as a test function in
(2.5), then by integrating by parts over Q and as done for (3.7), we may obtain that

/0 ' /Q Stee(ve) : e(va — v)dzdt = / / Pa (o —)dwdt.  (3.9)

Subtracting relation (3.8) from (3.9), we immediately obtain

T e .
/ / 2iq|e(ve — v)Pdzdt = —/ / 2uqe(v) : e(vy —v)dzdt +/ / 2pae(va) 1 e(vy — v)dadt
o Ja o Ja
T
- / /5?) Va d$dt—/ /6%- o — v)dxdt
0o Jo Ot
m_ .7
+2Z/ / (po — pj)e(v) : e(vy — v)dadt.
j=170 Bl,

That is,

T T
/ / o — v)dzdt — / / o (Vo — v)dxdt +/ / 2t le(ve — v)|*dxdt
0 Jo Ot 0 Jo

mo T
= 2;/0 /B& (o — pj)e(v) : e(vy — v)dadt. (3.10)

Now inserting (3.9) and (3.7) into (3.10), the following holds

T
—/ / 2ppe(vy) @ e(vg—v dmdt—|—/ / 2upe(v) : e(vg—v d:vdt—l—/ / 20 |e( va—v)|2d:r3dt
0 Q

= 2;/0 /Bi (o — pj)e(v) : (v — v)dadt. (3.11)



Let p := iné to(x), then by definition of p,, we have > 0 and pog > p. Moreover,
Be= K Iad
the following holds,

—2/1/ /|e Vo —U | dadt < — / /2ua e(vy) : e(vg—v dwdt+/ /2/40e v) : e(vy—v)dxdt.

Therefore relation (3.11) becomes,

/ / Po — ft)]€(ve — v )2 dzdt < Z/ / po — pjle(v) : e(vy — v)dadt,

and this together with Cauchy-Schwarz inequality and the fact that e(v) is bounded in
Qx (0,7) (by assumption of regularity of v) enables one to get the following estimates,

T m T
[ [ tramtetwamo) Pt < 37 [ ol e0) o) g (=) ) s gt
j=1

- cd_ 1 d
< 2 bo-wllBRIETS (e (0,7) le()(@, Ollle(va=v)l 2x oy = Co* le(ta=v)ll 2o o,y

j=1
Thus,
d
|e(va — U)HLQ(QX(O,T))dQ <Caz,
and the desired result follows immediately by invoking the Korn inequality. m]

4 Proof of the asymptotic formula

In this section, we focus our attention on proving rigorously Theorem 3.1. Let us,
firstly, introducing the following vector-valued function

m d
Vi(x,t) = vo(z,t) — v(z,t) -I-ozz Z O (z;;t kvkl ($ ;ZJ), (4.1)
7j=1k,|l=1

where v,, v and vgl) are solutions to (2.3), (2.5) and (2.7) respectively. It is clearly

that V € L2(0,T; H*(Q)?) since v,v, € L2(0,T; HY(2)?), the function djv(z;j;t)x does
not depend on space variable z and the solution V](d) of (2.7) belongs to H' ().
The following estimate holds.

Proposition 4.1 Let d = 2,3. Suppose that we have all hypothesis (2.1) and (2.4)
and let V be given by (4.1). Then, there exist a constant C such that,

d 3—d
le(V) L2 (oyyez < Ca' 2 [logal =" (4.2)

Here the constant C' is independent of c.



Proof. We set,
Z*,xEQ}; Ze = 21, 5 2Zm (4.3)

and we observe that e(V') satisfies:

2+d T/e? 1/2 O 2
eVl r2(ax 0,7y = (a /0 le(V)(-, 1)l 2(Q)dzclt) s forzeQ, 0<t<T/a?,
(4.4)
where V(z,t) := V(az, a®t).
T/a? _
Hence to prove (4.2), it suffices to estimate the term /0 He(V)(-,t)HiQ(ﬁ)dz dt. To

do this we may find out, firstly, the equations that the vector-valued function V can
satisfy in the rescaled domain (2.

Let P := p, — p where p,, p are introduced in (2.3) and (2.5) respectively. One
may use (4.1) to observe that V satisfies:

d

ot

j=1k,l=1

av .
E—DIV (2,uae(V))+VP = (pa—po)xB,Div 2e +a;k§:1 OpOv (243t kv,(fl)(

= Fi(z,t) inB, x (0,7),

div(V)=0 inQ.

Moreover, we have

Vig =V]- ond(z +aB) x (0,7T),
ov ov ov
MOEH - Ma5|— = (fa — Mo)$ = Fy(x,t) ond(z +aB) x (0,T)

and

m d
V=0 = O‘Z Z o kvkl _TZ*) in Q,

j=1k,il=1

—Z

oV = aHOZ Z Ov(ze; t kvkl ( *) = F3(z,t) on 9Q x (0,T).

Jj=1k,l=1

VY biv (2n0e(V)+VP =a > Y 800(z )9 (T - )= Fy(z,t) in (Q\Ba)x(0,T),




Now let fi(z,t) := &®Fy(ax,0?t) and fi(z,t) := aFj(ax,a?t) for i = 2,3. Then it
is easily seen that V satisfies:

% — Div (2/,&09(‘7)) + Vﬁ = fl in (Q\EQ) X (O,T/OZQ),

%—‘; — Div (2Mae(‘7)) +VP=fi inB,x(0,T/a?),

div (‘7) =0 in (~2,

Vg =V]- ond(z +aB) x (0,T/a?), (4.5)

MOaV’+_Na a,,|f = f2 ond(z + aB) x (0,T/a?),

Vo = az Z 0p(0),9 (z — ) inQ,

j=1k,l=1

oV = fz on dQ x (0,T/a?).

Now, using the trace estimate and integrations by parts over Q2 x (0,¢) for 0 <t < T,
straightforward calculations give

OiltlET ||‘7(’t)||L2(§~2)d + He(‘/\//)HLQ(ﬁX(O,T))dQ < C||‘7’t=0”L2(ﬁ)d + C/<||f1HL2(O,T;L2(S~))d)
st< (4.6)
+lf2llz2 0,122 0m)9) + 131l 20 7,12 680y ))

where the constants C, C’ depend only on the domains Q, Bj, j = 1,--- ,m, and the
constants pj, j =0,---,m.
Now we need to estimate the following terms:

T/a? T/a? T/a?
L IR0t [ 1R OBt and [ IO gt
Before doing this we recall from (2.7) that,
Vg () — Tpeq + pgd() = O(|z['~7) as [a] — oo, (4.7)

where for z € R?, d(z) := ézzzl zer. Since diam(Q) = O(1/«), we have

. = O(log(1/), ifd=2
_ 2 _ ) s
1) = e+ i)t = { O 972 (1.5)
Therefore,
2 .
o o2 log(a)], ifd=2,
/Q\V@,O)y dz < c{ % pa-2 (4.9)

Moreover, by definition of f; we get that

T/a? T/a?
/0 112Dl et < C? / /|D1v 2e(0)) 0z, 021) 2dadt

d

+CQGZ Z / |8t81v Zei )| 2dt / [¥pq () — Tpeq + Opgd(z)|*da.

=1 k,|l=1

10



From (4.8) and the fact that v is a smooth vector-valued function, we obtain:

T/a?
L 101 et < Co. (4.10)
On the other hand, we have
(o — uo)gZ(x,t) = O(|z|) for all (x,t) € O(z« +aB) x (0,T).

Consequently, fo(x,t) = aFy(ax,a?t) = O(a?), and hence

T/«
[ M Dl < Ca. (411)

Regarding (4.7) and (4.3), we can write [V, () — Zpeq + Opgd(x)| = O(a®1) for all
x € 0Q2. Thus,

T/a? m d T/a? -
/‘ 17501 g0 t<ﬂmﬂ§:z:/ k%zﬁnﬁﬁ/LWM@—mqﬂMﬂ@Pm
0 j=1 k=1 o0
(4.12)
< Ca’.
Now from (4.6) we have,
||e(‘7)”L2(§X(o7T))d2 < CH‘7|t:0HL2(ﬁ)d + C/(Hf1||L2(07T;L2(§)d) (4‘13)

+l f2ll 20,7522 (0B)2) + Hf3HL2(07T;L2(3§~2)d))7
Therefore by using (4.9), (4.10), (4.11) and (4.12) the inequality (4.13) becomes:

allog(a)|Y/?, if d =2,

eVl 2 @m0 < c{ N td =2 (4.14)
On the other hand, by change of variable at ¢, we have:
T/a? _ ) )
L 1601t = 10?1V g 1y,
which by (4.14) becomes:
T/e? lo if d = 2
g a 9y 1 Y
[ 10l e < o 5 972 (1.15)
To achieve the proof, we may insert (4.15) into relation (4.4). O

We now proceed to prove Theorem 3.1.
Proof of Theorem 3.1. Let us start by simplifying the definition (3.3). So let
setting u = v, — v where v,, v are solutions to (2.3) and (2.5) respectively. Then

11



integrating by parts over ) x (0,7, and using both conditions u(z,0) = v,(z,0) —
v(z,0) = 0 and ¢(z,t = T) = 0, we obtain that

/OT/Q(?;?' u—ppe(u) : e())dedt = /( (2,T) - ¥z, T) — u(z,0) - ¢(z,0))dw
/ / — ¥+ poe(u) : e(y))dudt
= / / — ZZHLMoe( —v) : e(¢))dzdt

. / b (2p0e(va —v) — (po — ) a)va ds(2)d.
0 o2

Taking (3.2) into consideration, the following holds,

T aw
/0 /Q (a - u—ppe(u) : e d:z:dt / - Vo — p)vg ds(x)dt.
(4.16)

On the other hand, by integrating by parts over (0,7"), we have
T aw
5 (E - u— ppe(u) : e(w))dwdt = ( (x,T) - ¢(x,T) —u(x,0) - z/z(a;,()))dw
0

/ / <) dxdt— / /uoe ) dxdt
Q Q

_ // W+ poe(u) s e())drdt  (4.17)

Replacing u = v, — v in the right-hand side of (4.17) and integrating by parts over
), we obtain that

[t et etanat = — [ [ (%0t poete) - et

Therefore, by integrating by parts again, we obtain

T
/ |G v moetw s e@)doit = [ [ v Gpoeto) ~ plawads(oyi

T
+/ / V- (2upe(vy) — palg)veds(z)dt
0 Jo\Ba)
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/ - (2pje(va) —pald)|-veds(x df—i—/ /_(uo—uj)e(va):e(w) dxdt
oBY, — /Bl

m .7
= ;/0 /ng (o — p5)e(va) = e(v) dudt,

where from Section 2 and (3.1) we have B, := U;-”ZlBg.

Further, returning up to relation (4.17) and using the above relation, the following
holds,

/OT /Q (%f u — poe(u) : e(v))dzdt = Z/ /BI Ho — 113)e(va) : e(w)dzdt.

Now one may compare relations (4.16) and (3.3) to find that,

= ; o — Hj / /BJ (Vo) (2, t) : e(y)(z, t)dzdt. (4.18)

Moreover, since €(Vy,(z) — zpeq + dpqd(x)) = O(|z|%) as |z| — oo and the fact that
the inclusions are well-separated, it follows from (3.1) and (4.18) that

. g r—z
_j;(/"j_MO)/O /fo[e( Z al’U Z], >ke(vl(cl))(7j)] (@Z))(l',t)dl'dtl

[0
k=1

m T
= Zl(uj - Mo)/o /Bj le(V)(w, 1) : e(w)(x, t)dadt] < Ca2|e(V) | 12 0.1y
J= «

and hence, by using Proposition 4.1, the following inequality holds

n T d ; Xr — Z;
> (1510 Je()(z,t)— Y Az ke ()] : e()(x, t)dud]
0 B’
j=1 a k=1

«

(4.19)
< Calt|log o>,

On the other hand, since both v and v are divergence free, we have for all ¢ € R%:

e(v)(x,t)¢ = Zaw 2ji )(Crer — Srd(C)) + O(a) and e(¥)(x, )¢

k=1

= Z Oqh (253 t)q(Cqep — 6 qélv(C)) + O(a) for all z € B;. (4.20)

p,g=1

Now inserting (4.20) into the left-hand side of (4.19), we obtain that

= oy ( Mo)/o Z Z (23 t)k0qg¥(253 1) / Vo5 (V(Crer)+V (Crer)'™)dCdt
7j=1

k,l=1p,q=1

+0(a'*|loga’™),
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which by definition (2.6) gives that,

e T & G) d d
=« i e(v)(z::t) : e 2z e(VY(z)dx ot log o>~ 9.
AalT) = ;w] Mo)/o (0)(25:1) §:j w)m(],t)/Bj (9)) (2)dzdt+O(a1 ] log a %)
Thus,
m T '
AalT) = o> (s5 — o) / e(v)(7;1) : VOe(4h)(5: 1)dt + O(a*|log af~)
j=1

which achieves the proof of Theorem 3.1.

5 The location method

In this section, we focus our attention on developing a simple localization method
by formulating a location search algorithm. This method is deeply based on the for-
mula (3.4) for the purpose of identifying locations of the deformable inhomogeneities
Bl = zj + aBj, j = 1,--- ,m modeling the small deformable droplets immersed in
an incompressible Newtonian fluid. A suitable choice of test functions ¢ and back-
ground solutions v may be needed to develop a real-time location search algorithm
[23]. This algorithm is related to the location search algorithm associated to a class
of parabolic system as in [3]. This approach is also related to the linear sampling
method [15, 22]. Without loss of generality, we consider the two-dimensional problem
along the rest of this section. The case of dimension three can be done in the same way.

For y € R\ the function 1, introduced in Section 3, satisfies (0; — o A)y+Vp = 0
in  x [0,7] with ¢(x,T) = 0 for x € Q and is given by:

Y(x,t) = Py(z,t) == (1 —erf(ny(z,T —t))) (5.1)
where @Z is a constant vector (can be given explicitly), n,(z,t) = x/+/4pot and er f(n) =

\/27? /077 6_52615.

More precisely,

- ) T ey
P(a,t) = Yy (x,t) == 1—/ e roT-tdE). 5.2
(2.0) =ty (o) = 01~ e | 62
Therefore, by using (2.2) we get
2 el
e(y)(zj,t) i = ————=—=e TV, (5.3)

VAapor (T —t)

where W is a matrix determined according to the components of {E

On the other hand, for 3 € R?\(2, we choose

v T jey)?
v(@,t) = vy (z,t) = %/ﬂ e ot de, (5.4)
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where v is a known constant vector. Here the Dirichlet condition g corresponds to the
point source 3" with initial condition ¢(z) = 0 in Q. Consequently, in the presence of
the deformable inhomogeneities z; +aBj, j = 1,--- ,m and using Theorem 3.1, we can
obtain that

e l2—yl? \Zj—y’|2)
dpg(T—t)  dpgt /(¢

Au(T) = 2SR (77 p0) g

P /\/ T —1)

+0(a’|log(a)])

where the matrix V is determined according to the components of .

Let P be the orthogonal projection from the space of symmetric matrices onto the
space of symmetric matrices of trace zero. Let I; and I be defined as in Section 2.
Then according to [4], the orthogonal projection P = (Phipq)i<k,ipq<d is given by

1
P=1--1 1,
d d ® Iq,

and more explicitly
1 1
Pklpq = §<5kp51q + 5kq5lp) — g(skl(qu. (5.5)

Now we recall that the (4-tensor) viscous moment tensor (VMT) V) can be re-
garded as a linear transformation on the space of symmetric matrices because of its
symmetry. Then, as the Stokes system appears as a limiting case of the Lamé system,
all coefficients of V) can be determined explicitly by using P and the (4-tensor) elas-
ticity moment tensor (EMT) M. For more details one can refer to [4, 5].

Next, suppose for the sake of simplicity that all the domains B; are disks. Then it
follows from [5] that V) = aU) P, where P is given by (5.5) for d = 2, and let

) — gy 0~ 5

a’’ = 4pqg | Bj.

Ho + [

Let the source points y; € R2\Q for I € N, then the proposed location method for
detecting the droplets B} is as follows. For n € N, define the matrix A = (A )1<1r<n
by

2 2
1 ( 12—yl [z =yl

T
A = o2 Ho — Hj (J) P\P / T apg(T—1)  dpgt )dt.
e Z VP [ e "

On the other hand, we can define the symmetric real matrix C = (Cyy) 1< r<n by

T 1 (_4‘Z7’?1{l‘ _ \24 yl/‘2)
-— —t t
Cll/ «— /O m@ ‘U‘O( ) H0 dt, fOI‘ all z E Q

One can remark that the matrix C' may be decomposed as follows

p
:E’UJZ’UJZ
=1



for some p < n, where w; € R" and w] denotes the transpose of w;. Let wyy,-- -, wy,
be the components of the vector wy, forl=1,--- ,p.
Then, for [ =1,--- ,p and for z € Q we define the vector h) € R"*2 by

WD = [rwn (), Y (2)]"

Let y, = (v}, y) for l=1,--- ,n, 2 = (21, 22), and 2; = (z%j),zéj)). Forl=1,---,p, we
also introduce

) = [nwn(2), - Gmwn(2)]* and hY) = [iowin (2), -+, Prowin (2)]"-

Then we can now characterize the location of the inclusions in terms of the range of
the matrix A as follows

Foralll=1,--- ,p: hgl) and hg) € Range(A) iff z € {z1, -, zm }- (5.6)

The above characterization can be justified by following, for example, the approach
done in the proof of Lemma 5.2 in [3] for the case of heat problem.

Now we define the singular value decomposition (SVD) of the matrix A by
A=UXV". (5.7)

Moreover, we assume that for [ = 1,---,p, the vectors {hgl), hg)} are chosen to be
linearly independent. Consequently, the rank of A is fixed to be equal to 2p and the
first 2p columns of U, {wy, - - , wap}, make a basis for column space of A that we note
it by Us. But the other columns, {wap i1, wopi2,- -+, wy}, provide a basis for the left
null space of A that we note it by Un. Let p.,; = I — (UsUg) be the orthogonal
projection onto the null space of A. Within the above remark (5.6) we claim that a
test point z coincides with one of the positions z; if and only if pmj(h(l)uo) = 0, for
any ug € R?\{0}. Thus we can form an image of the locations {zj; j=1,---,m} by
plotting, at each point z € 2, the identifier of interest

0. Pl

L) (2) = [ros (h0uo)]| forl=1,---,p.
The obtained plot will have sharp peaks at the discrete points z;;j = 1,--- ,m which
determine the locations of the droplets. Precisely, for some positive T' and for small
finite number of equidistantly distributed source points y;, [ =1,--- ,d, we perform
together the calculation of the SVD (5.7) of the matrix A (defined by the pattern
Ao (T)) and the decomposition of the matrix C. Then we fix the arbitrary vector wug
to be equal to an element of the canonical basis in R? or equal to a linear combination
between elements of this basis. Therefore, it is expected that the plots of the identifier
of interest z — LSZO) (z) illustrate the result indicating that sharp peaks should occur at
the droplets locations.

5.1 Numerical experiments

In this subsection we suppose that €2 is a unit disk in R? centered at the origin. We
present here a numerical experiments for locating two or three inclusions, but our
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procedure remains valid to locate any finite number m of inclusions. To begin, we
assume that we know the values A of the pattern A, (T") for some positive T" and for
a small finite number of equidistantly distributed source points y;.

Let,
6 := mi — |
win [y — yr |
Then, for [ =1, -+ ,n we may set
2l 2l
=9 —),sin(—)).
y (cos( - ), sin( - ))

To proceed with this numerical method, we notice that there are two cases of interest:
0 < T and § > T. For our numerical experiments, we see that the second case is
sufficient to show the validity of the localization method described in Section 5.

In the first numerical experiment we take two homogeneous disks By and By of common
diameter o = 0.1 and respectively centered at z; = (0.21,0.32) and zo = (—0.43, —0.35),
to be retrieved using n = 10 source points. We assume that the viscosity of the back-
ground medium is pp = 1, while the viscosities j;, of Bj, j = 1,2 are equated to 3.
Notice that, the retrieval of the inclusions involves the calculation of the SVD (with
A = UXV*) of the matrix A = [A;] € R¥? and the decomposition of the matrix C.
Numerically, we can find that the rank of C' is equal to one (p = 1), and we expect
to see four or six nonzero singular values 3; of the matrix A. Moreover, for a sam-
pling step h = 0.03 and according to different discrete locations z € 2, we calculate
the identifier of interest If,,lozl)(z) where ug € {e1,e2,e1 + e} and {e;}?_; means the
orthonormal basis in R%. Let I,,(z) := L(L(l))(z). Then the plots of z — I,,,(2) illustrate
the results, where the sharp peaks are expected to occur at the locations z; (j = 1,2)
of the inclusions. Using a standard log scale, we display also other associated results
about the singular values of the matrix A.

For T =1 and § = 2.5, the singular values are displayed in Fig. 5.1 (a) while the
identifier of interest I,,,(z), for ug = e; + ea, is displayed in Fig. 5.1 (b).

Stokes: Singular values of A Stokes: Identifier of interest I“o(z)

0
o
1
2
L]
3
L]

- 4
«Q o R]
=

5 ° "
= 7
20 6 . >
-~ .

7

8

L]
-9
L]
-10
1 2 3 4 5 6 7 8 9 10
Singular Value Number 3; x-axis

(a) (b)

Fig. 5.1. T =1, 6 = 2.5: (a) distribution of the singular values of A for n = 10 source
points; (b) gloss level (or color) map of I,,(2), ug = e; + e, for z € Q.

Here the numerical results are not difficult to be interpreted. There are four singu-
lar values which move out from the noise, and two singular values are associated with a
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specific inclusion. The inclusions, being that they are observed via different I,,,(z), are
clearly discriminated from the background, the visual aspect depending on the choice

of Uug-

In Fig. 5.2 (a), we see the distribution of the singular values of matrix A for T'= 3

and § = 4.
Stokes: Singular values of A Stokes: Identifier of interest Iuo(z)
0
2 o
-4
.
— L]
S . o
N
o . é
— 8 :
g . -
=
-10 °
°
-12
°

Singular Value Number f3; x-axis

(a) (b)

Fig. 5.2. T =3, 0 = 4: (a) distribution of the singular values of A for n = 10 source points;
(b) gloss level (or color) map of I,,(z), up = €1 + ea, for z € Q.

Fig. 5.2 (b) shows also the identifier of interest I,,,(z) for ug = e; + e2, where the
images are obtained by using the first 5 largest singular vectors associated, of course,
with the 5 largest singular values of the matrix A, respectively.

In the second numerical example, we add one more homogeneous disk B3 with the
same diameter o = 0.1, centered at z3 = (0.4,0.51) and having the viscosity pus = 3.
We need to retrieve the three inclusions by using the same number of source points
n = 10, but for different values of §, T than the previous example.

Therefore, for § = 4, T = 1, the result is shown in Fig. 5.3 where we have the
distribution of the singular values of matrix A for 10 source points and the identifier
of interest I,,(z) for ug = e;.
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Stokes: Singular values of A Stokes: Identifier of interest I ()

log0(8i)
y-axis

Singular Value Number 3; x-axis

(a) (b)

Fig. 5.3. T =1, § = 4: (a) distribution of the singular values of A for n = 10 source points;
(b) gloss level (or color) map of I,,(2), ug = ey, for z € Q.

The interpretation here is slightly similar the first numerical example concerned
with two disks. Then there are six singular values emerge from noise, and two singular
values are considered to associate with one specific inclusion. The inclusions, being
that they are observed via I,,(z) for ug = e;, are discriminated from the background
medium.
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