#1 Pre-training

Pre-training data:
- annotated (supervised)
- hot annotated (unsupervised / self-supervised)

- ResNet Pre-trained moaqel
- VGG

- wav2vec Pre-training

other species

vocalizations (human | - FUBERT ..o >
speech, birds, - BirdNet
other primates) _ Vggish
- YAMNet
general sound - AudioMAE

H#2

Knowledge transfer

primate vocalizations

embedding extraction ore-trained model (optional) fine-tuning
with primate vocalizations
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