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Abstract
We address the problem of estimating multiple modes of a multivariate density, using persis-
tent homology, a key tool from Topological Data Analysis. We propose a procedure, based on
a preliminary estimation of the H0−persistence diagram, to estimate the number of modes,
their locations, and the associated local maxima. For large classes of piecewise-continuous
functions, we show that these estimators are consistent and achieve nearly minimax rates.
These classes involve geometric control over the set of discontinuities of the density, and
differ from commonly considered function classes in mode(s) inference. Interestingly, we do
not suppose regularity or even continuity in any neighborhood of the modes.

Introduction

Modes are simple measures to describe central tendencies of a density and one of the most used
tool to process data. Modes inference finds applications in a wide variety of statistical tasks, as
highlighted in the recent survey by Chacón (2020). Among them, modal approaches in clustering
has gathered significant attention (Fukunaga and Hostetler, 1975; Cheng, 1995; Comaniciu and
Meer, 2002; Li et al., 2007; Chazal et al., 2011; Chacón, 2012; Jiang and Kpotufe, 2017).

The problem of mode(s) inference dates back to Parzen (1962) and has received considerable
attention since. The question of consistency and convergence rates of estimators has occupied a
central place. The bulk of work on this question is large but has mainly been concentrated on
single mode estimation. For this problem, the popular approach is to consider an estimator of the
form x̂ = argmaxx∈[0,1]d f̂(x) with f̂ an estimator of the density. Usually f̂ is a kernel estimator
of the density, following Parzen’s original work. This work already provides convergence rates
but for univariate densities and under strong regularity assumptions (global regularity). Subse-
quent efforts have been made to weaken those assumptions and extend this work to multivariate
densities (Chernoff, 1964; Samanta, 1973; Konakov, 1974; Eddy, 1980; Romano, 1988; Tsybakov,
1990; Donoho and Liu, 1991; Vieu, 1996; Mokkadem and Pelletier, 2003). Notably Donoho and
Liu (1991) consider a general multivariate setting and weaken the assumptions to a local assump-
tion around the mode. They suppose that the density essentially behaves around the mode as a
power function, and show that Parzen’s method then achieves minimax rates. In these works a
key question is how to choose the bandwidth for kernel estimation, which often involves knowing
the regularity of the density. Interestingly, Klemelä (2005) proposes an adaptive estimator using
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Lepski’s method Lepski (1992) to overcome this issue.
An alternative, based on histogram estimation of the density, is proposed in Arias-Castro et al.
(2022). Under the same framework as Donoho and Liu (1991), they show that their estimator
also achieves minimax rates. This approach seems rather isolated, but has great adaptivity and
computational properties.

Another line of work, is to consider x̂ = argmaxi=1,...,n f̂(Xi) where X1, ..., Xn are the ob-
servations sampled from the density, which reduces considerably computational costs. This was
initially proposed in Devroye (1979) with f̂ a kernel estimator. It was proved in Abraham et al.
(2003, 2004) that this estimator essentially shares the same asymptotic behavior as Parzen’s
estimator, convergence rates are not affected by the maximization over finite samples. In the
same direction, Dasgupta and Kpotufe (2014) propose a procedure based on KNN-estimation of
the density and show, under similar assumptions as Donoho and Liu (1991), that their estimator
achieves minimax rates once again.

For multiples modes inference, the literature is scarcer. Mean-shift and related procedures
(Fukunaga and Hostetler, 1975; Cheng, 1995; Comaniciu and Meer, 2002; Carreira-Perpinan
and Williams, 2003; Carreira-Perpinan, 2007; Li et al., 2007) are widely used to infer multiple
modes. Although these approaches exhibit great practical performance, we lack theoretical un-
derstanding about their convergence properties. In this direction, some insights are given in
Arias-Castro et al. (2016) proving near-consistency of the mean shift procedures.
Among the previously cited works for single mode estimation, Dasgupta and Kpotufe (2014)
also propose a method based on KNN to estimate multiple modes. Their procedure is proved
for this more general problem to be minimax under relatively weak conditions. Furthermore, it
can even be adapted to capture modal sets (i.e. handle cases where modes are not limited to
single points but can be sets of points), as shown in Jiang and Kpotufe (2017). Once again,
under relatively weak conditions, the procedure is shown to be minimax. To our knowledge, no
other procedures have been demonstrated to possess such broad convergence properties as of now.

Here we present an alternative relying on tools from Topological Data Analysis (TDA). TDA is a
field that focuses on providing descriptors of the data, using tools from (algebraic) topology. One
of these descriptors, persistent homology, permits to encode, in so-called "persistence diagrams",
the evolution of the topology (in the homology sense) of the super-level sets of a density. Those
diagrams compactly represent birth and death times of topological features. Under proper con-
ditions, looking at H0-persistence diagram (representing the evolution of connected components)
permits to identify local maxima (birth times in super-level sets persistence diagram). This is
illustrated in Figure 1.
The link between estimation of persistence diagrams and modes detection has already been high-
lighted several times, see for example Bauer et al. (2014) and Genovese et al. (2015) that propose
methods to infer the number of modes from persistence diagrams. In a slightly different con-
text, we must also mention Chazal et al. (2011). The authors propose an algorithm, ToMATo,
combining ideas from mean-shift with persistent homology to perform modal-clustering. The
two main questions in those works, that we will address here, are how to estimate persistence
diagrams and how to determine if a point in these estimated diagrams is significant or not, i.e.
at which distance from the diagonal points are not due to noise with high probability. Refor-
mulated in terms of modes, it is equivalent to decide if a mode is significant or not based on
its magnitude. Outside the sphere of TDA, this question has also received significant attention,
with a rich modal-testing literature (Silverman, 1981; Hartigan and Hartigan, 1985; Minnotte,
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1997; Cheng and Hall, 1998; Hall and York, 2001; Fisher and Marron, 2001; Duong et al., 2008;
Burman and Polonik, 2009; Ameijeiras-Alonso et al., 2019). Note that persistence diagram alone
does not permit to localize modes, only to estimates their numbers and associated local maxima.
Additional information needs to be extracted in order to infer their positions.

Figure 1: 1D illustration of the link between local maxima and H0 persistence diagram. The
birth times b1, ..., b6 corresponds to the local maxima of the function.

The estimation of persistence diagrams of a density is an interesting question by itself. A common
approach (see e.g. Bubenik et al., 2009) in persistence diagram estimation is to use sup-norm
(or other popular functional norm) stability theorem (Chazal et al., 2009) to lift convergence
results for density (or signal) estimation in sup norm. This approach is limited as it supposes
to be able to consistently estimate the density (or the signal) in sup-norm, which will typically
fail under the local assumptions designed for modes estimation cited earlier. Bobrowski et al.
(2017) proposed to break free from this approach, allowing to consider estimation of persistence
diagram for a wide class of functions (q−tame functions). Unfortunately, this work does not
quantify convergence rates. Under the same motivation, for the Gaussian white noise model
and the non-parametric regression, in Henneuse (2024) we studied classes of piecewise Hölder
functions tolerating irregularities that are difficult to handle for signal estimation. But on which
it is still possible to infer persistence diagrams with convergence rates following the minimax one
classically known on Hölder spaces. The proposed procedure in this work is based on histogram
estimation of the (sub or super) level sets. We believe that these level sets estimators contain
significantly more information than the one contained in persistence diagrams. In particular,
we illustrate it in this work, showing that they contain the missing information to move from
persistence diagram estimation to modes inference.

We here precise and discuss the settings considered in this paper. Let f : [0, 1]d → R a probability
density, we suppose that we observe X = {X1, ..., Xn} points sampled from Pf .

Regularity assumptions on the densities are inspired by the one consider in Henneuse (2024)
(adapted for super level filtration). A notable difference is that we relax the positive reach
assumption made there into a positive µ−reach assumption. This allows considerably wilder
discontinuities sets, tolerating multiple points (i.e. self intersections of the discontinuities set)
and corners. For a set A ⊂ [0, 1]d, A we denote its adherence and ∂A its boundary. We consider
the following assumptions over f :

• A1. f is a piecewise (L,α)−Hölder-continuous probability density, i.e. there existsM1, ...,Ml
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open sets of [0, 1]d such that,
l⋃

i=1

Mi = [0, 1]d

and f |Mi is in H(L,α), ∀i ∈ {1, ..., l}, with,

H(L,α) =
{
f : [0, 1]d → R s.t. |f(x)− f(y)| ≤ L∥x− y∥α2 ,∀x, y ∈ [0, 1]d

}
.

Assumption A1 control, on each Mi, how f is “spiky”. The smaller the value of α, the less
mass there is around modes, making it more challenging to infer local maxima accurately.

• A2. f verifies, ∀x0 ∈ [0, 1]d,

lim sup

x∈
l⋃

i=1
Mi→x0

f(x) = f(x0).

In this context, two signals, differing only on a null set, are statistically undistinguishable.
Persistent homology is sensitive to point-wise irregularity, two signals differing only on a
null set can have persistence diagrams that are arbitrarily far. Assumption A2 prevents
such scenario.

• A3. Let µ ∈]0, 1] and Rµ > 0, for all I ⊂ {1, ..., l}

reachµ

(⋃
i∈I

∂Mi

)
≥ Rµ.

Here reachµ denotes the µ−reach (defined by (1) in Section 1). µ−reach is a generalization
of the reach (Federer, 1959), introduced by Chazal et al. (2006). This can be though as
geometric characterization of the regularity of the discontinuities set. The combination of
Assumptions A3 and A1 ensures that at all point x ∈ [0, 1]d there is a small half cone of
apex x and angles 2 cos−1(µ) on which f is (L,α)−Hölder. Following the remark made on
A1, it gives control over the mass of the density around modes. We invite the reader to
see Section 1, where we recall the definition of the µ−reach and make additional remarks
about Assumption A3.

The class of functions verifying A1, A2 and A3 is denoted Sd(L,α, µ,Rµ). As proved in Ap-
pendix D, densities in Sd(L,α, µ,Rµ) have well-defined persistence diagram. We prove in this
work that these assumptions are sufficient to infer the H0−persistence diagram coming from the
super level sets of f consistently. For modes estimation, we require an additional assumption :

• A4. Let h0 > 0, 0 < C < L and 0 < α ≤ 1, for any x local maxima of f and y ∈ B2(x, h0),

C∥x− y∥α2 ≤ ∥f(x)− f(y)∥2.

This assumption is common in the context of modes inference (Donoho and Liu, 1991;
Dasgupta and Kpotufe, 2014; Jiang and Kpotufe, 2017; Arias-Castro et al., 2022). It has
several implications. First, it ensures that local maxima are strict (modal sets are here
singletons). Secondly, it ensures that the modes are well separated (at distance at least
h0) and that f is not too flat around modes. The larger the value of α, the more f flattens
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around modes, making it more challenging to locate modes accurately.
Moreover, denotes l = Chα0 and dgm(f) the H0−persistence diagram of f , we have,

inf
(b,d)∈dgm(f)

b− d ≥ l.

Thus A4 ensures that dgm(f) contains no point at distant less than l from the diagonal,
i.e. the magnitude of the modes is lower bounded by l. It consequently avoids having
arbitrarily small oscillations and undetectable modes.

The class of functions verifying A1, A2, A3 and A4 is denoted Sd(L,α, µ,Rµ, C, h0).

Contribution

First, we propose a procedure based on histogram to estimate H0-persistence diagram. We
show that the proposed estimator achieves minimax rates over Sd(L,α, µ,Rµ). The obtained
convergence rates coincide with the known minimax ones over Hölder spaces. Secondly, taking
advantage of this new result on persistence diagram estimation, we derive estimation procedures
to infer the number of modes, the localization of the modes and the values of f at the modes. We
show that these estimators are (up to a logarithmic factor) minimax over Sd(L,α, µ,Rµ, C, h0).
These results provide a formal framework and a rigorous study of convergence properties for
inference of multiple modes based on persistence. It departs from existing statistical studies,
considering new sets of assumptions. Typically, in comparison to the conditions imposed in Das-
gupta and Kpotufe (2014), our conditions are stronger globally (the densities being piecewise
Hölder) but weaker locally (tolerating non differentiability or even discontinuities around modes).
To illustrate this point, we provide some numerical illustrations in dimension 1 and 2.

The paper is organized as follows. Section 1 provides background on the geometric and topologi-
cal concepts employed in this work. Section 2 is dedicated toH0−persistence diagram estimation.
Section 3 is dedicated to multiple modes estimation. Finally, Section 4 provides numerical illus-
trations. Proofs of technical lemmas and auxiliary results can be found in Appendix.

1 Background

This section provides the necessary background to follow this paper.

1.1 Distance function, generalized gradient and µ-reach

We here present some concepts from geometric measure theory, used in this paper to control the
geometry of the discontinuities set. Let K ⊂ [0, 1]d a compact set, the distance function dK
is given by,

dK : x 7→ min
y∈K

||x− y||2.

Generally the distance function is not differentiable everywhere, but we can define a generalized
gradient function that matches the gradient at points where the distance function is differentiable.
Consider the set of closest points to x in K,

ΓK(x) = {y ∈ K | ||x− y||2 = dK(x)}
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and for x ∈ [0, 1]d \ K, let ΘK(x) the center of the unique smallest ball enclosing ΓK(x), the
generalized gradient function ∇K(x) is then defined as,

∇K(x) =
x−ΘK(x)

dk(x)
.

K
x Θ(x)

∇K(x)

dK(x)

Figure 2: 2D example with 2 closest points

We can now introduce the notion of µ−reach (Chazal et al., 2006), involved in assumptions A3.
Let K ⊂ [0, 1]d a compact set, its µ-reach reachµ(K) is defined by,

reachµ(K) = inf

{
r | inf

d−1
K (r)

∥∇K∥2 < µ

}
. (1)

For µ = 1, this simply corresponds to the reach (Federer, 1959). The µ−reach is positive for
a large class of sets. For example, all piecewise linear compact sets have positive µ−reach
(for some µ). In our context, considering the µ−reach instead of the reach in assumption A3
allows considering significantly wider classes of irregular densities, tolerating corners and multiple
points.
Another way to understand the µ−reach is to see it as the distance from the µ−medial axis. The
µ−medial axis of a set K ⊂ [0, 1]d is defined by,

Medµ(K) =
{
x ∈ [0, 1]d | ∥∇K(x)∥2 < µ

}
.

The µ−reach of K is then equal to d2(K,Medµ(K)).
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M1

M2

M3

M4

M6

M5

(a) Positive (1−)reach

M1

M2

M3

M4

M5

M6

(b) Positive µ−reach (µ small)

Figure 3: (a) displays a partition M1,..., M6 such that reach1 (∂M1 ∪ ... ∪ ∂M6) > 0. (b) displays
a partition M1,..., M6 such that reach1 (∂M1 ∪ ... ∪ ∂M6) = 0 (in red are highlighted problematic
points) but for sufficiently small µ > 0, reachµ (∂M1 ∪ ... ∪ ∂M6) > 0.

K
Med1(K)

Medµ(K)

Med0(K)

Figure 4: Illustration of µ−medial axis for a set K. In black is represented the 1−medial axis,
in red the 0−medial axis and in blue the µ−medial axis for a small 0 < µ < 1/2.

1.2 Filtration, persistence module and H0-persistence diagram

We here present briefly some notions related to persistent homology. Persistent homology en-
codes the evolution of topological features (in the homology sense) along a family of nested
spaces, called filtration. Moving along indices, topological features (connected components, cy-
cles, cavities, ...) can appear or die (existing connected components merge, cycles or cavities
are filled, ...). In this paper, we focus on H0−persistent homology, that describes the evolution
of connectivity. For a broader overview and visual illustrations of persistent homology, we rec-
ommend Chazal and Michel (2021). For detailed and rigorous constructions, see Chazal et al.
(2016). Additionally, since the construction discussed here involves (singular) homology, the
reader can refer to Hatcher (2000).

The typical filtration that we will consider in this paper is, for a function f : Rd → R, the
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family of superlevel sets (Fλ)λ∈R =
(
f−1([λ,+∞[)

)
λ∈R. The associated family of homology

groups of degree 0, Vf,0 = (H0 (Fλ))λ∈R, equipped with vλ
′

λ the linear application induced by the
inclusion Fλ ⊂ Fλ′ , for all λ > λ

′ forms a persistence module. To be more precise, in this
paper, H0(.) is the singular homology functor in degree 0 with coefficients in a field (typically
Z/2Z). Hence, H0 (Fλ) is a vector space.

if ∀λ > λ′ ∈ R, rank(vλ
′
λ ) is finite, the module is said to be q−tame. It is then possible to

show that the algebraic structure of the persistence module encodes exactly the evolution of the
topological features along the filtration. For details, we encourage the reader to look at Chazal
et al. (2016). Furthermore, the algebraic structure of such a persistence module can be summa-
rized by a collection {(bi, di), i ∈ I} ⊂ R

2, which defines the persistence diagram. Following
previous remarks, for H0−persistent homology, bi corresponds to the birth time of a connected
component, di to its death time and di − bi to its lifetime.

Figure 5: Super level sets filtration of f(x) = x cos(4πx) over [0, 1] and the associated H0-
persistence diagram.

To compare persistence diagrams, a popular distance, especially in statistical contexts, is the
bottleneck distance, defined for two persistence diagrams D1 and D2 by,

db (D1, D2) = inf
γ∈Γ

sup
p∈D1

||p− γ(p)||∞

with Γ the set of all bijections between D1 and D2 (both enriched with the diagonal).

We now present the algebraic stability theorem for the bottleneck distance. This theorem was
the key for proving upper bounds in Henneuse (2024), it will be also employed in this paper.
This theorem relies on interleaving between modules. Let f : [0, 1]d → R and g : [0, 1]d → R,
the associated H0−persistent modules for the superlevel sets filtrations, denoted respectively V
and W, are said to be ε-interleaved if there exist two families of applications ϕ = (ϕλ)λR and
ψ = (ψλ)λR where ϕλ : Vλ → Wλ−ε, ψλ : Vλ → Wλ−ε, and for all λ > λ

′ the following diagrams
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commute,

Vλ Vλ′ Wλ Wλ′

Wλ−ε Wλ′−ε Vλ−ε Vλ′−ε

Vλ Vλ−2ε Wλ Wλ−2ε

Wλ−ε Vλ−ε

ϕλ ϕ
λ
′

wλ
′
−ε

λ−ε

wλ
′

λ

ψλ

vλ
′
−ε

λ−ε

ψ
λ
′

vλ
′
−2ε

λ

ϕλ ψλ−ε ψλ

vλ
′

λ

wλ
′
−2ε

λ

ϕλ−ε

(2)

Theorem (Chazal et al. 2009, "algebraic stability"). Let V and W two q−tame persistence
modules. If V and W are ε−interleaved then,

db (dgm(V),dgm(W)) ≤ ε.

A direct corollary of this result, proved earlier in special cases (Barannikov, 1994; Cohen-Steiner
et al., 2005), is the sup-norm stability of persistence diagrams. We insist on the fact that this is
a strictly weaker result than algebraic stability.

Theorem ("sup norm stability"). Let f and g two real-valued function and s ∈ N. If their
persistent modules for the s− th order homology, denoted V and W, are q−tame, then,

db (dgm (V) ,dgm (W)) ≤ ||f − g||∞.

As highlighted in the introduction, the sup-norm stability is often used to upper bound the errors
in bottleneck distance of "plug-in" estimators of persistence diagrams. It enables the direct
translation of convergence rates in sup-norm to convergence rates in bottleneck distance, which
for regular classes of signals provides minimax upper bounds. However, when the convergence
in sup-norm of the preliminary estimator is not ensured, this approach falls short.

(a) graphs of f0 and f1 (b) persistence diagrams of f0 and f1

Figure 6: 1D Illustration of stability theorems.

2 H0−persistence diagram estimation

This section describes our procedure for persistence diagram estimation and provides associated
convergence results.
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2.1 Procedure description

We propose a procedure to estimate H0−persistence diagram over Sd(L,α, µ,Rµ, C, h0). Con-
trary to the setting of Henneuse (2024), where the positive reach assumptions allows considering
plug-in estimation directly through histogram, under the weaker assumptions made here, this
approach falls short as illustrated in figure 7. To properly recover the connectivity of the sublevel
sets filtration, we need an additional thickening.

Figure 7: λ−superlevel cubical approximation for f the function defined as 0 outside the hatched
area and K inside (for arbitrarily large K). The histogram approximation fails to identify the
connectivity of the two triangles for at least all 3K/4 < λ < K.

Let denote,
Ab =

{
x ∈ Rd s.t. d∞ (x,A) ≤ b

}
with

d∞ (x,A) = inf
y∈A

||x− y||∞.

Let h > 0 such that 1/h is an integer, consider G(h) the regular orthogonal grid over [0, 1]d of
step h and Ch the collection of all the hypercubes of side h composing G(h). We define, ∀λ ∈ R,
the λ−sublevel estimator,

F̂λ =

 ⋃
H∈Ch,λ

H

⌈
√
d/µ⌉h

with Ch,λ =

{
H ∈ Ch such that

|X ∩H|
nhd

≥ λ

}
with ⌈.⌉ the ceiling function. Let λ > λ

′ , we denote,

v̂λ
′

λ : H0

(
F̂λ
)
→ H0

(
F̂λ′
)

the map induced by the inclusion F̂λ ⊂ F̂λ′ . We now introduce V̂f,0 the persistence module
associated to (H0(F̂λ))λ∈R equipped with the collection of maps (v̂λ

′

λ,h)λ>λ′ and d̂gm(f) the as-
sociated H0−persistence diagram. These diagrams are well-defined, as we prove in Appendix D
that V̂f,0 is q−tame.

Calibration. A natural question is how to choose the parameter h. Following the proof of
Lemma 2, we choose h verifying,

hα >

√
log (1/hd)

nhd
(3)
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In particular, we can choose,

h ≃
(
log(n)

n

) 1
d+2α

.

Computation. By construction, for all λ ∈ R, F̂λ is simply a union of cubes from the regular
grid G(h), thus can be thought as a (geometric realization of) a cubical complex or even a
simplicial complex. Hence, it allows practical computation of its persistence diagram.

2.2 Convergence Rates

In this section, we state our main results concerning persistence diagram estimation, Theorem
1 and Theorem 2, establishing that the procedure proposed in the previous section achieves
minimax rates over Sd(L,α, µ,Rµ).

Theorem 1. Let h ≃
(
log(n)
n

) 1
d+2α . There exists C̃0 and C̃1 such that, for all A ≥ 0,

P

(
sup

f∈S(L,R,α)
d∞

(
d̂gm(f),dgm(f)

)
≥ A

(
log(n)

n

) α
d+2α

)
≤ C̃0 exp

(
−C̃1A

2
)
.

From this, we can derive from this result a bound in expectation.

Corollary 1. Let h ≃
(
log(n)
n

) 1
d+2α and p ≥ 1,

sup
f∈S(L,R,α)

E
(
d∞

(
d̂gm(f),dgm(f)

)p)
≲

(
log(n)

n

) pα
d+2α

Proof. The sub-Gaussian concentration provided by Proposition 1, gives that, for all A ≥ 0,

P

db
(
d̂gm(f), dgm(f)

)
hα

≥ A

 ≤ C̃0 exp
(
−C̃1A

2
)
.

Now, we have,

E

db
(
d̂gm(f), dgm(f)

)p
hpα

 =

∫ +∞

0
P

db
(
d̂gm(f), dgm(f)

)p
hpα

≥ A

 dA

≤
∫ +∞

0
C̃0 exp

(
−C̃1A

2/p
)
dA < +∞.

Theorem 2. Let p ≥ 1

inf
̂dgm(f)

sup
f∈Sd(L,α,µ,Rµ)

E
(
d∞

(
d̂gm(f), dgm(f)

)p)
≳

(
log(n)

n

) pα
d+2α

Where the infimum is taken over all the estimators of dgm(f).
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2.3 Proof of Theorem 1

This section is devoted to the proofs of Theorem 1 and Corollary 1 stated in Section 2.2. The
idea is to construct an interleaving between Vf,0 and V̂f,0, to then apply the algebraic stability
theorem Chazal et al. (2009). This requires constructing two morphisms ψ : Vf,0 → V̂f,0 and
ϕ : V̂f,0 → Vf,0 satisfying (2). The following sections give the necessary ingredients.

2.3.1 Ingredient 1 : inclusions between level sets

If there existed an ε > 0 such that for all λ ∈ R, Fλ ⊂ F̂λ−ε ⊂ Fλ−2ε, an ε−interleaving would
be directly given taking the morphisms induced by inclusions. Here we do not have such nice
inclusions, but we show, in Proposition 1, a slightly weaker double inclusion.

First, remark that the f ∈ Sd (L,α, µ,Rµ) are uniformly bounded, as stated in the following
lemma, which proof can be found in Appendix C.

Lemma 1. Let f ∈ Sd (L,α, µ,Rµ), there exists a constant Md,L,α,Rµ depending on d, L and
Rµ, such that ∥f∥∞ ≤Md,L,α,Rµ .

And denotes, Nh the variable defined by,

Nh =

max
H∈Ch

∣∣∣ |X∩H|
nhd

− E
[
|X∩H|
nhd

]∣∣∣√
3Md,L,α,Rµ

log(1/hd)
nhd

Proposition 1. Let f ∈ Sd (L,α, µ,Rµ) and h ≃ ( log(n)/n)
1

d+2α . For n sufficiently large such
that h < µRµ/

√
d, for all λ ∈ R, we have,

F
λ+

(
2
√

3Md,L,α,RµNh+L(⌈
√
d/µ⌉+

√
d)

α
)
hα

⊂ F̂λ ⊂ F (
√
d+⌈

√
d/µ⌉)h

λ−2
√

3Md,L,α,RµNhhα
.

This proposition then follows from Lemma 3.1 from Chazal et al. (2007) and the following lemma,
which proof can be found in Appendix B.

Lemma 2. Let f ∈ Sd(L,α, µ,Rµ) and h > 0 verifying (3). Let

H ⊂ Fc
λ−2

√
3Md,L,α,RµNhhα

∩ Ch

and
H

′ ⊂ Fλ+2
√

3Md,L,α,RµNhhα
∩ Ch.

We then have that,
|X ∩H|
nhd

< λ and
|X ∩H ′ |
nhd

> λ.

For a setK ⊂ [0, 1]d and r ≥ 0 we denote B2(K, r) = {x ∈ [0, 1]d s.t. dK(x) < r} and B2(K, r) =
{x ∈ [0, 1]d s.t. dK(x) ≤ r}.

Lemma 3. (Chazal et al., 2007, Lemma 3.1.) Let K ⊂ [0, 1]d a compact set and let µ > 0, r > 0
be such that r < reachµ(K). For any x ∈ B2(K, r)\K, we have,

d2
(
x, ∂B2(K, r)

)
≤ r − dK(x)

µ
≤ r

µ
.
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Proof of Proposition 1. We begin by proving the lower inclusion, let,

x ∈ F
λ+

(
2
√

3Md,L,α,RµNh+L(⌈
√
d/µ⌉+

√
d)

α
)
hα
.

Without loss of generality, let suppose x ∈Mi, or x ∈ ∂Mi and lim infz∈Mi→x f(z) ≤ f(x). If,

B2

(
x,

√
dh
)
⊂

(
l⋃

i=1

∂Mi

)c

then, Hx,h, the hypercube of Ch,λ containing x is included in M i. Assumption A1 and A2
then give Hx,h ⊂ Fλ+2

√
3Md,L,α,RµNhhα

. Hence, it follows from Lemma 2 that Hx,h ∈ Ch,λ and

consequently x ∈ F̂λ. Else, as
√
dh/µ < Rµ, under Assumption A3, by Lemma 3, there exists,

y ∈

(
B2

(
l⋃

i=1

∂Mi,
√
dh

))c
∩Mi such that ||x− y||2 ≤

√
dh/µ.

Let Hy,h the closed hypercube of Ch containing y. Hence, Hy,h ⊂ Mi. and, for all z ∈ Hy,h

||z − x||2 ≤
√
dh(1 + 1/µ). Then, Assumption A1 and A2 ensure that,

Hy,h ⊂ Fλ+2
√

3Md,L,α,RµNhhα
.

Then, Lemma 2 gives Hy,h ∈ Ch,λ and thus, as x ∈ H
√
dh/µ

y,h , x ∈ F̂λ, which proves the lower
inclusion.

For the upper inclusion, let x ∈
(
F

√
dh

λ−2
√

3Md,L,α,RµNhhα

)c
, and Hx,h the hypercube of Ch con-

taining x. We then have, Hx,h ⊂ Fc
λ−2

√
3Md,L,α,RµNhhα

. Hence, Lemma 2 gives that,

Hx,h ⊂

 ⋃
H∈Ch,λ

H

c

and thus, ⋃
H∈Ch,λ

H ⊂ F
√
dh

λ−2
√

3Md,L,α,RµNhhα
.

Consequently,  ⋃
H∈Ch,λ

H

⌈
√
d/µ⌉h

= F̂λ ⊂ F (
√
d+⌈

√
d/µ⌉)h

λ−2
√

3Md,L,α,RµNhhα

and the proof is complete.

2.3.2 Ingredient 2 : geometry of the thickened level sets

The lower inclusion of Proposition 1 gives directly a morphism ψ : Vf,0 → V̂f,0. But the upper
inclusion is not sufficient to provide similarly ϕ : V̂f,0 → Vf,0. To overcome this issue, in
Proposition 2, we exploit assumption A3 to construct morphisms from (H0(Fr

λ))λ∈R into Vf,0,
for all r < Rµ/

√
d. For r = (

√
d+ ⌈

√
d/µ⌉)h, composing this morphism with the one induced by

the upper inclusion of Proposition 1 will give us our morphism ϕ.

13



Proposition 2. Let f ∈ Sd(L,α, µ,Rµ). ∀s ∈ N, ∀h < Rµ/
√
d, there exists a morphism ϕ such

that, ∀λ ∈ R,

H0 (Fλ) H0

(
Fλ−L(

√
d(2+2/µ2))

α
hα

)

H0

(
Fh
λ

) ϕλ

(4)

is a commutative diagram (unspecified map come from set inclusions).

To prove this proposition, we use the following lemma. This result involves the notion of defor-
mation retract that we recall here.

Definition 1. A subspace A of X is called a deformation retract of X if there is a continuous
F : X × [0, 1] → X such that for all x ∈ X and a ∈ A,

• F (x, 0) = x

• F (x, 1) ∈ A

• F (a, 1) = a.

The function x 7→ F (x, 1) is called a (deformation) retraction from X to A.

Lemma 4. (Kim et al., 2020, Theorem 12) Let K ⊂ [0, 1]d, for all 0 ≤ r < reachµ(K), B2(K, r)
retracts by deformation onto K and the associated retraction R : B2(K, r) → K verifies for all
x ∈ B2(K, r), R(x) ∈ B2(x, 2r/µ

2).

The first part of the claim is Theorem 12 from Kim et al. (2020) and the second part follows
easily from their construction. Elements of proof can be found in Appendix A.

Proof of Proposition 2. Any connected component B of Fh
λ contains at least a connected com-

ponent A of Fλ. Suppose that B contains A and A
′ two disjoint connected components of Fλ,

then there exist x ∈ A and y ∈ A
′ such that ||x− y||∞ ≤ 2h. Suppose that x ∈Mi and y ∈Mj ,

i, j ∈ {1, ..., l}.

If the segment [x, y] is included in M i ∪ M j , then by Assumptions A1 and A2, directly we
have [x, y] ⊂ Fλ−L(2√dh)α and thus A and A′ are connected in Fλ−L(2√dh)α .

Otherwise, there exists x̄ ∈ ∂Mi and ȳ ∈ ∂Mj such that [x̄, ȳ] ⊂ (Mi ∪Mj)
c and [x, y] \ [x̄, ȳ] ⊂

Mi ∪Mj . It follows from Assumptions A1 that [x, y] \ [x̄, ȳ] ⊂ Fλ−L(2√dh)α .
Now, let,

R : B2(∂Mi ∪ ∂Mj ,
√
dh) → ∂Mi ∪ ∂Mj

the deformation retraction of B2(∂Mi ∪ ∂Mj ,
√
dh) onto ∂Mi ∪ ∂Mj given by Lemma 4 under

Assumption A3. As R(x̄) = x̄, R(ȳ) = ȳ and R continuous, R([x̄, ȳ]) is a continuous path
between x̄ and ȳ.
Furthermore, also by Lemma 4, we have,

R([x̄, ȳ]) ⊂ (∂Mi ∪ ∂Mj) ∩B2([x̄, ȳ], 2
√
dh/µ2).

Let z ∈ R([x̄, ȳ]) ∩ ∂Mi then, z ∈ B2(x, (2 + 2/µ2)
√
dh) and thus by Assumptions A1 and A2,

z ∈ Fλ−L((2+2/µ2)
√
dh)α .
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Similarly, if z ∈ R([x̄, ȳ]) ∩ ∂Mj then, z ∈ B2(y, (2 + 2/µ2)
√
dh) and z ∈ Fλ−L((2+2/µ2)

√
dh)α .

Hence,
R([x̄, ȳ]) ⊂ Fλ−L((2+2/µ2)

√
dh)α .

Thus, [x, x̄]∪R([x̄, ȳ])∪[ȳ, x̄] is a continuous path between x and y, included in Fλ−L((2+2/µ2)
√
dh)α .

And consequently, in this case also A and A′ are connected in Fλ−L((2+2/µ2)
√
dh)α .

We can then properly define,{
ϕλ : H0(Fh

λ ) → H0(Fλ−L((2+2/µ2)
√
d)αhα)

[x] 7−→ [y]

with y belonging to A any connected component of Fλ included in B, the connected component
of Fh

λ containing x. By the foregoing, [y] is independent of the choice of such A (and such y in
A) and Diagram 4 commutes.

2.3.3 Ingredient 3 : concentration of Nh

The two previous ingredients will permit to establish an interleaving between V̂f,0 and Vf,0. This
interleaving will depend on the variable Nh. Consequently, to derive convergence rates from this
interleaving, we need concentration inequalities over Nh.

Proposition 3. For all h > 0,

P

 ⋃
H∈Ch

∣∣∣∣ |X ∩H|
nhd

− E

[
|X ∩H|
nhd

]∣∣∣∣ ≥ t

 ≤ 2

hd
exp

(
− t2nhd

3Md,L,α,Rµ

)
.

Proof of Proposition 3. Let h > 0 and H ∈ Ch. We can write,

|X ∩H| =
n∑
i=1

Y H
i

with, for all i ∈ {1, ..., n},
Y H
i = 1Xi∈H

As X1, ..., Xn are i.i.d., Y H
1 , ..., Y H

n are i.i.d. Bernoulli variable, and |X ∩ H| is then a bino-
mial variable of parameters (n,P(X1 ∈ H)). It follows from the Chernoff bound for binomial
distribution that,

P

(∣∣∣∣ |X ∩H|
nhd

− E

[
|X ∩H|
nhd

]∣∣∣∣ ≥ t

)
≤ 2 exp

(
− t2nh2d

3P(X1 ∈ H)

)
.

Lemma 1 then gives that P(X1 ∈ H) ≤ hdMd,L,α,Rµ , hence,

P

(∣∣∣∣ |X ∩H|
nhd

− E

[
|X ∩H|
nhd

]∣∣∣∣ ≥ t

)
≤ 2 exp

(
− t2nhd

3Md,L,α,Rµ

)
.

By union bounds, it follows,

P

 ⋃
H∈Ch

{∣∣∣∣ |X ∩H|
nhd

− E

[
|X ∩H|
nhd

]∣∣∣∣ ≥ t

} ≤ 2 |Ch| exp
(
− t2nhd

3Md,L,α,Rµ

)
≤ 2

hd
exp

(
− t2nhd

3Md,L,α,Rµ

)
.
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Proposition 3 implies that Nh is sub Gaussian. More precisely, there exist two constants C0 and
C1, depending only on d, L, α and Rµ, such that, for all h,

P (Nh > t) ≤ C0 exp
(
−C1t

2
)
.

2.3.4 Main proof

Equipped with Propositions 1, 2 and 3 we can now proceed to the proof of Theorem 1.

Proof of Theorem 1. It suffices to show the result for (arbitrarily) large n (up to rescaling C̃0),
thus suppose that n is sufficiently large for the application of Propositions 1 and 2 used in this
proof. We denote k1 =

√
d+ ⌈

√
d/µ⌉ and k2 =

√
d
(
2 + 2/µ2

)
(
√
d+ ⌈

√
d/µ⌉).

First, we construct ϕ. Let λ ∈ R, Lemma 2 imply that any connected component A of F̂λ inter-
sects a connected component B of Fλ−2

√
3Md,L,α,RµNhhα

. Now suppose that A intersects 2 such

components B1 and B2, then, by Proposition 1, B1 and B2 are connected in Fk1h

λ−2
√

3Md,L,α,RµNhhα
.

Thus, as a consequence of Proposition 2, B1 and B2 are connected in F
λ−

(
2
√

3Md,L,α,RµNh+Lk
α
2

)
hα

.

We can then define properly the applications, ϕλ : H0

(
F̂λ
)

−→ H0

(
F
λ−

(
2
√

3Md,L,α,RµNh+Lk
α
2

)
hα

)
[x] 7−→ [y]

with y belonging to B a connected component of Fλ−2
√

3Md,L,α,RµNhhα
intersecting A, the con-

nected component of F̂λ containing x. The previous remark ensures that [y] is independent of
the choice of B (and y in B).

Now, for the construction of ψ, by Proposition 1, we have,

Fλ ⊂ F̂
λ−

(
2
√

3Md,L,α,RµNh+Lk
α
1

)
hα

and we simply take ϕ the morphism induced by this inclusion, i.e, ψλ : H0 (Fλ) −→ H0

(
F̂
λ−

(
2
√

3Md,L,α,RµNh+Lk
α
1

)
hα

)
[x] 7−→ [x]

Denote K1 = 2
√
3Md,L,α,RµNh+Lkα1 and K2 = 2

√
3Md,L,α,RµNh+Lkα2 . The foregoing ensures

the commutativity of following diagrams (unspecified maps are the one induced by set inclusion),

H0 (Fλ) H0

(
Fλ′
)

H0

(
F̂λ−K1hα

)
H0

(
F̂λ′−K1hα

)
ψλ ψ

λ
′
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H0

(
F̂λ
)

H0

(
F̂λ′
)

H0 (Fλ−K2hα) H0

(
Fλ′−K2hα

)ϕλ
ϕ
λ
′

H0 (Fλ) H0

(
Fλ−(K1+K2)hα

)

H0

(
F̂λ−K1hα

)ψλ
ϕλ−K1h

α

H0

(
F̂λ
)

H0

(
F̂λ−(K1+K2)hα

)

H0 (Fλ−K2hα)

ϕλ ψλ−K2h
α

Hence V̂f,0 and Vf,0 are (K1 +K2)h
α-interleaved, and thus we get from the algebraic stability

theorem (Chazal et al., 2009) that,

db

(
dgm

(
V̂f,0

)
, dgm (Vf,0)

)
≤ (K1 +K2)h

α

and as it holds for all f ∈ Sd(L,α, µ,Rµ),

sup
f∈Sd(L,α,µ,Rµ)

db

(
d̂gm(f),dgm(f)

)
≤ (K1 +K2)h

α.

We then conclude, using the concentration of Nh given in Proposition 3.

P

(
sup

f∈Sd(L,α,µ,Rµ)
db

(
d̂gm(f), dgm(f)

)
≥ th

)
≤ P (K1 +K2 ≥ t)

= P

(
Nh ≥ t− L (kα1 + kα2 )

4
√
3Md,L,α,Rµ

)

≤ C0 exp

−C1

(
t− L (kα1 + kα2 )

4
√
3Md,L,α,Rµ

)2


≤ C0 exp

(
− C1

48Md,L,α,Rµ

t2
)
exp

(
C1

L (kα1 + kα2 )

2
√
3Md,L,α,Rµ

t

)
exp

−C1

(
L (kα1 + kα2 )

4
√
3Md,L,α,Rµ

)2


and the result follows.
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2.4 Proof of Theorem 2

The proof follows as the proof of Theorem 2 from Henneuse (2024). It uses a standard technique
to provide minimax lower bounds, as presented in section 2 of Tsybakov (2008). The idea is, for
all,

rn = o

((
log(n)

n

) α
d+2α

)
to exhibit a finite collection of functions in Sd(L,α, µ,Rµ) such that their persistence diagrams
are two by two at distance 2rn but indistinguishable, with high certainty.

Proof of Theorem 2. For m integer in [0, ⌊1/h⌋], we define,

fh,m(x1, ..., xd) =
L

2
xα1 + L (hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞)+

and
f̃m,h =

1 + fh,m
∥1 + fh,m∥1

The fh,m are (L,α)−Hölder. As for all m, fh,m are positive functions,

∥1 + fh,m∥1 ≥ 1

consequently, f̃h,m is (L,α)−Hölder. As by construction f̃h,m are probability densities, they
belong to Sd(L,α, µ,Rµ) for all µ ∈]0, 1] and Rµ > 0.

We have, for sufficiently small h and all 1
4⌊1/h⌋ < m < 3

4⌊1/h⌋,

dgm(fh,m) =

{
(L/2,+∞),

(
L

2

(
m

⌊1/h⌋

)α
− L

2
hα,

L

2

(
m

⌊1/h⌋

)α
− Lhα

)}
and consequently,

dgm(f̃h,m) =


(

L

2∥1 + fh,m∥1
,−∞

)
,

1 + L
2

(
m

⌊1/h⌋

)α
− L

2 h
α

∥1 + fh,m∥1
,
1 + L

2

(
m

⌊1/h⌋

)α
− Lhα

∥1 + fh,m∥1


As for all 1

4⌊1/h⌋ < m,m
′
< 3

4⌊1/h⌋, ∥1+ fh,m∥1 = ∥1+ fh,m′∥1, we then have, for all 1
4⌊1/h⌋ <

m ̸= m
′
< 3

4⌊1/h⌋,

d∞

(
dgm(fh,m),dgm(fh,m′ )

)
≥ Lhα

2∥1 + fh,m∥1
≥ Lhα

2(1 + L)
(5)

We set rn = Lhα

4(1+L) , then, by (5), for all 1
4⌊1/h⌋ < m ̸= m

′
< 3

4⌊1/h⌋,

d∞

(
dgm(fh,m),dgm(fh,m′ )

)
≥ 2rn

For a fixed signal f , denote Pnf the joint probability distribution of X1, ..., Xn. From section 2

of Tsybakov (2008), it now suffices to show that if rn = o

((
log(n)
n

) pα
d+2α

)
, then,

2⌊
1
h

⌋ ∑
1
4
⌊1/h⌋<m′ ̸=m< 3

4
⌊1/h⌋

χ2

(
Pn
f̃
h,m

′
Pn
f̃h,m

)
(6)
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=
2⌊

1
h

⌋
− 2

∑
1
4
⌊1/h⌋<m′ ̸=m< 3

4
⌊1/h⌋

EPn
f̃h,m

dPn
f̃
h,m

′

dPn
f̃h,m

2− 1 (7)

converges to zero when n converges to infinity. Note that,

EPn
f̃h,m

dPn
f̃
h,m

′

dPn
f̃h,m

2 = EPn
f̃h,m


d∏
i=1

f̃2
h,m′ (Xi)

d∏
i=1

f̃2h,m(Xi)


=

d∏
i=1

EPf̃h,m

 f̃2
h,m

′ (Xi)

f2
d,h,m1,L,α

(Xi)


=

EPf̃h,m

 f̃2h,m′ (X1)

f̃2h,m(X1)

n

(8)

we denote Hm the hypercube defined by ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥ ≤ h. Remarking that,

f̃h,m′ = f̃h,m +
L

∥1 + fh,m∥1
(hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞)+

− L

∥1 + fh,m∥1

(
hα − ∥(x1, ..., xd)−m

′
/⌊1/h⌋(1, ..., 1)∥α∞

)
+

and
f̃h,m(x) ≥

1

1 + L

We then have,

EPf̃h,m

 f̃2h,m′ (X1)

f̃2h,m(X1)


= 1 + 2

L

∥1 + fh,m∥1

∫
Hm

hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞dt1...dtd

− 2
L

∥1 + fh,m∥1

∫
H

m
′

hα − ∥(x1, ..., xd)m
′
/⌊1/h⌋(1, ..., 1)∥α∞dt1...dtd

+
L2

∥1 + fh,m∥21

∫
Hm

(hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞)2

f̃h,m
dt1...dtd

+
L2

∥1 + fh,m∥21

∫
H

m
′

(
hα − ∥(x1, ..., xd)−m

′
/⌊1/h⌋(1, ..., 1)∥α∞

)2
f̃h,m

dt1...dtd

= 1 + 2
L2

∥1 + fh,m∥21

∫
Hm

(hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞)2

f̃h,m
dt1...dtd

≤ 1 + 2L2(1 + L)

∫
Hm

(hα − ∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥α∞)2 dt1...dtd
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≤ 1 + 2L2(1 + L)

(∫
Hm

h2αdt1...dtd +

∫
Hm

∥(x1, ..., xd)−m/⌊1/h⌋(1, ..., 1)∥2α∞dt1...dtd

)
≤ 1 + 4L2(1 + L)h2α+d = 1 +O(h2α+d)

Hence, if h = o

((
log(n)
n

) 1
d+2α

)
, we have that (6) converges to zero when n converges to infinity.

Consequently, if rn = o

((
log(n)
n

) α
d+2α

)
, then h = o

((
log(n)
n

) 1
d+2α

)
and we get the conclusion.

3 Multiple modes estimation

In this section, we aim to derive, from the previous procedure, estimators for the number of modes
of f , their locations, and the value of f at the modes, i.e. infer the number of local maxima,
their values and their locations. These local maxima simply correspond to the birth times in
the H0−persistence diagram of f . We show that removing points “too close” to the diagonal
in d̂gm(f) gives a procedure that permits to recover consistently the number of modes and the
associated values of f for these modes. Then, using this "regularized" persistence diagram, the
estimation of the modes can then be derived from the filtration F̂ .

3.1 Case where l is known

We first consider the easier setting where we suppose knowing l (or a lower bound on l), defined
in Assumption A4. Even if this knowledge is unlikely in practice, it offers a first basic framework
to work with. In this setting, an estimator of the number of modes is given by,

k̂ =
∣∣∣{(b, d) ∈ ̂dgm (f), b− d > l/2

}∣∣∣
and an estimator of the complete list of local maxima of f by,

M̂ =
{
M̂1, M̂2, ..., M̂k̂

}
=
{
b|(b, d) ∈ ̂dgm (f), b− d > l/2

}
.

Now, for the modes, let denote {M1, ...,Mk} the local maximum of f . Thanks to Condition A4,
maximum are strict, thus, the collection of modes is a finite collection of singletons. For all birth
times Mi, i ∈ {1, ..., k}, and corresponding point (Mi, di) in dgm (f) we denote Ci = {xi} the
associated connected component of FMi which corresponds to the mode associated to Mi (xi
being a mode of f). Similarly, for all birth times M̂i, i ∈ {1, ..., k̂}, and corresponding point
(M̂i, d̂i) in the estimated persistence diagram, we denote Ĉi the associated connected component
of F̂M̂i

and,

Ĉ =
{
Ĉ1, ..., Ĉk̂

}
.

We can then estimate the modes by taking, for all i ∈ {1, ..., k̂}, any x̂i in Ĉi and define the
collection of estimated modes by,

x̂ =
{
x̂1, ..., x̂k̂

}
.

The convergence rates achieved by this estimator are given by the following theorem.

Theorem 3. Let f ∈ Sd(L,α, µ,Rµ, C, h0) and h ≃
(
log(n)
n

) 1
d+2α . There exist Č0, Č1, č0 and
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č1 depending only on L ,α, µ, Rµ, C, and h0 such that, for all A ≥ 0 with probability at least
1− Č0 exp(−Č1A

2)− č0 exp(−č1h−2α),
k = k̂

and for all i ∈ {1, ..., k}, there exists distinct (x̂i, M̂i) ∈ x̂× M̂ such that,

∥x̂i − xi∥∞ ≤ Ah

and
|M̂i −Mi| ≤ Ahα.

The idea to prove Theorem 3 is the following :

• First, we prove that, with high probability, for all i ∈ {1, ..., k}, Ci, the connected compo-
nent of Fk1h

Mi−(K1+2
√

3Md,L,α,RµNh)hα
containing Ci = {xi}, contains a Ĉi, i.e Ci contains a

connected component appearing in the filtration F̂ with associated lifetime exceeding l/2
(and furthermore we show that the birth times associated Ĉi is close to Mi).

• Then, we use Theorem 1, to show that, with high probability, k = k̂.

• Finally, we use assumption A4 to bound, with high probability, the diameter of Ci, and
thus the Hausdorff distance between xi and x̂i.

The last two steps are pretty straightforward, but the first one is more technical. The proof of this
first claim is then decomposed into the three following lemmas. Let define, for all i ∈ {1, ..., l},
for all λ < Mi, C

i
λ the connected component of Fk1h

λ containing Ci. Denote,

b̃i = sup
{
λ ∈ R s.t F̂λ ∩ C

i
Mi+(K1+K2)hα−l ̸= ∅

}
.

We start by establishing upper and lower bounds on b̃i through the following lemma.

Lemma 5. Consider the event E1 :

(K1 +K2)

(
log(n)

n

) α
d+2α

< l/8.

Under E1, we have, for all i ∈ {1, ..., k},

Mi −K1h
α ≤ b̃i ≤Mi + 2

√
3Md,L,α,RµNhh

α.

Proof. The lower inclusion of Proposition 1 ensures that xi ∈ F̂Mi−K1hα and thus, under E1,

b̃i ≥Mi −K1h
α.

The upper inclusion of Proposition 1 then implies that, under E1, any connected component Ci
b̃i

of

F̂b̃i intersecting CiMi+(K1+K2)hα−l is included in CiMi+(K1+K2)hα−l. By Lemma 2, any connected

component of F̂b̃i intersects Fb̃i−2
√

3Md,L,α,RµNhhα
. By assumption A4, CiMi+(K1+K2)hα−l ⊂

B2(x, h0) and hence, if,
b̃i > Mi + 2

√
3Md,L,α,RµNhh

α
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then,
Fb̃i−2

√
3Md,L,α,RµNhhα

∩ CiMi+(K1+K2)hα−l = ∅.

Thus, we have,
b̃i ≤Mi + 2

√
3Md,L,α,RµNhh

α.

We now prove that for all i ∈ {i, ..., k}, Ci contains a connected component of F̂b̃i with associated

lifetime in d̂gm(f) exceeding l/2. The proof is divided into the two following lemmas.

Lemma 6. Under E1, for all i ∈ {1, ..., k}, any connected component C̃i
b̃i

of F̂b̃i intersecting

C
i
Mi+(K1+K2)hα−l is included in Ci.

Proof. First note that, under E1, we have,

Ci ⊂ C
i
Mi+(K1+K2)hα−l

and by Assumption A4 and Lemma 5,

Fb̃i−2
√

3Md,L,α,RµNhhα
∩ CiMi+(K1+K2)hα−l ⊂ Ci.

It then follows, by Lemma 2, that any connected component Ci
b̃i

of F̂b̃i intersecting CiMi+(K1+K2)hα−l

intersects Fb̃i−2
√

3Md,L,α,RµNhhα
and thus intersects Ci. As b̃i > Mi−K1h

α by Lemma 5, Propo-

sition 1 ensures that any such Ci
b̃i

is then included in Ci.

By definition of b̃i, a consequence of Lemma 6 is that, under E1, any connected component C̃i
b̃i

of F̂b̃i intersecting CiMi+(K1+K2)hα−l has birth time b̃i in d̂gm(f), for all i ∈ {1, ..., k}. It now
suffices to find such a C̃i

b̃i
with associated death time d̃i verifying b̃i − d̃i > l/2.

Lemma 7. Under E1, for all i ∈ {1, ..., k}, there exists a connected component C̃i
b̃i

of F̂b̃i
intersecting CiMi+(K1+K2)hα−l with an associated death time d̃i in d̂gm(f), verifying,

b̃i − d̃i > l/2.

Proof. To prove Lemma 7, it suffices to show that, if any such C̃i
b̃i

merges with another connected

component in F̂λ, for all b̃i − l/2 ≥ λ ≥ b̃i, this connected component is born “after” b̃i. More
formally, for all such C̃i

b̃i
, b̃i − l/2 ≤ λ ≤ b̃i, if x ∈ C̃iλ ∩

(
C̃i
b̃i

)c
then x /∈ F̂λ′ , for all λ′

> b̃i.

Let a connected component C̃i
b̃i

of F̂b̃i intersecting C
i
Mi+(K1+K2)hα−l. For all λ ≥ b̃i, we de-

note C̃iλ the connected component of F̂λ containing C̃i
b̃i

. Applying Proposition 1 and Lemma 5,

we have that for all b̃i − 3l/4 < λ ≤ b̃i, under E1, any connected components of F̂λ intersecting
C
i
Mi+(K1+K2)hα−l is included in CiMi+(K1+K2)hα−l. By Lemma 6, under E1, C̃iλ intersects Ci and

thus intersects CiMi+(K1+K2)hα−l. Hence, we have, under E1, for all b̃i − 3l/4 < λ ≤ b̃i,

C̃iλ ⊂ C
i
Mi+(K1+K2)hα−l

Then, by definition of b̃i, under E1, for all b̃i − 3l/4 < λ ≤ b̃i, if x ∈ C̃iλ ∩
(
C̃i
b̃i

)c
then x /∈ F̂λ′ ,

for all λ′
> b̃i and Lemma 7 follows.
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Equipped with Lemma 5, 6 and 7, we can now prove Theorem 3.

Proof of Theorem 3. Let f ∈ Sd(L,α, µ,Rµ, C, h0). From the proof of Theorem 1, we have that,

d∞

(
d̂gm(f),dgm(f)

)
≤ (K1 +K2)

(
log(n)

n

) α
d+2α

. (9)

Then, under E1 it follows that k̂ = k. By applying Proposition 3, one can check that there exist
A1 and B1 such that E1 occurs with probability at least 1−A1 exp(−B1h

−2α).

The combination of Lemma 6 and 7 ensures that, under E1, for all i ∈ {1, ..., k} there exists a con-
nected component C̃i

b̃i
of F̂b̃i included in Ci, such that its lifetime exceeds l/2. Thus, by definition

of Ĉ, for all i ∈ {1, ..., k}, there exists Ĉi ∈ Ĉ such that, Ĉi ⊂ C̃i
b̃i

and (b̃i, d̃i) = (M̂i, d̂i). Propo-

sition 2 and Assumption A4 imply that, under E1, C1, ..., Ck are disjoint, thus C̃1
b̃1
, ..., C̃k

b̃k
are

disjoint. Hence, there exists at least Ĉ1,..., Ĉk in Ĉ, all disjoint two by two, such that Ĉ1 ⊂ C̃1
b̃1

,

...,Ĉk
b̃k

⊂ C̃k. Thus, as k = k̂, we have,

Ĉ =
{
Ĉ1, ..., Ĉk

}
.

As, for all i ∈ {1, ..., k}, Ci ⊂ Ci and Ĉi ⊂ Ci, to bound the Hausdorff distance between Ci and
Ĉi (and consequently the distance between x̂i and xi), it suffices to bound the diameter of Ci,
defined by,

diam
(
Ci
)
= max

x,y∈Ci

||x− y||∞.

Consider the event E2 :(
(K1 + 2

√
3Md,L,α,RµNh)

1/α

C
+ (

√
d+ ⌈

√
d/µ⌉)

)
h < h0.

Again, one can check that, by Proposition 3, there exist A2 and B2 such that E2 occurs with
probability at least 1−A2 exp(−B2h

−2α).

As f verifies Assumption A4, under E2, for all i ∈ {1, ..., k},

diam(Ci) ≤

(
(K1 + 2

√
3Md,L,α,RµNh)

1/α

C
+ (

√
d+ ⌈

√
d/µ⌉)

)
h.

Hence,

dH(Ci, Ĉi) ≤ diam(Ci) ≤

(
(K1 + 2

√
3Md,L,α,RµNh)

1/α

C
+ (

√
d+ ⌈

√
d/µ⌉)

)
h

and thus,

∥xi − x̂i∥∞ ≤

(
(K1 + 2

√
3Md,L,α,RµNh)

1/α

C
+ (

√
d+ ⌈

√
d/µ⌉)

)
h. (10)
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Consider the event E3 :(
(K1 + 2

√
3Md,L,α,RµNh)

1/α

C
+ (

√
d+ ⌈

√
d/µ⌉)

)
≤ A

and the event E4 : K1 ≤ A.

Using Proposition 3, one can check that there exist A3, B3, such that E3 occurs with prob-
ability 1−A3 exp(−B3A

2) and A4, B4, such that E4 occurs with probability 1−A4 exp(−B4A
2).

Hence, it follows from Lemma 5 and (10) that, with probability at least,

1− P (E1)− P (E2)− P (E3)− P (E4)

≥1−A1 exp(−B1h
−2α)−A2 exp(−B2h

−2α)−A3 exp(−B3A
2)−A4 exp(−B4A

2)

k̂ = k and for all i ∈ {1, ..., k} there exists distinct (x̂i, M̂i) ∈ x̂× M̂ such that,

∥xi − x̂i∥∞ ≤ Ah

and ∣∣∣M̂i −Mi

∣∣∣ ≤ Ahα.

3.2 Case where l is unknown

Let’s now consider the more realistic case where l is unknown. The idea is selecting l through
penalization. The procedure remains the same, except for the construction of k̂. Let,

R(l) = d∞

(
d̂gm(f), dgm(f)

l
)
+
hα

l

with
dgm(f)

l
=
{
(b, d) ∈ d̂gm(f) s.t b− d > l

}
.

We consider,
l̂ = argminR(l)

the existence of this minimum is proved in Lemma 8 and k̂ is then defined as,

k̂ =
∣∣∣{(b, d) ∈ ̂dgm (f), b− d > l̂

}∣∣∣ .
With this choice for l̂ we describe the obtained convergence rates achieved in the following
theorem.

Theorem 4. Let f ∈ Sd(L,α, µ,Rµ, C, h0) and h ≃
(
log(n)
n

) 1
d+2α . There exist Č0, Č1, č0, č1

depending only on L ,α, µ, Rµ, C and h0 such that, for all A ≥ 0 with probability at least
1− Č0 exp(−Č1A

2)− č0 exp(−č1h−α),
k = k̂

and, for all i ∈ {1, ..., k}, there exists distinct (x̂i, M̂i) such that,

∥x̂i − xi∥∞ ≤ Ah

and
|M̂i −Mi| ≤ Ahα.
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The key idea to prove this result is contained in the following lemma. Let l∗, the distance between
dgm(f) and the diagonal and l̃ the distance between the set,{

(b, d) ∈ d̂gm(f) s.t. b− d > (K1 +K2)h
α
}

and the diagonal. Note that l∗ and l̃ are possibly infinite.

Lemma 8. Let h ≃
(
log(n)
n

) 1
d+2α , and E5 the event :

max
(
(K1 +K2)

2,K1 +K2

)
hα < 1/2.

For n sufficiently large, under E5 ∩ E1, R admits a minimum over ]0, 1] attained only at l =
min

(
l̃, 1
)
.

Proof. Under E1, by Theorem 1,

7l∗/8 ≤ l∗ − (K1 +K2)h
α ≤ l̃ ≤ l∗ + (K1 +K2)h

α ≤ 9l∗/8

Let’s first tackle the case where l̃ < 1, we have, under E1

R
(
l̃
)
≤ (K1 +K2)h

α +
hα

l̃
≤ (K1 +K2)h

α +
8hα

7l∗
<
l∗

8
+

8hα

7l∗

• If 0 < l ≤ (K1 +K2)h
α, under E1 and E5, we have,

R (l) ≥ hα

(K1 +K2)hα
=

1

(K1 +K2)
> (K1 +K2)h

α +
8hα

7l∗
≥ R

(
l̃
)
.

• If (K1 +K2)h
α < l < l̃, then by definition of l̃,

d∞

(
d̂gm(f),dgm(f)

l
)
= d∞

(
d̂gm(f), dgm(f)

l̃
)

and hα/l > hα/l̄. Thus, R(l) > R
(
l̃
)
.

• If l > l̃, under E1 and for n sufficiently large

R(l) ≥ l̃ ≥ 7l∗/8 >
l∗

8
+

8hα

7l∗
≥ R(l̃).

Hence, in these cases, if l ̸= l̄, R(l) > R(l̄). Now for the case where l̃ ≥ 1,

R (1) ≤ (K1 +K2)h
α + hα ≤ l∗

8
+ hα

• If 0 < l ≤ (K1 +K2)h
α, under E5 and for n sufficiently large,

R (l) ≥ hα

(K1 +K2)hα
=

1

(K1 +K2)
> (K1 +K2)h

α + hα ≥ R (1) .
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• If 1 ≥ l > (K1 +K2)h
α,

d∞

(
d̂gm(f),dgm(f)

l
)
= d∞

(
d̂gm(f), dgm(f)

1
)

and hα/l > hα. Thus, R(l) > R (1).

Hence, in this case, if l ̸= 1, R(l) > R(1). Combining both cases, the result is proved .

Proof of Theorem 4. Lemma 8, imply that, under E1 ∩ E5, for sufficiently large n,

l̂ = min(l̃, 1) ≤ l̃

Thus, by definition of l̃,

d∞

(
dgm(f),dgm(f)

l̂
)

≤ d∞

(
d̂gm(f), dgm(f)

)
+ d∞

(
d̂gm(f), dgm(f)

l̃
)

≤ 2(K1 +K2)h
α.

One can check that by Proposition 3 that there exist A5 and B5 such that E5 occurs with
probability 1−B5 exp(−A5h

−α). The proof then follows as in the proof of Theorem 3.

3.3 Lower bounds

Here, we state that, up to a log factor, the upper bounds attained by our estimation procedure
are optimal in the minimax sense.

Theorem 5. There are two constants A and B and two densities in Sd(L,α, µ,Rµ, C, h0) with
modes separated by n

−1
d+2α /A and local maxima separated by n

−α
d+2α /B that cannot be distinguished

with more than probability 1/5 for a sample size of n.

Proof of Theorem 5. We consider the subproblem of modes estimation for unimodal densities,
adapting the proof of Theorem 2 of Arias-Castro et al. (2022). The idea here follows Le Cam’s
two-points reasoning. For simplicity, we fix C = 1 (other cases can be treated similarly), let
L > 1,

f0(x1, ..., xd) = (1− ∥x− (1/2, ..., 1/2)∥α∞)+

f̃0 = 1− ∥f0∥1 + f0

and denoted ∆d the set of vertices of the cube [0, 1]d,

f̃1 = f̃0 + L

(
hα −

∥∥∥∥x−
(
1

2
+ h

)
(1, ..., 1)

∥∥∥∥α
∞

)
+

−
∑
y∈∆d

L (hα − ∥x− y∥α∞)+

As ∥f0∥1 < 1, f̃0 is a density. As ∥f̃1∥1 = ∥f̃0∥1 and for sufficiently small h, f̃1 is positive, thus
f̃1 is also a probability distribution. Since f̃0 and f̃1 are continuous, they verify A2 and A3 for
all 1 ≥ µ > 0 and Rµ. As f̃0 and f̃1 are also (L,α)−Hölder thus satisfy A1 And by construction
verify A4 for C = 1 and all h0 ≤ 1.

For sufficiently small h, they admit a unique local maximum, attained at x0 = (1/2, ..., 1/2)
for f̃0 and at x1 =

(
1
2 + h

)
(1, ..., 1) for f̃1. Consequently, their H0−persistence diagrams admit
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only one (infinite) point and f̃0 and f̃1 belongs to Sd(L,α, µ,Rµ, C, h0) for all 0 < µ ≤ 1, Rµ > 0
C = 1, L > C and 0 < h0 ≤ 1. Additionally, remark that,

∥x0 − x1∥∞ = h.

Let rn = h/2, we then have,
∥x0 − x1∥∞ ≥ 2rn

From Tsybakov (2008), it now suffices to prove that if rn = o
(
n−

1
2α+d

)
then nχ2

(
f̃0, f̃1

)
con-

verges to zero when n tends to infinity. Let then look at the chi-squared divergence between f̃0
and f̃1,

χ2
(
f̃1, f̃0

)
=

∫
[0,1]d

f̃21
f̃0

− 1

=

∫
[0,1]d

(
f̃0 + L

(
hα −

∥∥t− (12 + h
)
(1, ..., 1)

∥∥α
∞
)
+
−
∑
y∈∆d

L (hα − ∥t− y∥α∞)+

)2

f̃0
− 1

≤ 2L

(∫
∥t−( 1

2
+h)(1,...,1)∥∞≤h

hα −
∥∥∥∥t− (1

2
+ h

)
(1, ..., 1)

∥∥∥∥α
∞
dt− 2d

∫
∥t∥∞≤h

hα − ∥t∥α∞dt

)

+
L2

1− ∥f0∥1

∫
∥t−( 1

2
+h)(1,...,1)∥∞≤h

(
hα −

∥∥∥∥t− (1

2
+ h

)
(1, ..., 1)

∥∥∥∥α
∞

)2

dt

+
2dL2

1− ∥f0∥1

∫
∥t∥∞≤h

(hα − ∥t∥α∞)2 dt

=
L2

1− ∥f0∥1

∫
∥t−( 1

2
+h)(1,...,1)∥∞≤h

(
hα −

∥∥∥∥t− (1

2
+ h

)
(1, ..., 1)

∥∥∥∥α
∞

)2

dt

+
2dL2

1− ∥f0∥1

∫
∥t∥∞≤h

(hα − ∥t∥α∞)2 dt

≤ L2

1− ∥f0∥1

(∫
∥t−( 1

2
+h)(1,...,1)∥∞≤h

h2αdt+

∫
∥t−( 1

2
+h)(1,...,1)∥∞≤h

∥∥∥∥t− (1

2
+ h

)
(1, ..., 1)

∥∥∥∥2α
∞
dt

)

+
2dL2

1− ∥f0∥1

(∫
∥t∥∞≤h

h2αdt+

∫
∥t∥∞≤h

∥t∥2α∞ dt

)

≤ 2d+1L2

1− ∥f0∥1
h2α+d

= O
(
h2α+d

)
Now, if rn = o

(
n−

1
2α+d

)
then h = o

(
n−

1
2α+d

)
and thus nχ2

(
f̃0, f̃1

)
converges to zero when n

goes to infinity, which gives the first assertion. For the second one, remark that, M0 the (only)
local maximum of f̃0 (and of f̃0) is 2 − ||f0||1 and M1 the (only) local maximum of f̃1 (and of
f̃1) is 2− ||f0||1 + Lhα. Thus,

|M0 −M1| = Lhα
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Taking rn = Lhα/2, we then have,

|M0 −M1| > 2rn.

As we proved that χ2
(
f̃0, f̃1

)
= O

(
h2α+d

)
, if rn = o

(
n−

α
2α+d

)
then h = o

(
n−

1
2α+d

)
and

nχ2
(
f̃0, f̃1

)
converges to zero when n goes to infinity, which complete the proof.

4 Numerical illustrations

This section provides some numerical 1D and 2D illustrations for both persistence diagram and
modes inference. These examples all belong to some Sd(L,α, µ,Rµ, C, h0), but do not verify
usual local regularity assumptions around modes. In dimension 1, all piecewise density have
discontinuity sets with positive reach. Thus, in this case, the estimators are simply derived from
a simple histogram estimator of the density. In dimension 2, this is no longer the case, the
estimators are then derived from thickened histograms. The choice of the parameters h is made
as suggested by the theory, i.e h ≃ (log(n)/n)1/(d+2α).

Example 1. We start by giving a simple 1D illustration. f(x) = cos(2πx) + 21x≥1/2 nor-
malized to be a density through standard numerical scheme. We sample n = 1000 points in [0, 1]
according to f . We estimate the persistence diagram and the modes of f with the following
choice of parameters : µ = 1 and h = (log(n)/n)1/2/4 (as f belongs to S(1, 1/2, 1, 1/2, 1, 1/4)).
This example is of particular interest as f is not continuous in all neighborhoods of the modes.

(a) Graph of f and estimated modes (b) True and estimated persistence diagram

Figure 8: 1D numerical illustration, example 1.

Example 2.1. Here, we consider the 2D density given by the normalization of f define by,

f(x, y) =2

(
1

20
− ∥(x, y)− (1/4, 1/4)∥22

)
+

+ 4

(
1

20
− ∥(x, y)− (3/4, 3/4)∥22

)
+

+

(
1

16
− ∥(x, y)− (3/4, 1/4)∥22

)
+

+

(
1

16
− ∥(x, y)− (1/4, 3/4)∥22

)
+

if 1/4 ≤ y ≤ 3/4 and 1/4− (y− 1/4)(y3/4) ≤ x ≤ 3/4+ (y− 1/4)(y− 3/4) and else f(x, y) = 0.
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Figure 9: Graph of f

Again, this function is interesting as it is not continuous in any neighborhood of the modes,
but only in a small half cone containing the modes. Additionally, one can check that this
function belongs to Sd(L, 1/2, µ,Rµ, C, h0, l) for µ ≤ 1/2 and some L > 0, Rµ > 0, C > 0,
h0 > 0. We sample n = 10000 points according to f , and choose the parameters µ = 1/2 and
h = (log(n)/n)1/3/6.

(a) Sampled points, true and estimated modes (b) True and estimated persistence diagrams

Figure 10: 2D numerical illustration, example 2.1.

Example 2.2. We propose another 2D example by considering the normalization of f defined
by,

f(x, y) =
1

2
(1/8− ∥(x, y)− (1/4, 1/2)∥2)+

if |x− 1/4|+ |y − 1/4| ≤ 1/4 or |x− 1/4|+ |y − 3/4| ≤ 1/4,

f(x, y) = (1/8− ∥(x, y)− (3/4, 1/2)∥2)+

if |x− 3/4|+ |y − 3/4| ≤ 1/4 or |x− 3/4|+ |y − 1/4| ≤ 1/4, and f(x, y) = 0 else.
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Figure 11: Graph of f

In all neighborhoods of the modes f is discontinuous. But again, one can check that this function
belongs to Sd(L, 1/2, µ,Rµ, C, h0) for µ <

√
2/2 and some L > 0, Rµ > 0, C > 0, h0 > 0. This

example is interesting as, for each mode, capturing the connectivity of the two "half cones"
intersecting at the mode can be difficult, as illustrated in Figure 7. We sample n = 30000 points
according to f , and choose the parameters µ = 1/2 and h = (log(n)/n)1/3/4.

(a) Sampled points, true and estimated modes (b) True and estimated persistence diagrams

Figure 12: 2D numerical illustration, example 2.2.

5 Discussion

Exploiting the link between modes and persistence, we propose an estimator that permits to
infer consistently the number of modes, their location and associated local maxima. We lead a
rigorous study of the convergence properties of this estimator, showing that it achieves minimax
rates over large classes of densities. In contrast to existing work, our approach involves distinct
density assumptions. While we impose a stronger global regularity assumption, we concurrently
relax requirements around modes. Notably, we do not presume continuity in the neighborhood
of modes, but only in small half cones containing modes. This provides new insights and per-
spectives on multiple modes inference.

30



Along the way, we also extend the approach and results of Henneuse (2024) for H0-persistence
diagram estimation, in the context of the density model. We believe that these results are in-
teresting by themselves as they extend the current scope on persistent homology inference for
density, that has mainly remained limited to regular density. These results show some strong
robustness to discontinuity of H0−persistence diagram estimation. We currently work on gener-
alization for higher order homology.

Another point of interest is the adaptivity of such methods. Here, the proposed estimators
depend on the regularity parameters α and the curvature measure of the discontinuity set µ.
While the dependence in α can be handled via standard methods, such as Lepski’s method (as
done in Henneuse (2024)), overcoming the dependence in µ is less straightforward. Exploring
methodologies to develop adaptive procedures to µ requires further dedicated research.
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A Proof of Lemma 4

This section is dedicated to the proof of Lemma 4.

Proof of Lemma 4. The first part of the claim is Theorem 12 of Kim et al. (2020). A standard
technique to construct deformation retraction in differential topology is to exploit the flow coming
from a smooth underlying vector field. In Kim et al. (2020), their idea is to use the vector field
defined on B2(K, r) \ K, by W (x) = −∇K(x). But this vector field is not continuous. To
overcome this issue, they construct a locally finite covering (Uxi)i∈N of B2(K, r) \ K and an
associated partition of the unity (ρi)i∈N, such that W (x) =

∑
i∈N ρi(x)w(xi) shares the same

dynamic as W . More precisely, they show that W induces a smooth flow C that can be extended
on B2(K, r)×[0,+∞[ such that for all x ∈ B2(K, r), for all t ≥ 2r/µ2, C(x, t) = C(x, 2r/µ2) ∈ K.
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We make an additional remark, denotes dC the arc length distance along C, as ||W || ≤ 1, we
have,

dC(x,C(x, 2r/µ
2)) =

∫ 2r/µ2

0

∣∣∣∣ ∂∂tC(x, t)
∣∣∣∣ dt

≤
∫ 2r/µ2

0
||W (C(x, t)||2dt

≤ 2r/µ2 (11)

Thus for all t ∈ [0,+∞[, ||x − C(x, t)||2 ≤ 2r/µ2. Now taking, F (x, s) = C(x, 2rs/µ2), provide
a deformation retract of B2(K, r) onto K and the associated retraction R : x 7→ F (x, 1) verifies,
R(x) ∈ B2(x, 2r/µ

2) by (11).

B Proof of Lemma 2

This Appendix is dedicated to the proof of Lemma 2.

Proof of Lemma 2. Let f ∈ Sd(L,α, µ,Rµ). Let H ⊂ Fc
λ−2

√
3Md,L,α,RµNhhα

∩ Ch and H
′ ⊂

Fλ+2
√

3Md,L,α,RµNh+hα
∩ Ch. Remark that f |H′ < λ − 2

√
3Md,L,α,RµNhh

α and f |H ≥ λ +

2
√
3Md,L,α,RµNhh

α. Thus,

P(X1 ∈ H|Nh) < (λ− 2
√

3Md,L,α,RµNhh
α)hd

and
P(X1 ∈ H

′ |Nh) ≥ (λ+ 2
√
3Md,L,α,RµNhh

α)hd.

As, supposing Nh known, |X ∩ H| is (n,P(X1 ∈ H|Nh)−binomial and |X ∩ H ′ | is (n,P(X1 ∈
H

′ |Nh)−binomial we have that,

E

[
|X ∩H|
nhd

|Nh

]
=

P(X1 ∈ H|Nh)

hd
< λ− 2

√
3Md,L,α,RµNhh

α

and

E

[
|X ∩H ′ |
nhd

|Nh

]
=

P(X1 ∈ H
′ |Nh)

hd
≥ λ+ 2

√
3Md,L,α,RµNhh

α.

Then, by the choice made for h,

|X ∩H|
nhd

= E

[
|X ∩H|
nhd

|Nh

]
+

|X ∩H|
nhd

− E

[
|X ∩H|
nhd

|Nh

]
= E

[
|X ∩H|
nhd

|Nh

]
+

|X ∩H|
nhd

− E

[
|X ∩H|
nhd

]
− E

[
|X ∩H|
nhd

− E

[
|X ∩H|
nhd

]
|Nh

]
≤ E

[
|X ∩H|
nhd

|Nh

]
+ 2
√

3Md,L,α,RµNh

√
log (1/hd)

nhd
< λ

and similarly,

|X ∩H ′ |
nhd

≥ E

[
|X ∩H ′ |
nhd

|Nh

]
− 2
√

3Md,L,α,RµNh

√
log (1/hd)

nhd
> λ

and the proof is complete.
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C Proof of Lemma 1

This Appendix is dedicated to the proof of Lemma 1.

Proof of Lemma 1. Let i ∈ {1, ..., l}. First suppose that d = 1, in this case, ∂Mi is the union of
two singletons {x1} ∪ {x2}. The µ-medial axis is equal here to the set of critical points, which
is simply given by {(x1 + x2)/2}. Thus, by Assumption A3, we have 1 ≥ |x1 − x2| ≥ 2Rµ. Let
x ∈Mi, by Assumption A1,

2Rµ (f(x)− L) ≤
∫ x2

x1

f(u)du.

Hence, as f is a density, ∫ x2

x1

f(u)du ≤ 1

and
f(x) ≤ 1

2Rµ
+ L :=M1,L,Rµ .

Now, for d > 1, if the µ−medial axis of ∂Mi intersected with Mi is empty, then M c
i has infinite

µ−reach. By Theorem 12 of Kim et al. (2020), this implies that for any r > 0, (M c
i )
r is homotopy

equivalent to M c
i . For r >

√
d, (M c

i )
r = [0, 1]d, and thus has trivial s−homotopy groups for

s > 0 but M c
i contains a non-trivial d−1 cycles represented by ∂Mi, which gives a contradiction.

Consequently, Mi contains a point x1 belonging to the µ−medial axis of ∂Mi. By Assumption
A3, B2(x1, Rµ/2) is contained into Mi. Thus, Assumption A1 ensures that,

Vd(Rµ/2))(f(x1)− L(2Rµ)
α) ≤

∫
B2(x1,Rµ/2)

f(u)du

with Vd(Rµ/2)) the volume of the d−dimensional Euclidean ball of radius Rµ/2. As f is a
density, ∫

B2(x1,Rµ/2)
f(u)du ≤ 1

and hence,

f(x1) ≤
1

Vd(Rµ/2))
+ LRαµ .

Now, let x ∈Mi, we have ||x− x1|| ≤
√
d, using Assumption A1 again, it follows that,

f(x) ≤ f(x1) + Ldα/2 ≤ 1

Vd(Rµ))
+ L(Rαµ + dα/2) :=Md,L,α,Rµ .

To conclude, it suffices to remark that Assumption A2 ensures that,

sup

x∈
l⋃

i=1
Mi

f(x) = sup
x∈[0,1]d

f(x)

and thus for all x ∈ [0, 1]d,
f(x) ≤Md,L,α,Rµ .
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D Proof for the q−tameness

We here prove the claim that the persistence modules we introduced are q−tame and consequently
their persistence diagrams are well-defined.

Proposition 4. Let f ∈ Sd(L,α, µ,Rµ) then f is q-tame.

Proof. Let s ∈ N and V0,f the persistence module (for the 0−th homology) associated to the
sublevel filtration F , and for fixed levels λ > λ

′ let denote vλ
′

λ the associated map. Let λ ∈ R

and h < Rµ

2 . By Proposition 2,

v
λ−L(

√
d(2+2/µ2))

α
hα

λ = ϕλ ◦ ĩλ, with ĩλ : H0 (Fλ) → H0

(
Fh
λ

)
induced by inclusion.

By assumption A1 and A2, Fλ is compact. As [0, 1]d is triangulable, Fλ is covered by finitely
many cells of the triangulation, and so there is a finite simplicial complex K such that Fλ ⊂
K ⊂ Fh

λ . Consequently, ĩλ factors through the finite dimensional space H0(K) and is then of
finite rank by Theorem 1.1 of Crawley-Boevey (2012).

Thus, v
λ−L(

√
d(2+2/µ2))

α
hα

λ is of finite rank for all 0 < h <
Rµ

2 . As for any λ > λ
′
> λ

′′ ,

vλ
′′

λ = vλ
′′

λ′
◦ vλ

′

λ we then have that vλ
′

λ is of finite rank for all λ > λ
′ . Hence, f is q-tame.

Proposition 5. Let f : [0, 1]d → R then, for all s ∈ N V̂0,f is q-tame.

Proof. Let h > 0 and λ ∈ R. By construction F̂λ is a union of cubes of the regular grid G(h), thus
H0(F̂λ) is finite dimensional. Thus V̂0,f is q-tame by Theorem 1.1 of Crawley-Boevey (2012).
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