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DELOCALIZED EIGENVECTORS OF TRANSITIVE GRAPHS

AND BEYOND

NICOLAS BURQ AND CYRIL LETROUIT

Abstract. We prove delocalization of eigenvectors of vertex-transitive graphs via elementary
estimates of the spectral projector. We recover in this way known results which were formerly
proved using representation theory.
Similar techniques show that for general symmetric matrices, most approximate eigenvectors
spectrally localized in a given window containing sufficiently many eigenvalues are delocalized
in Lq norms. Building upon this observation, we prove a delocalization result for approximate
eigenvectors of large graphs containing few short loops, under an assumption on the resolvent
which is verified in some standard cases, for instance random lifts of a fixed base graph.
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1. Introduction

1.1. Overview. Let A be the adjacency matrix of a graph with vertex set [n] = {1, . . . , n}.
The subject of this paper is the spatial delocalization of the eigenvectors and approximate
eigenvectors of A in the limit of large n. To measure the delocalization of a vector u ∈ Cn, we
use the commonly considered quantities

αq(u) =
∥u∥Lq

∥u∥L2

for q ∈ (2,+∞] (see [22], [25], [36], [12]). Informally, a sequence (un)n∈N, un ∈ Cn, is localized

in the Lq sense as n→ +∞ if αq(un) ≍ 1 and completely delocalized if αq(un) = n
1
q
− 1

2
+o(1)

.
The literature on localization/delocalization of eigenvectors of graphs and matrices is huge.

Our purpose in this paper is to show that estimates on spectral projectors of A coupled with
concentration of measure arguments allow to prove delocalization for:

(1) Eigenvectors of adjacency matrices of vertex-transitive graphs (e.g. Cayley graphs) and
generalizations thereof.

(2) Most approximate eigenvectors of general symmetric matrices; here approximate means
that instead of satisfying Anun = λnun, approximate eigenvectors satisfy Anun =
λnun + oL2(λnun). In this context, delocalization holds with high probability when
the approximate eigenvectors are chosen randomly in a fixed spectral window.
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Concerning Point 1, we recover known results ([30], [37]) in a more direct way, avoiding in partic-
ular any use of representation theory. Concerning Point 2, our arguments show for instance that
for adjacency matrices of large graphs satisfying two assumptions (on the number of small cycles
and on the Green function of their local weak limits), linear combinations of o(n) eigenvectors
are completely delocalized with high probability.

We underline that our results on delocalization of (exact) eigenvectors are restricted to vertex-
transitive graphs. Very strong tools have been developed in the past 15 years for other classes
of graphs and matrices, e.g., regular graphs, Erdös-Rényi graphs, expander graphs with few
cycles, Wigner matrices and generalizations thereof, Lévy matrices, etc (see Section 1.6). Our
results of Point 2 are reminiscent of [38], in which the authors exhibit a similar phenomenon
of delocalization of approximate eigenvectors in sparse Gaussian random matrices with quite
general sparsity patterns.

1.2. Delocalized random eigenbases of vertex-transitive graphs. Our first results are
concerned with vertex-transitive graphs, i.e., graphs for which the automorphism group1 acts
transitively on their vertices (e.g., Cayley graphs).

Given a graph G, we denote by B(G) the set of orthonormal bases of the adjacency matrix of
G. We explain in Section 3 how to define a uniform probability measure ν on B(G).

Theorem 1.1 (Lq-delocalized eigenbases). There exists C > 0 such that the following holds.
Let n ∈ N∗ and let G be a vertex-transitive graph with n vertices. Then for any Λ > 0, with
probability ≥ 1− n2−log(Λ) on the choice of an element B ∈ B(G) picked following ν, any u ∈ B
verifies

∥u∥L∞ ≤ CΛ

(
log n

n

) 1
2

. (1.1)

Also, there exists C > 0 such that for any q ∈ [2,+∞) and any Λ > 0, with probability ≥ 1−nΛ−q

on the choice of an element B ∈ B(G) picked following ν, any u ∈ B verifies

∥u∥Lq ≤ CΛ
√
qn

1
q
− 1

2 . (1.2)

The first part (1.1) has already been proved in [37, Theorem 1.4] but we give a much shorter
proof avoiding representation theory. We also provide in Theorem 3.5 an extension of Theorem
1.1 to the case of products of two graphs, when one of the two graphs is vertex-transitive.

It is proved in [37, Theorem 1.2] that there exist infinitely many Cayley graphs G whose
adjacency matrix has an eigenspace all of whose eigenvectors u : G → C satisfy ∥u∥L∞ ≥
∥u∥L2(log log n)−1

√
log n/n, where n is the number of vertices and c > 0 is some absolute

constant. This shows that Theorem 1.1 is almost sharp: for instance, we cannot replace the
right-hand side in (1.1) by ∥u∥L∞ ≲ n−1/2, which would be the best bound we could hope for.

Our second result shows that in sufficiently large eigenspaces of vertex-transitive graphs, the
statistics of the entries of random eigenvectors are Gaussian. Our result is stated in terms of
the bounded Lipschitz distance dBL between probability measures µ, ν on R, defined as

dBL(µ, ν) = sup
f∈Lip(R)

∣∣∣∣∫
R
fdν −

∫
R
fdµ

∣∣∣∣ .
This distance metrizes the weak convergence of probability measures.

Theorem 1.2 (Gaussian statistics). Let G be a vertex-transitive graph whose set V of vertices
has n elements, and let E be an eigenspace of the adjacency matrix of G with dimension m.
Let u ∈ Rn be an eigenvector chosen according to the uniform probability measure P on the unit
sphere of E. Set

µ =
1

n

∑
i∈V

δ√nui
.

1An automorphism of a graph G = (V,E) is a permutation σ of the vertex set V , such that if u, v ∈ V , then
(u, v) ∈ E if and only (σ(u), σ(v)) ∈ E.
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Then for any ε such that max

((
192π√
m−1

)2/5
, 4
m−1

)
≤ ε ≤ 1,

P [dBL(µ,N (0, 1)) > ε] ≤ 48
√
π

ε3/2
exp

(
−c(m− 1)ε5

)
where c = 3−22−16 and N0, 1) denotes the standard Gaussian.

Notice that ifm is small, the statistics of the entries of random eigenvectors are not necessarily
Gaussian: a good example is provided by cycle graphs where multiplicities are equal to 1 or 2,
and statistics are not Gaussian. Results similar to Theorem 1.2 exist for other models, see for
instance [35, Theorem 2.4].

Our third result has already been proved in [30, Theorems 1.1 and 1.8] for Cayley graphs,
which are particular vertex-transitive graphs, but again we provide a much shorter proof avoiding
representation theory. This result says that typical eigenbases of vertex-transitive graphs are
delocalized (in a “quantum ergodic” sense) when most multiplicities are large.

Theorem 1.3. Let G be a vertex-transitive connected graph, with vertex set V . We denote by
mk, 1 ≤ k ≤ K, the multiplicities of the distinct non-trivial eigenvalues of the adjacency matrix
of G. Let M ∈ N and let f1, . . . , fM ∈ L2(V ) be a collection of real-valued functions.

Then, for any t > 0, with probability at least

1−M

K∑
k=1

mk

(
3e−

t
√
mk
8 + e−

mk
12

)
(1.3)

with respect to the choice of an orthonormal basis B ∈ B(G) according to ν, the following property
holds: for any u ∈ B and any i = 1, . . . ,M ,∣∣∣∣∣∑

x∈V
fi(x)u(x)

2 − 1

|V |
∑
x∈V

fi(x)

∣∣∣∣∣ ≤ t
∥fi∥L2√

|V |
.

The multiplicities appearing in the statements of Theorems 1.2 and 1.3 are often large; for
instance they are large for Cayley graphs built on quasi-random groups, as emphasized in the
introductions of [30] and [33]. Recall that a group H is called D-quasi-random if all its non-
trivial unitary representations have dimension at least D; this condition implies that the Cayley
graphs built on these groups have non-trivial eigenvalues multiplicities ≥ D.

Finite simple groups of Lie type with rank ≤ r are |H|s-quasi-random for some s > 0 depend-
ing only on r. Hence, in this case, mk ≥ ns for some s > 0 and any k for which the eigenvalue is
non-trivial. As shown in [30, Corollary 1.6], Theorem 1.3, applied to any Cayley graph built with
a symmetric set of generators of H, says that if Ai ⊂ H is a collection of subsets partitioning H
with sizes satisfying c|H|1−η ≤ |Ai| ≤ C|H|1−η where 0 < η < s, then with high ν-probability
on the choice of an orthonormal eigenbasis B of the adjacency operator, for every i and every
u ∈ B, ∣∣∣∑

x∈Ai

u(x)2 − |Ai|
|H|

∣∣∣ ≤ K log |H|
|H|

1
2
(s−η)

|Ai|
|H|

.

where K > 0 only depends upon c.
The interested reader will find many other applications of Theorem 1.3 in [30].

Remark 1.4. Let G = {g1, . . . , gn} be a group with cardinal n, and α : G→ R, and consider the
n×n matrix whose (i, j) coefficient is α(gjg

−1
i ). This is the adjacency matrix of a complete graph

with edges weighted by α. If α is the characteristic function of a symmetric set of generators of
G, we recover adjacency matrices of usual Cayley graphs. Theorems 1.1 and 1.3 also work for
matrices associated to general functions α : G→ R.

Remark 1.5. Theorems 1.1 and 1.3 may be adapted to the setting of quantum Cayley graphs,
with all edges of same length, in fixed spectral windows (but not over the whole spectrum, which
is infinite for quantum graphs), when the number of vertices tends to +∞. One should first
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prove equidistribution of the quantities ∥u∥Lq(e) where e runs over the edges of the graph, and
then invoke the fact that on each edge, eigenfunctions are well-spread due to their simple form.

1.3. Delocalized approximate eigenvectors of general symmetric matrices. It turns
out that the technique used to prove Theorem 1.1 also provides information for delocalization
properties of approximate eigenvectors of general symmetric matrices. But these results, instead
of working for (exact) eigenvectors, only give information for most approximate eigenvectors;
in particular there is no way to deduce from these results any precise information on true
eigenvectors, except in sufficiently degenerate eigenspaces.

This section is devoted to giving a precise statement for this basic but very useful observation.
Given a symmetric n×n matrix H and a subset I ⊂ R (both H and I depend on n, but we omit
dependence in n in the notation of this section), we denote by N(I) the number of eigenvalues of
H in I. We consider an orthonormal basis (ψλk

)k∈[n] of eigenvectors (in Rn) of H with associated

eigenvalues λk. We set2

EI =
{
u =

∑
λk∈I

zkψλk
, zk ∈ R

}
, (1.4)

which is isometric via u 7→ (zk) to RN(I) endowed with the scalar product coming from Rn. We
denote by SI the unit sphere of EI , and by PI the uniform probability on SI . We pick

u ∈ SI according to PI . (1.5)

If sup(I)− inf(I) is not too large, then elements of EI are approximate eigenvectors. Indeed, if
λ ∈ I and u =

∑
λk∈I zkψλk

∈ EI we have

∥(H − λ)u∥L2 =
∥∥∥∑
λk∈I

(λk − λ)zkψλk

∥∥∥
L2

≤ (sup(I)− inf(I))∥u∥L2 .

As soon as I is a small interval (for instance sup(I) − inf(I) ≪ λ), Hu = λu + oL2(λu) as
n→ +∞.

The next result is relevant when N(I) → +∞ as n→ +∞. It shows that in this case, u drawn
according to (1.5) is delocalized in the sense of Lq norms (q ∈ (2,+∞]) with high PI -probability.
The larger N(I) is, the better the estimates are.

Theorem 1.6. There exists C > 0 universal (not depending on I) such that if u ∈ SI is a
random vector with law PI , then:

(i) For any q ∈ [2,+∞) and any Λ ≥ 1

PI

(
∥u∥Lq ≥ CΛ

√
qN(I)

1
q
− 1

2

)
≤ 4 exp

(
−1

8
C2Λ2qN(I)

2
q

)
.

(ii) For any Λ ≥ 1

PI

(
∥u∥L∞ ≥ C ′Λ

(
log(N(I))

N(I)

) 1
2

)
≤ 4N(I)−

1
8
C′2Λ2

where C ′ = Ce.

Theorem 1.6 follows from elementary concentration of measure estimates3. The idea of using
linear combinations to obtain delocalized approximate eigenvectors is not new (see Section 1.6
for references), nevertheless, to the best of our knowledge, it has never been stated in the
general and sharp form of Theorem 1.6. This result provides motivation for Section 1.4, which
strengthens the above bounds under some assumptions on H.

2The subscript λk ∈ I in the sum means that we are summing over all k ∈ [n] such that λk ∈ I.
3Theorem 1.6 does not actually rely on the fact that u is a linear combination of eigenvectors, but only on the

fact that u is a random linear combination of elements of an orthonormal basis (ψλk )k∈[n] of Rn. However, as ex-
plained above, in the framework of random linear combinations of eigenvectors, u is automatically an approximate
eigenvector - which is a nice property.
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Remark 1.7. Results similar to Theorem 1.6 also hold for linear combinations of eigenvectors
of normal matrices. In this case I is a region of C, eigenvectors are complex-valued, and SI is
the unit sphere of CN(I).

1.4. Stronger delocalization of approximate eigenvectors under two assumptions.
For fixed q ∈ [2,+∞), to obtain the optimal delocalization

∥u∥Lq ≲ Cn
1
q
− 1

2 (1.6)

with high probability on u ∼ PI , Theorem 1.6 requires N(I) ≳ n.
In this section, we push further the ideas of Section 1.3 and state two assumptions on families of

large (deterministic) graphs for which most it is possible to take smaller I, with N(I) ≲ n log logn
logn ,

while keeping the optimal delocalization (1.6) of approximate eigenvectors with high probability.
These two assumptions have already been considered several times in the literature: the first

assumption concerns the number of small cycles in the graphs, which is assumed to be small;
under this assumption, the graphs converge locally weakly (i.e., in the sense of Benjamini-
Schramm) toward a probability measure on rooted trees. The second assumption is a bound on
the expectation of the Green function of the limiting rooted trees under this probability measure.

These assumptions are close to those of the paper [5] where, under an additional assumption
of expansion of the graphs which we do not need here, Anantharaman and Sabri prove a quan-
tum ergodicity result. Their result is not strong enough to give information about Lq norms
of eigenvectors; our result gives information about Lq norms, but only for most approximate
eigenvectors, which again is much easier to obtain than for exact eigenvectors.

1.4.1. Assumption of few short loops. We consider a sequence of graphs (Gn)n∈N with vertex set
Vn, and degree bounded by D. Our first assumption says that the graphs have few short loops:

(BST) For all r > 0,

lim
n→∞

|{x ∈ Vn : ρGn(x) < r}|
|Vn|

= 0

where ρGn(x) is the injectivity radius of Gn at x, i.e., the maximal radius ρ for which the ball
BGn(x, ρ) is a tree.

Up to passing to a subsequence (which we omit in the notation), assumption (BST) is
equivalent to

(BSCT) The sequence Gn has a “local weak limit” P supported on the set of (isomorphism
classes of) rooted trees.

We refer to Appendix C for reminders on local weak limits, which are also called Benjamini-
Schramm limits. Here we simply recall that (BSCT) means that for any h ∈ N and any rooted
graph (H; o) with depth h, there holds

lim
n→∞

|{x ∈ Vn : (Gn;x)h ≃ (H; o)}|
|Vn|

= P({(G, x) : (G;x)h ≃ (H; o)})

where (Gn;x)h denotes the graph obtained by cutting Gn at distance h from x, and ≃ is the
symbol of graph isomorphy.

Let us reformulate (BSCT). We introduce for any n ∈ N and h ∈ N the probability measure
on the finite set of (isomorphism classes of) rooted graphs with depth ≤ h given by4

P(h)
Gn

=
1

|Vn|
∑
x∈Vn

δ(Gn;x)h . (1.7)

Similarly for any rooted graph (H; o) with depth ≤ h, we set

P(h)
(H; o) = P({(G;x) : (G;x)h ≃ (H; o)})

4There is a slight abuse of notation here, the Dirac masses should actually be put on the isomorphism classes
of (Gn;x)h.
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(note that P(h)
is supported on rooted trees). Then (BSCT) is equivalent to

∀h ∈ N, dTV(P
(h)
Gn
,P(h)

) −→
n→+∞

0 (1.8)

where dTV denotes the total variation distance.
In Theorem 1.8, concerning Lq norms for some fixed q ∈ [2,+∞), we replace (1.8) by the

quantitative assumption that there exist L > 0 and h = h(n) ∈ N such that for any n ∈ N,

dTV(P
(h)
Gn
,P(h)

) ≤ Lh−
q
2 . (1.9)

The larger we can choose h, the stronger our conclusion will be. We explain in Section 5.4 that
(1.9) is satisfied with high probability for random lifts of a fixed base graph, with h = c log n for
some c > 0 (and L depending on q).

1.4.2. Assumption on the Green functions. Our second condition concerns Green functions of
the limiting rooted trees, in the spirit of the assumption also called (Green) in [5]. Given a
rooted graph (T ; o), we denote by RT

oo its Green function evaluated at the root:

RT
oo(z) = ⟨δo, (A(T )− zId)−1δo⟩

where A(T ) is the adjacency matrix of T . Let I1 ⊂ R and q ∈ [2,+∞). We assume:
(Green) There holds

sup
λ∈I1,η∈(0,1)

E(T ;o)∼P

((
ℑRT

oo(λ+ iη)
) q

2 + |RT
oo(λ+ iη)|2

)
< +∞. (1.10)

As explained in Section 5 and Appendix C, the assumption (BSCT) implies that the spectral
measures µGn converge as n → +∞ toward a measure µ, while (Green) implies that µ is
absolutely continuous in I1 (but we actually need the full strength of (1.10), and not only this
consequence).

We show in Section 5.4 that (Green) is satisfied when P is obtained as the local weak limit
of random lifts of a base graph. In this case, P is supported on trees of finite cone type, see
Section 5.4 for a definition.

1.4.3. Statement of the result. In the setting introduced in Section 1.4.1, our main result reads
as follows.

Theorem 1.8. Let q ∈ [2,+∞) and (Gn)n∈N be a sequence of graphs with local weak limit P
supported on the set of rooted trees. Assume that there exist L, h0 > 0 such that for any n ∈ N

dTV(P
(h)
Gn
,P(h)

) ≤ Lh−
q
2 (1.11)

holds for some h = h(n) ≥ h0. Let I1 be a bounded open set where (Green) is satisfied for this
q, and let c0 > 0 such that µ has density ≥ c0 > 0 in I1. Then there exist C,C ′ > 0 (depending
on L, h0, c0) such that for any Λ > 0 and any interval I ⊂ I1 of length at least C(log h)/h there
holds for any n ∈ N

PI

(
∥u∥Lq ≥ ΛC ′n

1
q
− 1

2

)
≤ Λ−q

where u ∼ PI , i.e., u is a random approximate eigenvector of the adjacency matrix of Gn.

In other words, most approximate eigenvectors spectrally localized in I are optimally delo-
calized in Lq norm. Note that compared to [5], we do not need the condition that the graph
is an expander. In typical applications, h(n) may be taken as large as c log n for some fixed

c > 0, and N(I) in this case is of order n log logn
logn = o(n). Therefore Theorem 1.8 improves over

Theorem 1.6 when (Green) and (1.11) hold.
In Section 5.4 we show that Theorem 1.8 applies to random lifts of a fixed base graph. In this

settting we even obtain optimal L∞ bounds on approximate eigenvectors (see Theorem 5.7).
Matrices of size n × n with d ≫ log n standard Gaussian entries per row and column (other

entries being set to 0) are another example where optimal Lq delocalization can be proved for
most approximate eigenvectors, obtained as linear combinations of eigenvectors corresponding
to the top N(I) = o(n) eigenvalues, see [38, Section 4].
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1.5. Proof techniques and a measure of delocalization. We use the same methodology
for proving Theorems 1.1, 1.6 and 1.8. Consider H a symmetric n × n matrix, which is the
adjacency matrix of a graph for Theorems 1.1 and 1.8. We fix a subset I ⊂ R and consider EI

given by (1.4). We denote by ΠI the orthogonal projector onto EI , which has a kernel ΠI(·, ·)
given by

ΠI(i, j) =
∑
λk∈I

ψλk
(i)ψλk

(j) (1.12)

where (ψλk
)1≤k≤n is any orthonormal basis of Rn composed of eigenvectors ψλk

of H with
associated eigenvalues λk, and i, j denote the coordinates in the canonical basis of Rn. It is
important to notice that ΠI(i, j) does not depend on the choice of the orthonormal basis. Our
proofs are based on a detailed study of the quantity∑

i∈[n]

ΠI(i, i)
q/2 =

∥∥∥∑
λk∈I

ψ2
λk

∥∥∥q/2
Lq/2

(1.13)

for q ∈ (2,+∞]. We use multiple times the fact, already used for instance in [38, Proposition
3.1], that if good upper bounds on (1.13) are known, then most linear combinations of the ψλk

,
λk ∈ I, are delocalized in the Lq sense. Several versions of this fact are proved in Sections 3.1
and 4.

If H is the adjacency matrix of a vertex-transitive graph, then (1.13) is explicit and small,
even when I is reduced to a singleton. In this case, linear combinations of the ψλk

, λk ∈ I,
are also true eigenvectors and we are able to prove that most eigenvectors are delocalized, see
Theorem 1.1. If we are dealing with a general symmetric matrix H, then (1.13) is small as soon
as I contains sufficiently many (not necessarily distinct) eigenvalues, which implies Theorem
1.6. Finally, when H is the adjacency matrix of a graph G with few short loops, we estimate
(1.13) by comparing the resolvent of H with that of trees arising in the universal cover of G.

The quantity (1.13) is an interesting measure of delocalization. Compared to the averaged
participation ratio (considered for instance in Section 5 of [12])

APRq(I) =
1

N(I)

∑
λk∈I

∑
i∈[n]

|ψλk
(i)|q

the quantity (1.13) does not depend on the choice of the eigenbasis (ψλk
)k∈[n]. Notice that (1.13)

controls the averaged participation ratio:

APRq(I) =
1

N(I)

∑
i∈[n]

∑
λk∈I

|ψλk
(i)|q ≤ 1

N(I)

∑
i∈[n]

(∑
λk∈I

|ψλk
(i)|2

)q/2
=

1

N(I)

∥∥∥∑
λk∈I

ψ2
λk

∥∥∥q/2
Lq/2

.

1.6. Related results. In this section we provide a very brief (and thus necessarily very incom-
plete) overview of the literature on delocalization of eigenvectors of graphs and matrices, mostly
focusing on papers related to ours.

1.6.1. Erdös-Rényi and regular graphs. Very strong delocalization results in terms of L∞ norms
have been proved for the eigenvectors of the adjacency matrix of Erdös–Rényi graphs and for
random regular graphs, see for instance [23], [9], [8]. In a different direction, [17] proves that
in a regular graph with few short cycles, any subset of vertices supporting ε of the L2 mass of
an eigenvector must be large, and [3] proves a quantum ergodicity result for expander regular
graphs of fixed degree with few short cycles.

1.6.2. Wigner and Lévy matrices. Eigenvectors of Wigner matrices have been studied exten-
sively: we only mention [24] for sharp bounds on the L∞ norms of eigenvectors, and [16], which
proves asymptotic normality of eigenvectors for generalized Wigner matrices and a probabilistic
version of quantum unique ergodicity.

Very interestingly for us, the papers [13], [14] and [1] (see Appendix 17), devoted to the study
of eigenvectors of Lévy matrices, provide many insights about the role of the spectral projector
in the study of localization/delocalization.
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1.6.3. Cayley graphs. The papers [37], [30], [33] are concerned with delocalization properties of
eigenvectors of Cayley graphs, which are particular vertex-transitive (hence, highly symmetric)
graphs constructed via generators of groups. We provide a detailed account on these three
papers at the beginning of Section 3, and revisit some of their results with a different proof
technique well-suited for generalizations.

1.6.4. “Non-homogeneous” graphs and matrices. Much fewer papers are concerned with prop-
erties of eigenvectors on “non-homogeneous” graphs and matrices. In the paper [5] (see also
[4] and [6]), it is proved that for a sequence of finite graphs endowed with discrete Schrödinger
operators, assumed to have few short loops and to be an expander, absolutely continuous spec-
trum for the weak limit of the sequence (under the form of a control of the Green function)
implies quantum ergodicity: spectral delocalization implies spatial delocalization. Under the
same assumptions, we prove in Section 5 a strong estimate on the Lq-norms (which [5] does
not give), but only for most approximate eigenvectors, and not for exact eigenvectors as in [5].
The largest part of the literature in the field is devoted to the study of exact eigenvectors, for
which the tools of the present paper are too rough (except for the vertex-transitive case and its
generalizations).

The paper [29] provides Lq-bounds for eigenvectors of Schrödinger operators on large, possibly
irregular, finite graphs. These bounds are somehow orthogonal to ours: they are far from being
sharp but again, they work for exact eigenvectors, whereas our bounds are much sharper but
work only for most approximate eigenvectors.

Let us also mention the recent paper [38], where the authors consider n × n self-adjoint
Gaussian random matrices with d nonzero entries per row. When d ≫ log n, they construct
a delocalized approximate top eigenvector by taking a random superposition of many exact
eigenvectors near the edge of the spectrum, and they highlight the fact that delocalization
properties of approximate eigenvectors are more universal than those of exact eigenvectors.
Section 5 in the present paper develops this idea in another direction, for graphs with few short
loops with a control on the resolvent.

We finally mention [11] concerning delocalization of eigenvectors in percolation graphs and
the survey [12] from which we took inspiration for our Section 5.

1.6.5. Compact Riemannian manifolds. Our paper borrows several techniques from papers con-
cerned with delocalization of eigenfunctions of the Laplacian on compact Riemannian manifolds.
Zelditch was the first to notice in [39] that although there exist localized bases of eigenfunctions
of the Laplacian on the sphere, almost any5 eigenbasis on the sphere is quantum ergodic, i.e., high
frequency eigenfunctions are totally delocalized. In the same spirit, the first author and Lebeau
proved in [19] that almost every Hilbert base of L2(Sd) made of L2(Sd)-normalized spherical
harmonics has all its elements uniformly bounded in any Lq(Sd) space (q < +∞). In [19], this
result has been extended to arbitrary manifolds, to the price of considering only approximate
eigenfunctions (see also [40], [18], and [26], [27], [20], [21] for more recent developments).

1.7. Organization of the paper. In Section 2 we prove basic results regarding random func-
tions on SI picked according to the probability PI . Building upon this, we prove in Section 3
Theorems 1.1 and 1.3 about vertex-transitive graphs, and extend Theorem 1.1 in Section 3.2
to the case of products of graphs, one of which is vertex-transitive. The proofs are not based
on representation theory and are all particularly elementary. In Section 4 we use the same
arguments, sketched in Section 1.5, to prove Theorem 1.6. Finally, Section 5 is devoted to
the proof of Theorem 1.8. In the appendix, we have gathered several useful results concerning
concentration of measure, bounds on spectral measures, and Benjamini-Schramm convergence.

1.8. Acknowledgments. We thank Charles Bordenave, Mostafa Sabri, Laura Shou, Ramon
van Handel and Yufei Zhao for answering our questions related to this project. This research
was supported by the European research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (Grant agreement 101097172 - GEOEDP).

5for natural probability measures on the space of orthonormal eigenbases
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2. Preliminary computations

This section is devoted to proving basic results regarding random functions on SI picked
according to the probability PI introduced in Section 1.3. We keep the framework of the intro-
duction: we fix a symmetric n × n real-valued matrix H and a subset I ⊂ R, and we denote
by N(I) the number of eigenvalues of H in I. We recall that the spectral projector ΠI(·, ·) has
been introduced in (1.12). It does not depend on the choice of an eigenbasis, but in the sequel
it will nevertheless be convenient to fix an orthonormal basis of eigenvectors (ψλk

)k∈[n] of H.

Finally, we set Π̃I(x) = ΠI(x, x).

Lemma 2.1. Assume N(I) ≥ 2. Let u be the random function given by (1.5). Then for any
t ≥ 0 and x ∈ [n],

PI(|u(x)| > t) = 1
0≤t<Π̃I(x)1/2

2
Γ
(
N(I)
2

)
Γ
(
N(I)−1

2

)
Γ
(
1
2

) ∫ θt

0
(sinφ)N(I)−2dφ (2.1)

where θt ∈ [0, π/2] is the unique solution to cos θt = tΠ̃I(x)
−1/2, and Γ denotes the Euler Gamma

function.

Proof. We set

vI(x) =
1

Π̃I(x)1/2
(ψλk

(x))λk∈I

which is an element of SI . There holds

u(x) =
∑
λk∈I

zλk
ψλk

(x) = Π̃I(x)
1/2z · vI(x)

where z is a random vector whose law is uniform over SI . In particular |u(x)| ≤ Π̃I(x)
1/2, which

establishes (2.1) for t ≥ Π̃I(x)
1/2. If 0 ≤ t < Π̃I(x)

1/2, using Proposition A.1 we get

PI(|u(x)| > t) = PI(|z · vI(x)| > tΠ̃I(x)
−1/2) = 2

Γ
(
N(I)
2

)
Γ
(
N(I)−1

2

)
Γ
(
1
2

) ∫ θt

0
(sinφ)N(I)−2dφ

where θt ∈ [0, π/2] is the unique solution to cos θt = tΠ̃I(x)
−1/2. □

Proposition 2.2. There exists C > 0 such that for any 2 ≤ p ≤ q < +∞ and any I ⊂ R,

E
(
∥u∥qLp

)1/q ≤ C
√
q

(
∥Π̃I∥Lp/2

N(I)

)1/2

(2.2)

Moreover, for any K > 0 there exists CK > 0 such that for any 2 ≤ p ≤ q < +∞ and any I
with N(I) ≤ K, there holds

E
(
∥u∥qLp

)1/q ≤ CK∥Π̃I∥1/2Lp/2 . (2.3)

Proof. For N(I) = 1, the result is straighforward. In the sequel we assume N(I) ≥ 2. Fix
x ∈ V . We have

E(|u(x)|q) = q

∫ ∞

0
tq−1PI(|u(x)| > t)dt

= 2
Γ
(
N(I)
2

)
Γ
(
N(I)−1

2

)
Γ
(
1
2

)qΠ̃I(x)
q/2

∫ π/2

0
(cos θ)q−1 sin θ

∫ θ

0
(sinφ)N(I)−2dφdθ

=
Γ
(
q+1
2

)
Γ
(
N(I)
2

)
Γ
(
q+N(I)

2

)
Γ
(
1
2

) Π̃I(x)
q/2 (2.4)
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where from first to second line we made the change of variables t = Π̃I(x)
1/2 cos(θ) and used

Lemma 2.1, and from second to third line we used Fubini’s theorem and identities involving the
beta function to compute the integrals. Then, using Stirling’s approximation, we notice that(

Γ
( q+1

2

)
Γ
(
1
2

) ) 1
q

≤ C
√
q,

(
Γ
(N(I)

2

)
Γ
( q+N(I)

2

))
1
q

≤ C

N(I)
1
2

(2.5)

for some universal constant C (independent of q ≥ 2 and N(I) ≥ 1). We conclude, using
Minkowski inequality (recall p ≤ q), that[

E
(
∥u∥qLp

)]1/q ≤ ∥ (E|u(·)|q)
1
q ∥Lp ≤ C

√
q

1

N(I)1/2
∥Π̃I(·)1/2∥Lp (2.6)

which is exactly (2.2). And (2.3) is deduced directly from (2.4) and Minkowski’s inequality
without using (2.5). □

3. Delocalized eigenbases for transitive graphs and their generalizations

Our goal in this section is to give short proofs of Theorems 1.1 and 1.3. Our arguments extend
to products of graphs, when one of the two graphs in the product is vertex-transitive.

Given a graph G, we first explain how to pick an L2-orthonormal basis of eigenvectors of its
adjacency matrix AG uniformly at random. We denote by E1, . . . , EK the distinct eigenspaces
of AG, where Ek has dimension mk. We identify the space of L2-orthonormal bases of Ek with
the orthogonal group O(mk) and endow this space with its Haar measure denoted by νk. There
holds

L2(V ) =
⊕
k∈[K]

Ek (3.1)

where V is the set of vertices of G. The set of orthonormal eigenbases of L2(V ) compatible with
the decomposition (3.1) is

B = O(m1)× . . .×O(mK)

and it is endowed with the product probability measure ν = ⊗kνk.

3.1. Proof of Theorem 1.1. Fix an arbitrary set I ⊂ R. For any x ∈ V ,

Π̃I(x)

N(I)
=

1

n
(3.2)

since Π̃I(x) does not depend on x and the sum over x is equal to 1. We plug (3.2) into (2.2)
(with p = q): for the random function u given by (1.5) we obtain

E
(
∥u∥qLq

)
≤
(
C
√
qn

1
q
− 1

2

)q
(3.3)

To prove (1.1), we observe that for any f : V → C, ∥f∥L∞ ≤ ∥f∥Lq . We set q = log n and we
apply the Markov inequality to get for any Λ > 0

PI

(
∥u∥L∞ ≥ ΛC log(n)

1
2n−

1
2

)
= PI

(
∥u∥qL∞ ≥ ΛqCq log(n)

q
2n−

q
2

)
≤ PI

(
∥u∥qLq ≥ ΛqCq log(n)

q
2n−

q
2

)
≤

(
C
√
qn

1
q
− 1

2

)q
ΛqCq log(n)

q
2n−

q
2

= n1−log(Λ) (3.4)

Fix k ∈ [K] and set I to be the singleton containing the eigenvalue corresponding to the
eigenspace Ek. In particular N(I) = mk. For any ℓ0 ∈ [mk], the map

O(mk) ∋ (bℓ)ℓ∈[mk] 7→ bℓ0 ∈ Sλk

sends the measure νk to the measure P{λk} and consequently, according to (3.4),

νk

({
(bℓ)ℓ∈[mk] ∈ O(mk); ∥bℓ0∥L∞ ≥ ΛC log(n)

1
2n−

1
2

})
≤ n1−log(Λ)



DELOCALIZED EIGENVECTORS OF TRANSITIVE GRAPHS 11

We deduce by the union bound

νk

({
(bℓ)ℓ∈[mk] ∈ O(mk);∃ℓ0 ∈ [mk], ∥bℓ0∥L∞ ≥ ΛC log(n)

1
2n−

1
2

})
≤ mkn

1−log(Λ)

and finally

ν
({

(bk,ℓ)k∈[K],ℓ∈[mk] ∈ B; ∀k ∈ [K], ℓ ∈ [mk], ∥bk,ℓ∥L∞ ≤ ΛC log(n)
1
2n−

1
2

})
≥ 1− n2−log(Λ)

follows by union bound over k ∈ [K], which proves (1.1). The proof of (1.2) follows exactly the
same lines, except that in (3.3) and (3.4) we need to use an arbitrary q independent of n, and
not q = log(n).

Remark 3.1. One can also prove a deterministic bound in terms of the maximal multiplicity
Mn of the adjacency matrix AG: any L2-normalized eigenvector u of AG verifies

∀q ∈ [2,+∞], ∥u∥Lq ≤M
1
2
n n

1
q
− 1

2 (3.5)

(with q = +∞ allowed). Indeed, setting I = {λ} where λ is the eigenvalue associated to u, we
have for any x ∈ V

|u(x)| =
∣∣∣∑
λk=λ

aλk
ψλk

(x)
∣∣∣ ≤ Π̃I(x)

1/2 =

(
N(I)

n

) 1
2

≤
(
Mn

n

) 1
2

since Π̃I(x) does not depend on x, which implies (3.5). In particular, if Mn ≪ log(n) this
improves (1.1). This is for instance the case for cycle graphs, since Mn = 2.

3.2. Generalization to products of graphs. Theorem 1.1 may be generalized at no cost
to products of graphs of all kinds, as soon as one of the two graphs in the product is vertex-
transitive; the results below are meaningful when this vertex-transitive graph has a large number
of vertices.

Definition 3.2. A graph product of two graphs G and H with sets of vertices denoted by V (G)
and V (H) is a new graph whose vertex set is V (G) × V (H) and where, for any two vertices
(g, h) and (g′, h′) in the product, the adjacency of those two vertices is determined entirely by
the adjacency (or equality, or non-adjacency) of g and g′, and that of h and h′.

Remark 3.3. To define a graph product, there are 3 · 3 − 1 = 8 different choices to make6

and thus there are 28 = 256 different types of graph products that can be defined. The most
commonly used are the Cartesian product, the lexicographic product, the strong product and the
tensor product.

In this section, the symbol × denotes one of the 256 possible notions of products of graphs.

Definition 3.4. We say that a graph is a product of type (ℓ,m) if it is equal to G×H where G
is a vertex-transitive graph with ℓ vertices, and H is an arbitrary graph with m vertices.

The following result extends Theorem 1.1 to products of graphs, with bounds which depend
on ℓ instead of n.

Theorem 3.5. There exists C > 0 such that the following holds. Let G×H be a product graph
of type (ℓ,m), with n = ℓm vertices. Then for any Λ > 0, with probability ≥ 1 − nℓ1−log(Λ) on
the choice of an orthonormal eigenbasis B of AG, any u ∈ B verifies

∥u∥L∞ ≤ ΛC

√
log(ℓ)

ℓ
. (3.6)

Also, there exists C > 0 such that for any q ∈ [2,+∞) and any Λ > 0, with probability ≥ 1−nΛ−q

on the choice of an element B ∈ B(G) picked following ν, any u ∈ B verifies

∥u∥Lq ≤ ΛC
√
qℓ

1
q
− 1

2 . (3.7)

6for instance, one of them is to decide if we put an edge between (g, h) and (g′, h′) when g ∼ g′ and h = h′.
The case where g = g′ and h = h′ is not considered.
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Remark 3.6. If instead of choosing an eigenbasis randomly we chose only one eigenvector
randomly we (3.6), with probability ≥ 1− ℓ1−log(Λ) and (3.7) with probability ≥ 1−Λ−q (i.e. we
do not loose the n factor)

Proof. We set

v(x) =
1

N(I)
Π̃I(x). (3.8)

We notice that
∑

x∈V (G×H) v(x) = 1 and that if x = (g, h) and x′ = (g′, h) with g, g′ ∈ V (G)

and h ∈ V (H), then v(x) = v(x′) since G is vertex-transitive. Therefore, v(x) ≤ 1/ℓ for any
x ∈ V (G)× V (H). We denote by c(h) the value of v(x) for x = (g, h) (independent of g ∈ G).
We have

1

N(I)q/2
∥Π̃I∥q/2Lq/2 = ℓ

∑
h∈H

c(h)q/2 ≤ ℓ

(∑
h∈H

c(h)

)q/2

= ℓ1−
q
2

(∑
h∈H

ℓc(h)

)q/2

= ℓ1−
q
2 .

We deduce from (2.2)

E
(
∥u∥qLq

)
≤
(
C
√
qℓ

1
q
− 1

2

)q
.

The proof is now exactly the same as in Theorem 1.1, with n replaced by ℓ, and q = log ℓ. □

3.3. Proof of Theorem 1.2. We denote by ψ1, . . . , ψm an orthonormal basis of E and by θ
an element of the unit sphere of E chosen uniformly at random. We also label the vertices as
V = {1, . . . , n}. For any i ∈ V , we have ci =

√
n(ψ1(i), . . . , ψm(i)), and |ci|2 = m due to (3.2).

Moreover, u =
∑m

j=1 θjψj ∈ Sn−1, therefore
√
nui = ⟨θ, ci⟩. Then we apply [32, Theorem 3]

(where d corresponds to our m). In this theorem, there are three parameters σ,A,B which we
need to determine: σ is defined by the relation 1

n

∑n
i=1 |ci|2 = σ2m, therefore σ = 1 in our case.

Then, A satisfies 1
n

∑n
i=1

∣∣σ−2|ci|2 −m
∣∣2 ≤ A, here we may take A = 0. Finally, B has to satisfy

1
n

∑n
i=1⟨θ, ci⟩2 ≤ B for all θ ∈ Sm−1. We may take B = 1, indeed

1

n

n∑
i=1

⟨θ, ci⟩2 =
n∑

i=1

m∑
k,ℓ=1

θkθℓψk(i)ψℓ(i) =
m∑

k,ℓ=1

θkθℓ

n∑
i=1

ψk(i)ψℓ(i) =
m∑

k,ℓ=1

θkθℓδk=ℓ = 1.

All in all [32, Theorem 3] gives exactly Theorem 1.2.

3.4. Proof of Theorem 1.3. We consider an eigenspace Ek of dimension mk, and we denote
by ψ1, . . . , ψmk

an orthonormal basis of Ek. As before, P{λk} is the uniform probability measure

on the unit sphere of Ek, and u =
∑mk

i=1 ziψi is a random vector following P{λk} (in particular,
Z = (zi)i∈[mk] is on the unit sphere of Ek).

Notice that we may assume that each fi has mean 0: 1
n

∑
x∈V fi(x) = 0. In the sequel we fix

f ∈ L2(V ) with mean 0. We have ∑
x∈V

f(x)u(x)2 = Z⊤BZ

where

B = (βij)1≤i,j≤mk
, βij =

∑
x∈V

f(x)ψi(x)ψj(x).

We notice that
mk∑
i=1

βii =
∑
x∈V

f(x)

mk∑
i=1

ψi(x)
2 =

mk

n

∑
x∈V

f(x) = 0 (3.9)
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and

mk∑
i,j=1

β2ij =
∑

x,y∈V
f(x)f(y)

(
mk∑
i=1

ψi(x)ψi(y)

)2

≤
∑

x,y∈V

f(x)2 + f(y)2

2

(
mk∑
i=1

ψi(x)ψi(y)

)2

=
∑

x,y∈V
f(x)2

(
mk∑
i=1

ψi(x)ψi(y)

)2

=
∑
x∈V

mk∑
i,j=1

f(x)2ψi(x)ψj(x)
∑
y∈V

ψi(y)ψj(y)

=
∑
x∈V

mk∑
i=1

f(x)2ψi(x)
2 =

mk

n
∥f∥2L2 (3.10)

where we used
∑

y∈V ψi(y)ψj(y) = δij . Since B is symmetric, we write B = P TDP where P is

orthogonal and D = (di)1≤i≤mk
is diagonal, and we deduce from (3.9), (3.10) that

mk∑
i=1

di = Tr(D) = Tr(B) = 0,

mk∑
i=1

d2i = Tr(D2) = Tr(B2) ≤ mk

n
∥f∥2L2 . (3.11)

Finally, setting Y = PZ, which is also uniform on the unit sphere of Ek, we have∑
x∈V

f(x)u(x)2 = Z⊤BZ = Y ⊤DY. (3.12)

We may write Yi = θi/
√
Θ with θi independent standard real normal random variables and

Θ =

mk∑
i=1

|θi|2.

We notice that

P (Θ ≥ mk/2) ≥ 1− e−
mk
12 (3.13)

(see [30, Lemma 5.1]). Also, applying [30, Lemma 5.2(i)] with C = mk
n ∥f∥2L2 (due to (3.11)) and

A =
√
C, we get that for any T > 0,

P
(
θ⊤Dθ ≥ Tmk/2

)
= P

(
mk∑
i=1

diθ
2
i ≥ Tmk/2

)
≤ 2

(
Tmk

2
√
C

+ 1

) 1
2

exp

(
−Tmk

4
√
C

)
(3.14)

where θ = (θ1, . . . , θmk
). We choose T =

t∥f∥L2√
n

. Combining (3.13) and (3.14) we get

P
(
Y ⊤DY ≥ t∥f∥L2√

n

)
≤ 2

(
t
√
mk

2
+ 1

) 1
2

exp

(
−
t
√
mk

4

)
+ exp

(
−mk

12

)
. (3.15)

Recalling (3.12) and using a union bound over the random choice of the mk elements forming
an orthonormal basis of Ek, this concludes the proof.

4. Lq-delocalization of approximate eigenvectors of symmetric matrices

This section is devoted to the proof of Theorem 1.6. We work in the setting of Section 1.3.
Our proof is based on the following lemma.

Lemma 4.1. Let u ∈ SI be a random vector with law PI .

(1) There exists C1 > 0 universal (not depending on I) such that for any q ∈ (2,+∞),

Mq,I ≤ C1
√
qN(I)

1
q
− 1

2 (4.1)

where Mq,I denotes the median of the random variable ∥u∥Lq .
(2) Let q ∈ (2,+∞]. Then, for any r > 0,

PI(|∥u∥Lq −Mq,I | > r) ≤ 4e−
N(I)r2

2 . (4.2)
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Proof. We first prove that for any q ∈ [2,+∞]

∥Π̃I∥Lq/2 ≤ N(I)2/q. (4.3)

For j ∈ [n] we denote by δj the vector of Rn whose only non-zero coordinate is the j-th one,
whose value is 1. We fix an orthonormal basis (ψλk

)k∈[n] of eigenvectors of Hn. Denoting by
ψλk

(i) the i-th coordinate of ψλk
for i ∈ [n], we have

∥Π̃I∥L∞ = max
j∈[n]

∑
λk∈I

ψλk
(j)2 ≤ max

j∈[n]

n∑
k=1

ψλk
(j)2 = max

j∈[n]

n∑
k=1

⟨δj , ψλk
⟩2 = max

j∈[n]
∥δj∥2 = 1. (4.4)

We also notice that

∥Π̃I∥L1 =
∑
j∈[n]

∑
λk∈I

ψλk
(j)2 = N(I). (4.5)

Using the interpolation inequality ∥f∥Lr ≤ ∥f∥1−
1
r

L∞ ∥f∥
1
r

L1 with r = q/2, we obtain (4.3).
Point (1) follows from

1

2
Mq,I ≤ E(∥u∥Lq) ≤ E(∥u∥qLq)

1/q ≤ C
√
qN(I)

1
q
− 1

2

where the first inequality comes from the fact that ∥u∥Lq is a non-negative random variable,
and the last one from (4.3) plugged into (2.2).

We turn to Point (2). Let F (u) = ∥u∥Lq . We notice that ∥F∥lip ≤ 1 since

|F (u)− F (v)| ≤ ∥u− v∥Lq ≤ ∥u− v∥L2 .

Applying Theorem A.2, we get (4.2). □

The proof of Theorem 1.6 is now straightforward.

Proof of Theorem 1.6. Point (i) follows by combining Point (1) and Point (2) of Lemma 4.1, with

r = ΛC1
√
qN(I)

1
q
− 1

2 and taking C = 2C1. For Point (ii) we apply Point (i) with q = log(N(I))
and we use the elementary inequality ∥u∥L∞ ≤ ∥u∥Lq . □

Remark 4.2. When N(I) remains bounded as n → +∞, Theorem 1.6 becomes almost empty.
But the method of proof of Theorem 1.6 can be straightforwardly adapted to prove smallness of the
Lq-norm of u with high PI-probability, under the additional assumption that ∥ΠI∥L2→Lq = o(1)
as n→ +∞. We do not detail this here.

5. Stronger Lq-delocalization for general graphs under Green function bounds

The goal of this section is to prove Theorem 1.8 and apply it to random lifts of a fixed base
graph. The general structure of the proof of Theorem 1.8 is borrowed from [12, Theorem 5.8],
which shows a spectral projector estimate for graphs close to regular graphs. Our proof is an
adaptation of this proof to the case of general local weak limits supported on rooted trees (not
necessarily regular).

5.1. Absolute continuity of µ. Denote by µGn the spectral measure of the adjacency matrix
A(Gn), i.e.,

µGn =
1

n

|Vn|∑
k=1

δλk
(5.1)

where the λk denote the eigenvalues of A(Gn). Two rooted graphs (G, o) and (G′, o′) are called
equivalent if there is a graph isomorphism φ : G→ G′ such that φ(o) = o′. If (G; o) is a rooted
graph, we denote by [G; o] its equivalence class, and G∗ denotes the set of equivalence classes

of connected rooted graphs. Let µ[G;o] denote the spectral measure of a rooted graph (G; o),
defined as the unique probability measure on R such that

∀z,ℑ(z) > 0, ⟨δo, (A(G)− zId)−1δo⟩ =
∫
R

1

λ− z
dµ[G;o](λ). (5.2)
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According to Proposition C.1, µGn converges to

µ =

∫
G∗

µ[G;o]dP([G; o]). (5.3)

We recall that P is supported on (equivalence classes of) rooted trees.

Proposition 5.1. The measure µ is absolutely continuous in I1, with bounded density.

Proof. Using (Green) we obtain that for P-almost every rooted tree [T ; o],

lim sup
η↓0

∫
I1

|RT
oo(λ+ iη)|2dλ < +∞.

In the sequel we work under this P-almost sure event. According to [28, Theorem 4.1], the

spectral measure µ[T ;o] is absolutely continuous in I1, with density ρ[T ;o](λ) = 1
πℑ(R

T
oo(λ+ i0))

with respect to the Lebesgue measure ℓ on R.
Denoting by C > 0 the supremum in the right-hand side of (Green), we get that for any

borelian B ⊂ I1,

µ(B) =

∫
G∗

ρ[T ;o](B)dP([T ; o]) ≤ ℓ(B) sup
λ∈I1,η∈(0,1)

E(T ;o)∼P

(
1

π
ℑRT

oo(λ+ iη)

)
≤ C

2
q

π
ℓ(B)

according to (Green). Hence µ is absolutely continuous, with density bounded by C
π . □

5.2. Preliminary lemmas. Recall the notation P(h)
Gn

introduced in (1.7). The goal of this
subsection is to prove the following lemma.

Proposition 5.2 (Spectral projector estimate). Let (Gn) be a family of graphs. We assume
that there exist h0, L such that for some h = h(n) ≥ h0,

dTV(P
(h)
Gn
,P(h)

) ≤ Lh−
q
2 . (5.4)

Let I1 be an open set where (Green) is satisfied, and let c0 > 0 such that µ has density ≥ c0 > 0
in I1. Then there exist C,C ′ > 0 (depending on c0, L, h0) such that for any interval I of length
at least C(log h)/h such that I ⊂ I1,

∥Π̃I∥Lq/2

N(I)
≤ C ′n

2
q
−1

(5.5)

In the sequel we set ζ = e2π. For any (finite or infinite) graph H whose adjacency operator
A(H) is essentially self-adjoint, and for any z ∈ C, we set RH(z) = (A(H) − zId)−1. We start
by recalling the following result, which states that if two rooted graphs are isomorphic up to
distance h of their root, then their resolvents are h−1-close.

Lemma 5.3. For i = 1, 2, let (Gi, o) be a rooted graph, and assume that the adjacency operator
A(Gi) is essentially self-adjoint. Assume further that (G1; o)h and (G2; o)h are isomorphic for
some h ∈ N and that ∥A(Gi)∥ ≤ b for ∥ · ∥ the operator norm. Then for any z ∈ C such that
ℑ(z) ≥ ζb⌈log(2h)⌉/2h,

|RG1
oo (z)−RG2

oo (z)| ≤
1

ζbh
.

For a proof, see e.g. [12, Corollary 5.5]. The next proposition tells us that the spectral
measure µGn of Gn is close to µ for large n, at least over not too small intervals I ⊂ R.
Lemma 5.4 (Local Kesten-McKay law). Let 0 < δ < 1 and assume that there exists h ≥ 1 such
that

δ ≥ max

(
hdTV(P

(h)
Gn
,P(h)

),
1

h

)
.

Then for any interval I ⊂ R of length |I| ≥ 20D log(2h)
h

(
1
δ log

1
δ

)
we have

|µGn(I)− µ(I)|
|I|

≤ Cδ,
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where the constant C only depends on D.

Proof of Proposition 5.4. Let t = ζD⌈log 2h⌉/(2h) ≤ 20D log(2h)
h . We denote by Rh the set of

rooted graphs (H; o′) with depth ≤ h. Let (H; o′) ∈ Rh. For simplicity of notation we simply
write H instead of (H; o′) to denote this rooted graph. We introduce

Vn(H) = {x ∈ Gn | (Gn;x)h ≃ H} (5.6)

and

fn(z;H) =
1

|Vn(H)|
∑

x∈Vn(H)

RGn
xx (z).

We also introduce the conditional expectation

f(z;H) = E(T ;o)∼P
(
RT

oo(z) | (T ; o)h ≃ H
)

where (T ; o)h is the rooted tree T cut at distance h. We have from Lemma 5.3 if ℑ(z) = t

|fn(z;H)− f(z;H)| ≤ 1

ζDh
.

We also have if ℑ(z) = t, since P(h)
Gn

(H) = 1
n |Vn(H)| and |fn(z;H)| ≤ 1/t,∣∣∣ 1

n

∑
x∈Vn

RGn
xx (z)− E(T ;o)∼P(R

T
oo(z))

∣∣∣ = ∣∣∣ ∑
H∈Rh

P(h)
Gn

(H)fn(z;H)− P(h)
(H)f(z;H)

∣∣∣
≤ 2

t
dTV(P

(h)
Gn
,P(h)

) +
∑

H∈Rh

|fn(z;H)− f(z;H)|P(h)
(H)

For any finite non-negative measure µ on R, we set gµ(z) =
∫
R

1
λ−zdµ(λ) for z ∈ C such that

ℑ(z) > 0. Therefore for ℑ(z) = t

|gµGn (z)− gµ(z)| =
∣∣∣ 1
n

∑
x∈Vn

RGn
xx (z)− E(T ;o)∼P(R

T
oo(z))

∣∣∣ ≤ 2

t
dTV(P

(h)
Gn
,P(h)

) +
1

ζDh

≤ 4h

ζD
dTV(P

(h)
Gn
,P(h)

) +
1

ζDh
.

By assumption this is bounded above by Cδ for some explicit C > 0 depending only on D.
We can apply Lemma B.1 with K = R and A the adjacency matrix of Gn, since the density
E(T ;o)∼P

(
1
πℑ(R

T
oo(λ+ i0))

)
of µ is bounded above (according to (Green) together with Hölder’s

inequality). This concludes the proof. □

Proof of Lemma 5.2. By assumption on I1, the density of µ is bounded below on I1 by some
positive constant c0. Let C be the constant from Proposition 5.4. Set δ0 = c0/2C. Without loss
of generality, we assume L ≥ 1 (where L is defined in (5.4)). It follows from (5.4) that

hdTV(P
(h)
Gn
,P(h)

) ≤ Lh1−
q
2 ≤ δ0

for h ≥ h1 where h1 is sufficiently large. Applying Proposition 5.4 we get that

µGn(I)

|I|
≥ c0 − Cδ0,

for all intervals I of length |I| ≥ c1 log(2h)/h such that I ⊂ I1, where c1 = 20D
δ0

log 1
δ0
. In

particular, µGn(I)/|I| ≥ c0/2 for all these intervals I, which implies

N(I) ≥ 1

2
c0n|I|. (5.7)

Let h ≥ h1 and t ≥ 20D log(2h)/h. In analogy with the notation of the proof of Proposition 5.4

we introduce the function g
(q)
n defined for any rooted graph (H; o′) ∈ Rh (simply denoted by H

in the sequel) by

g(q)n (z;H) =
1

|Vn(H)|
∑

x∈Vn(H)

(
ℑ(RGn

xx (z))
) q

2 ,
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where Vn(H) has been introduced in (5.6). We also consider the conditional expectation

g(q)(z;H) = E(T ;o)∼P

(
ℑ(RT

oo(z))
q
2 | (T ; o)h ≃ H

)
.

We have if ℑ(z) = t∣∣∣∣∣ 1n ∑
x∈Vn

ℑ(RGn
xx (z))

q
2 − E(T ;o)∼Pℑ(R

T
oo(z))

q
2

∣∣∣∣∣ =
∣∣∣∣∣∣
∑

H∈Rh

P(h)
Gn

(H)g(q)n (z;H)− P(h)
(H)g(q)(z;H)

∣∣∣∣∣∣
≤ 2

t
q
2

dTV(P
(h)
Gn
,P(h)

) +
∑

H∈Rh

|g(q)n (z;H)− g(q)(z;H)|P(h)
(H). (5.8)

Let H ∈ Rh. For any x ∈ Vn(H) and (T ; o) such that (T ; o)h ≃ H we have according to
Proposition 5.3

|ℑ(RGn
xx (z))−ℑ(RT

oo(z))| ≤
1

ζDh

and in particular ℑ(RGn
xx (z)) ≤ ℑ(RT

oo(z)) + 1. Therefore

|ℑ(RGn
xx (z))

q
2 −ℑ(RT

oo(z))
q
2 | ≤ 1

ζDh
(1 + ℑ(RT

oo(z)))
q
2 .

We deduce

|g(q)n (z;H)− g(q)(z;H)| ≤ 1

ζDh
E(T ;o)∼P

(
(1 + ℑ(RT

oo(z)))
q
2 | (T ; o)h ≃ H

)
. (5.9)

Combining (5.8), (5.9) and (Green) we deduce∣∣∣∣∣ 1n ∑
x∈Vn

ℑ(Rxx(z))
q
2 − E(T ;o)∼Pℑ(R

T
oo(z))

q
2

∣∣∣∣∣ ≤ dTV(P
(h)
Gn
,P(h)

)h
q
2 +

C

h
(5.10)

Using (5.4) and again (Green), we deduce that 1
n

∑
x∈V (ℑ(Rxx(z)))

q
2 is bounded by C ′ for

some C ′ > 0 depending only on L,D. If I = [λ− t, λ+ t] and z = λ+ it, then ℑ((λ′ − z)−1) =
t/((λ′ − λ)2 + t2) ≥ (1/2t)1λ′∈I , therefore∑

λk∈I
|ψλk

(x)|2 ≤ 2tℑ(Rxx(z)) (5.11)

hence
∥Π̃I∥q/2Lq/2 ≤ |I|

q
2

∑
x∈V

(ℑ(Rxx(z)))
q
2 ≤ C ′n|I|

q
2 . (5.12)

Putting this together with (5.7) we get the result. □

5.3. Proof of Theorem 1.8. Using 2.2 together with Lemma 5.2, we obtain

E
(
∥u∥qLq

)
≤
(
C ′n

1
q
− 1

2

)q
.

Then, we apply the Markov inequality to get for any Λ > 0

PI

(
∥u∥Lq ≥ ΛC ′n

1
q
− 1

2

)
≤

(
C ′n

1
q
− 1

2

ΛC ′n
1
q
− 1

2

)q

≤ Λ−q. (5.13)

5.4. An application: approximate eigenvectors of random lifts. In this section we pro-
vide examples of families of graphs where Theorem 1.8 applies, namely random lifts of a fixed
base graph G. Our main result of this section is Theorem 5.7. Recall the following definition
[2].

Definition 5.5. Given a graph G with vertex set V , a random labeled n-lift of G is obtained by
arbitrarily orienting the edges of G, choosing a permutation σe ∈ Sn for each edge e uniformly
and independently at random, and constructing the graph Gn with n vertices (u, 1), . . . , (u, n)
for each u ∈ V and edges ((u, i), (v, σe(i))) whenever e = (u, v) is an oriented edge of G.
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In the sequel, a finite graph G = (V,E) is fixed. We prove in Lemma 5.6 that n-lifts of G
converge almost surely in the local weak sense as n → +∞ toward a probability P which we

now describe. Recall that the universal cover G̃ of G is a tree of finite cone type, meaning

that if one denotes by C(v) the forward subtree emanating from a vertex v of G̃, the number of

non-isomorphic cones C(v) as v runs over the vertices of G̃ is finite. Then,

P =
1

|V |
∑
x∈V

δ
[G̃,x]

is a well-defined probability measure.

Lemma 5.6. Let 0 < c ≤ 1
8 log(d−1) . There exists C > 0 such that for any n ∈ N the probability

that a random labeled n-lift Gn of G satisfies

dTV(P
(h)
Gn
,P(h)

) ≤ 2√
n

(5.14)

for h = c log n is ≥ 1− C|V |n−
1
4 .

Proof. Let Gn be drawn according to the probability measure Qn on random labeled n-lifts
introduced in Definition 5.5. Fix 0 < c ≤ 1

8 log(d−1) . Then there exists C > 0 such that for any

x ∈ Vn = V × [n] (the vertex set on which all n-lifts are built),

Qn(A
(Gn)
x ) ≤ C

(d− 1)2c logn

n
(5.15)

where A
(Gn)
x denotes the event that there exists at least one cycle in Gn of length ≤ c log n

containing x. The proof of (5.15) is almost contained in the proof of [10, Lemma 27]. For the
sake of completeness, it is detailed in Appendix D.

We denote by X the random variable counting the number of points in Gn which belong to
a cycle of length ≤ c log n. There holds

Qn(X >
√
n) ≤ 1√

n
EQn(X) =

1√
n

∑
x∈Vn

Qn(A
(Gn)
x ) ≤ C|V |(d− 1)2c logn√

n
≤ C|V |n−

1
4 .

We observe that for any Gn ∈ Gn such that such that X ≤
√
n, (5.14) is satisfied. Indeed,

P(h)
=

1

|Vn|
∑
x∈Vn

δ
[G̃,x]h

(5.16)

since G̃ is also the universal cover of Gn. Then we see that the two summands in (5.16) and

(1.7) coincide except when A
(Gn)
x holds, which is the case for a proportion at most

√
n/|Vn| of

the vertices x ∈ Vn, from which we deduce that (5.14) holds. □

Let us denote by A(G̃) the adjacency operator of G̃, and by sp(A(G̃)) its spectrum. If G is
a finite graph with minimal degree ≥ 2 which is not a cycle, it follows from [15, Theorem 1.5]

that sp(A(G̃)) has a continuous part. The following statement is concerned with approximate
eigenvectors spectrally localized in this continuous part:

Theorem 5.7. Assume that G is a finite graph with minimal degree ≥ 2 which is not a cycle.

Denote the universal cover of G by G̃. There exists a family of sets (Ic1,c2)0<c1≤c2<+∞ having
the following properties:

• for any 0 < c1 < c2 < +∞, there exist C,C ′ > 0 such that for any n ∈ N, any Λ > 0

and any interval I ⊂ sp(A(G̃)) \ Ic1,c2 of length at least C log logn
logn there holds

PI

(
∥u∥L∞ ≥ ΛC ′(log n)2n−

1
2

)
≤ Λ

− logn
2 log logn (5.17)

for any n-lift Gn of G satisfying (5.14), where u ∼ PI , i.e., u is a random approximate
eigenvector of the adjacency matrix of Gn.
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• for any 0 < c1 ≤ c2 < +∞, Ic1,c2 is a finite union of open intervals, and Ic1,c2 shrinks

to a finite set when c1 → 0 and c2 → +∞. In particular, sp(A(G̃)) \ Ic1,c2 is non-empty
when c1 is sufficiently close to 0 and c2 is sufficiently large.

Notice that thanks to Lemma 5.6 we know that Theorem 5.7 applies to random n-lifts with

probability ≥ 1−C|V |n−
1
4 . We also mention that there is an analogous statement to Theorem

5.7 for Lq norms, q ∈ [2,+∞). Finally, it is possible by optimizing slightly the proof of Lemma
5.6 and the choice of q in (5.18) to replace (log n)2 in (5.17) by (log n)α for any α > 1/2.

Proof of Theorem 5.7. The main idea is that thanks to the strong bound (5.14), our proof of

Theorem 1.8 still works when q depends on n, as long as q ≤ C logn
log logn with C < 1 (uniform in

n). We take h = c log n where c = 1
8 log(d−1) is the constant appearing in Lemma 5.6, and

q =
log n

2 log log n
. (5.18)

Then according to Lemma 5.6, the inequality (1.9) is satisfied for some L > 0 (uniformly in n).
We now define Ic1,c2 for any 0 < c1 ≤ c2 < +∞. For this, we need to rely on the results of [6] as

a black-box: a family of “resolvent-type” functions ζj : C → C is introduced (whose dependence

in z ∈ C is denoted by ζzj ), for which the set of λ ∈ sp(A(G̃)) such that c1 ≤ |ℑζλ+i0
j | ≤ c2 for

any j is of the form sp(A(G̃)) \ Ic1,c2 . Here Ic1,c2 is a finite union of open intervals, that shrinks
to a finite set when c1 → 0 and c2 → +∞. We refer the reader to part (2) of [6, Proposition
4.2], and to the comments below this proposition. From this, it follows that

sup
λ∈I1,η∈(0,1)

E(T ;o)∼P

((
ℑRT

oo(λ+ iη)
) q

2 + |RT
oo(λ+ iη)|2

)
≤ C ′q/2 (5.19)

where C ′ does not depend on n (see also Remark A.4 in [5]). This replaces (Green).
We claim that Lemma 5.2 holds (without any change in the statement) if q is taken as (5.18).

Indeed, with this n-dependent q, the proof carries over without any modification until (5.9)
(included). Instead of (5.10) we get thanks to (5.19)∣∣∣∣∣ 1n ∑

x∈Vn

ℑ(Rxx(z))
q
2 − E(T ;o)∼Pℑ(R

T
oo(z))

q
2

∣∣∣∣∣ ≤ dTV(P
(h)
Gn
,P(h)

)h
q
2 +

C ′q/2

h

Using (1.9) and the fact that h = c log n, we conclude that 1
n

∑
x∈V (ℑ(Rxx(z)))

q
2 is bounded

above by C ′′ q
2 for some C ′′ > 0 depending only on L,D. Therefore, Lemma 5.2 holds with q

given by (5.18). Then, as in Section 5.3, we deduce that (5.13) holds for q given by (5.18).
Finally, using that ∥u∥L∞ ≤ ∥u∥Lq we get Theorem 5.7. □

Appendix A. Probability calculus on spheres

Let us denote by µd−1 the uniform probability measure on the unit sphere Sd−1 of Rd. Recall
the following formula (see [18, Proposition 5.1], which corrects [19, Appendix A]):

Proposition A.1. Let d ≥ 2. For any θ ∈ [0, π/2],

µd−1(|x1| > cos(θ)) = Cd

∫ θ

0
sind−2(φ)dφ, Cd = 2

Γ
(
d
2

)
Γ
(
d−1
2

)
Γ
(
1
2

) . (A.1)

Proof. On Sd−1 we use the coordinates (cos(φ), sin(φ)u) where u ∈ Sd−2. Then dµd−1(φ, u) =
sin(φ)d−2dµd−2(u)dφ. This yields the integral formula in (A.1), and there remains to determine
Cd. We have

1 = Cd

∫ π/2

0
sind−2(φ)dφ =

Cd

2
B((d− 1)/2, 1/2).

where B(·, ·) is the beta function. Using B(x, y) = Γ(x)Γ(y)/Γ(x + y), this gives the value of
Cd. □
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There exist different statements of measure concentration of Lipschitz functions on the sphere
in the literature. The one we use in the present paper is the following.

Theorem A.2. Let f : Sd−1 → R be a Lipschitz function and define its median value M(f) by

µd−1(f ≥ M(f)) ≥ 1

2
, µd−1(f ≤ M(f)) ≥ 1

2
.

Then for any r > 0

µd−1(|f −M(f)| > r) ≤ 4e
− dr2

2∥f∥2
lip .

For a proof, see [31, Theorem 14.3.2], written for 1-Lipschitz functions. The case of general
Lipschitz functions is obtained by considering f/∥f∥lip.

Appendix B. Bound on spectral measures using the resolvent

The following result is proved in [12, Lemma 5.3], using [13, Lemma 3.7].

Lemma B.1. Let A ∈ Hn(C) be a Hermitian matrix with resolvent R(z) = (A − zIn)
−1. Let

L ≥ 1, 0 < δ < 1/2, K be an interval of R and µ a probability measure on R. Recall that
gµ(z) =

∫
R

1
λ−zdµ(λ) for z ∈ C such that ℑ(z) > 0. We assume that for some t > 0 and all

λ ∈ K, either

ℑgµ(λ+ it) ≤ L or µ

([
λ− t

2
, λ+

t

2

])
≤ Lt.

We also assume that for all λ ∈ K,∣∣∣∣ 1ntrR(λ+ it)− gµ(λ+ it)

∣∣∣∣ ≤ δ.

Then for any interval I ⊂ K of length |I| ≥ t(1δ log
1
δ ) such that dist(I,Kc) > 1/L we have

|µA(I)− µ(I)|
|I|

≤ CLδ

where C is a universal constant and µA(I) is the number of eigenvalues of A belonging to I.

Appendix C. Local weak convergence and spectral measure

In this appendix we collect known facts on the local weak (also called Benjamini-Schramm)
convergence, and we refer the reader to [5, Appendix A] for details. We define a distance between
rooted graphs by

dloc((G, o), (G
′, o′)) =

1

1 + α
,

α = sup{r > 0 : ∃ graph isomorphism φ : BG(o, ⌊r⌋) → BG′(o′, ⌊r⌋) and φ(o) = o′}.
Recall that G∗ denotes the set of equivalence classes of connected rooted graphs under the

isomorphism relation. Then dloc turns G∗ into a separable complete metric space. We may thus
consider the set of probability measures on G∗, denoted by P(G∗). If (Gn) is a sequence of finite
graphs, we say that P ∈ P(G∗) is the local weak limit of (Gn) if

1

|Vn|
∑
x∈Vn

δ[Gn;x]

converges weakly-* to P in P(G∗) as n → +∞, where Vn is the set of vertices of Gn, and we
recall that [Gn;x] denotes the equivalence class of the rooted graph (Gn;x).

The subset GD
∗ ⊂ G∗ of equivalence classes [G; o] such that G is of degree bounded by D is

compact. It follows that P(GD
∗ ) is compact in the weak-* topology. Hence, if CD

fin denotes the

set of finite graphs G of degree bounded by D, then any sequence (Gn) ⊂ CD
fin has a subsequence

which converges in the local weak sense to some P ∈ P(GD
∗ ). If (Gn) satisfies (BST) and if a

subsequence of (Gn) has a local weak limit P, then P must be concentrated on the set of rooted
trees with degree bounded by D.
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Recall the notation µGn and µ[G;o] introduced respectively in (5.1) and (5.2). We recall [34,
Theorem 2.1]:

Proposition C.1. Suppose a sequence (Gn) ∈ CD
fin has a local weak limit P. Then µGn converges

weakly to
∫
GD
∗
µ[G,o]dP([G; o]).

Appendix D. Proof of (5.15)

The proof of (5.15) is contained in the proof of [10, Lemma 27] except for the last line. But
reading the proof of [10, Lemma 27] requires to be familiar with the notation of [10]. To keep
the present paper self-contained, we repeat here this proof, very mildly modified to show (5.15).

In the sequel, a graph is seen as a quadruple G = (V, E⃗, ι, o) where V and E⃗ are countable

sets (respectively the set of vertices and half-edges), o : E⃗ → V is a map and ι : E⃗ → E⃗ is a

map satisfying ι2(e) = e and ι(e) ̸= e for any e ∈ E⃗. Thus, ι defines an equivalence classes on

E⃗, e ∼ f if and only if e = ι(f) with two elements in each equivalence class. An equivalence
class is called an edge, the edge set is denoted by E. We interpret o(e) as the origin vertex of
the directed edge e and t(e) = o(ι(e)) as the end vertex of e.

Let us reformulate the defintion of n-lifts provided in Definition 5.5. For an integer n ≥ 1,
let Sn(G) be the family of permutations (σe)e∈E⃗ such that σι(e) = σ−1

e . A n-lift of G is a graph

Gn = (Vn, E⃗n, ιn, on) such that

Vn = V × [n], E⃗n = E⃗ × [n]

and, for some σ ∈ Sn(G), for any (e, i) ∈ E⃗n

ιn(e, i) = (ι(e), σe(i)) and on(e, i) = (o(e), i).

For v = (v, i) ∈ Vn, we set

E⃗n(v) = {e ∈ E⃗n : on(e) = v} = {(e, i) : o(e) = v}.

We fix v ∈ Vn and we explore its neighborhood step by step. We start with A0 = E⃗n(v). At stage
t ≥ 0, if At is not empty, we pick et+1 = (et+1, it+1) in At with on(et+1) at minimal graph distance
from v (we break ties with lexicographic order). We set ft+1 = ιn(et+1) = (ι(et+1), σet+1(it+1)).
If ft+1 ∈ At, we set At+1 = At \ {et+1, ft+1}, and, otherwise,

At+1 =
(
At ∪ E⃗n(on(ft+1))

)
\ {et+1, ft+1}.

At stage τ ≤ n|E⃗|, Aτ is empty, and we have explored the connected component of v. Before
stage

T =
h−1∑
s=1

D(D − 1)s−1 = O
(
(D − 1)h

)
,

we have discovered the subgraph spanned by the vertices at distance at most h from v. Also, if
v has a cycle in its h-neighborhood, then S(v) = Sτ∧T ≥ 1 where

St =

t∑
s=1

εs and εt = 1(ft ∈ At−1)

for t ≥ 1. At stage t ≥ 0, for any e ∈ E⃗, at most t values of σe have been revealed and
|At| ≤ D + (D − 1)(t− 1).

Let Ft be the σ-algebra generated by (A0, . . . , At) and PFt be its conditional probability
distribution. Then, τ is a stopping time. Also, if t < τ ∧ T , let Bt = {(ι(et+1), i) ∈ At : i ∈ [n]}
and nt ≤ t be the number of s ≤ t such that fs or es is of the form (ι(et+1), i), i ∈ [n]. We find

PFt(εt+1 = 1) =
|Bt|
n− nt

≤ DT

n
= q.



22 NICOLAS BURQ AND CYRIL LETROUIT

Hence, from the union bound, taking h = ⌊c log n⌋, we obtain

Qn(A
(Gn)
v ) ≤ P(S(v) ≥ 1) ≤ qT = O

(
(D − 1)2h

n

)
.

which concludes the proof of (5.15).
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