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CONSTRUCTIVE KREIN-RUTMAN RESULT FOR
KINETIC FOKKER-PLANCK EQUATIONS IN A DOMAIN

K. CARRAPATOSO, P. GABRIEL, R. MEDINA, AND S. MISCHLER

ABSTRACT. We consider a general Kinetic Fokker-Planck (KFP) equation in a domain with
Maxwell reflection condition on the boundary, not necessarily with conservation of mass.
We establish the wellposedness in many spaces including Radon measures spaces, and in
particular the existence and uniqueness of fundamental solutions. We also establish a Krein-
Rutman theorem with constructive rate of convergence in an abstract setting that we use for
proving that the solutions to the KFP equation converge toward the conveniently normalized
first eigenfunction. Both results use the ultracontractivity of the associated semigroup in a
fundamental way.
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1. INTRODUCTION

1.1. The KFP equation in a domain. In this paper, we consider the Kinetic Fokker-Planck
(KFP) equation (also denominated sometimes as Kolmogorov equation or ultraparabolic equation)

(1.1) Of+v-Vof=Ayf+b-Vof+cef on U

on the function f := f(t,z,v) depending on the time variable ¢ > 0, the position variable = € €,
where Q C R? is a suitably smooth domain, d > 3, and the velocity variable v € R?. For
T € (0, +00], we use the shorthands U := (0,T) x O, O := Q x R%. We assume that

(1.2) b=b(z,v) €RY c=c(z,v) ER,

each of these functions being at least in L, (O). We complement the above KFP evolution

equation with the Maxwell type reflection condition on the boundary

(1.3) rf=%nf=tsSwf+wPwuf on T,
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and with an initial condition
(1.4) f(0,z,v) = fo(z,v) on O.

Here I'_ denotes the incoming part of the boundary, . denotes the specular reflection operator,
2 denotes the diffusive reflection operator, g and ¢tp are nonnegative coefficients. More precisely,
we assume that Q := {z € R%; §(x) > 0} for a W2°(R?) function § such that §(z) := dist(z, Q)
on a neighborhood of the boundary set 9 and thus n, = n(z) := —Vd(x) coincides with the
unit normal outward vector field on Q. We next define $% := {v € R £ v - n, > 0} the sets of
outgoing (X% ) and incoming (37 ) velocities at point x € 0, then the sets

Si={(r,0) 0 €00 veLL), Ti:=(0,T)x Sy,

and finally the outgoing and incoming trace functions v+ f := 1, vf. The specular reflection
operator . is defined by

(1.5) (ZLg)(x,v) = g(x,Vev), Vyv:i=v—2n(z)(n(z)-v),

and the diffusive operator & is defined by

(1.6) (29)(z,v) = Mp(v)g(z), g(z):= / g9(z, w) n(z) - wdw,
+

where .4, stands for the Maxwellian function

(1.7) My (v) = (270,) @D/ 2 exp(—|v[?/(20,)) > 0,

associated to the wall temperature ©, which is assumed to satisfy

(1.8) 0, cWh>(Q), 0<6,<6,<0* <.

It is worth observing that .#, is conveniently normalized in such a way that ,/Z/: = 1. Denoting
the accommodation coefficient ¢ := 1g + tp, we assume

Ls,tp,t: 0 — [0,1].

Let us introduce some notations and then discuss some particular cases. In view of (1.1), we
define the interior collisional operator

(1.9) Cf=0f+b-Vof+cf
and next the (full) interior operator
(1.10) L =T+%F, T :=-v-V,.

We name microscopic or interior mass conservative case, the case when
ZL*1=%"1=0, or equivalently c¢=divb,
and we name macroscopic or boundary mass conservative case, the case when
Z*1 =1, or equivalently ¢ = 1.

Here and below, the operators €, .Z* and Z* denote the (formal) dual operators. It is worth
emphasizing that we always have £*1 <1 from the very definition (1.3), (1.5), (1.6) and the
assumption ¢ < 1, so that mass is never added from the boundary, it is only (possibly partially)
returned. The boundary condition (1.3) corresponds to the pure specular reflection boundary
condition when ¢ = 1g = 1 and it corresponds to the pure diffusive boundary condition when
t =tp = 1. When both mass conservation conditions are fulfilled then equation (1.1)-(1.3) is
mass conservative, meaning that any solution (at least formally) satisfies

/f(t,m,v)dmdv:/fo(a:,v)dxdv, YVt >0.
o o
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We name equilibrium or detailed balance condition case when the maxwellian .# with constant
temperature is a stationary state for each operator separately, namely

LM =CM =0, Rl =M.

When O = 1, that corresponds to the situation when ¢ = 1 (1s and ¢p can be space dependent)
and % is the usual harmonic Fokker-Planck operator with b(z,v) = v, ¢(z,v) = d, that is

Cf:=Af+div(vf).

This very specific but physically motivated situation has been studied in the recent paper [17]
where, in particular, a constructive exponential stability result is established.

On the other hand, in the general situation when at least one of the two above conservations
fail, we rather look for an eigentriplet (A1, f1, ¢1) satisfying

(111) )‘1 ER, gflz)\lfla nyflzf@’}ﬂrflv $*¢1:)\1¢17 7+¢1:%*77¢1'

This issue has been tackled recently in [26] with the restriction ©, = © is a constant, where
the existence and uniqueness of such eigenelements have been established as well a the non-
constructive exponential asymptotical stability of the associated eigenfunction is F = e*f;.

We refer to [37, 36, 52, 22, 12, 18, 11, 47, 57, 58] for a general discussion and mathematical
analysis of the kinetic Fokker-Planck equation set in the whole space or in a domain and to
related problems.

In the present paper, we carry on the analysis made in [26, 17] by establishing the following
results.

(1) We prove the existence and uniqueness of solutions in many weighted Lebesgue spaces
by establishing dissipativity estimates on the associated operator and next growth bound on
the corresponding semigroup. We also establish the existence and uniqueness of a fundamental
solution.

(2) We establish the ultracontractivity of the above semigroup associated to the evolution
problem (1.1)-(1.4)-(1.3), that is some immediate gain of stronger Lebesgue integrability and
even immediate gain of uniform bound.

(3) We prove a constructive version of a Krein-Rutman-Doblin-Harris theorem providing
existence, uniqueness and exponential asymptotic stability with constructive rate of the first
eigentriplet for a general class of positive semigroup in an abstract framework.

(4) We show that the KFP model addressed here satisfies the requirement of the above
Krein-Rutman-Doblin-Harris theorem and thus give a clear and constructive understanding of
the large time behaviour of the solutions.

These results generalize or make more accurate some previous similar known results.

1.2. Confinement in the velocity variable and admissible weight functions. We introduce

additional assumptions on b and ¢ in order that the interior collisional operator % provides a

convenient velocity confinement mechanism. We first assume

(1.12) liminfinfb- — = +oo, ﬂ,divvb,(;:o(b-i).
lo]soo @ || (v) [v]?

These two conditions are fundamental in order that first the interior collisional operator ¥ and

next the full operator are dissipative and even have a discrete spectrum in convenient functional

spaces. In order to identify these spaces and to make the discussion simpler, we make more

precise the confinement conditions by assuming that there exist Ry, bg,b1 > 0, v > 1 and for any

p € [1,00] there exists k, > 0 such that

v

1
(1.13) VoreQ,veBg, bolv]"<b-v<bifu|?, c—fdivvbgkpb-HZ.
D v
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We now introduce the class of the so-called admissible weight functions w : R — (0, 00) we
will work with, which will be either a polynomial weight function

(1.14) w= (" =1+ )2 k> k. :=max(d+ 1,k koo),
K = max(k; +(d+v—1)/2,k1+d/2+1), and we set s := 0 in that case, or either an exponential
weight function
(1.15) w = exp((v)®),
with the restrictions
s <min(y,2), ¢ >0; s=7v<2, (€ (0,b/2);
s=v=2, €€ (0,min(1/0%,b9)/2); s=2<~, ¢€(0,1/(20%)).
In order to explain that choice of weight functions, we introduce the function
1\ [Voel? | (2 A, Vy Lo

(117) @ =%, (2,0) =2 (1— ) | ff' + ( —1) Svfp 2P o — Zdivy b,

’ p 14 p ¥ ¥ b
which is the key quantity in order to reveal the velocity confinement mechanism. We may notice

that for w := (v)%e¢I*I", with £ € R and s,¢ > 0, and because of the second condition in (1.12),
we have

(1.18) wl o~ ()P = sCh-vlu|*T2 i s> 0,

wsp |[v|—o00

(1.16)

1

(1.19) ws, ~ c—=divyb—rlb-vy|? if s=0.
vl o0 p

As a consequence, whatever is the value v > 1, we have (wf »)+ € L(0) for any admissible

weight function, what is the key information in order to establish a growth estimate in the

corresponding weighted L? space. Moreover, we have

€

w,p —

(1.20) lim sup sup @

[v| 500 Q

—0oQ

for any admissible weight function when ~ > 2 and for any exponential weight function with
exponent s € (2—-y,v] when 7 € (1, 2], what gives a key information on the spectrum of ¢ in the
corresponding functional space. We will call strongly confining any admissible weight function
satisfying (1.20). For further references, we also notice that

(1.21) sup A w(v) € (L' N L>®)(RY), w™{v) € (L' N L?)(RY),
Q

for any admissible weight function because of the restrictions k., > d+1, s <2 and ¢ < 1/(20%)
when s = 2. The bound (1.21) provides the compatibility of the weight function with the
boundary condition.

1.3. The main results. In order to state our main results, we need to introduce some functional
spaces. For a given measure space (F, &, 1), a weight function p : E — (0, 00) and an exponent
p € [1,00], we define the weighted Lebesgue space LP associated to the norm

lgllzz = llpgllLs-

We also define M, ; as the space of Radon measures g on O with vanishing mass at the boundary,
that is such that |gw|(O\O.) — 0 as € — 0, where, for any ¢ > 0,

(1.22) Q. ={reQdx)>e}, O.:=0Q.xB.-1.

We first state a general existence and uniqueness result for the kinetic Fokker-Planck equation
(1.1), (1.3), (1.4).
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Theorem 1.1 (Existence and uniqueness). We make the above assumptions on Q, O, b and c,
in particular (1.2), (1.8), (1.12) and (1.13) hold. For any admissible weight function w and any
initial datum fo € LP, p € [1,00], or fo € Mio, there exists a unique global weak solution f to
the kinetic Fokker-Planck equation (1.1), (1.3), (1.4). In particular, for any (zg,ve) € O, there
exists a unique fondamental solution associated to the initial datum fo := 6z ve)-

The precise sense of solution will be given in Proposition 3.3 (see also Theorem 3.5) in a L?
framework, in Theorem 5.2 in a general LP framework, and in Theorem 5.3 in a Radon measures
framework. This result extends the existence and unique result of [26, Theorem 11.5] stated in a
more restrictive L? framework (see also [22, 1] for further previous results). The L? framework is
mainly based on Lions’ variant of the Lax-Milgram theorem [40, Chap III, §1], as used in [22, 1],
a trace theory developed in [46, 47, 26, 16] and boundary estimates in the spirit of [3, 47, 7].
The growth estimate is obtained by cooking up a modified but equivalent weight function for
which the dissipativity of the full operator can be established. On the other hand, the general
Lebesgue framework and the Radon measures framework are more involved and are also based
on the ultracontractivity theorem below as well as some arguments adapted from the parabolic
equation as developed in [10, 8, 9]. It is worth mentioning that the well-posedness and some
regularity issues for the KFP equation set in the torus have been obtained in [1]. For the whole
space setting, we refer to the recent works [5, 4] and the references therein. Finally, the KFP
equation in a bounded domain has been considered in [58, 56, 53].

We next consider the first eigenvalue problem and the longtime behaviour providing a
quantitative answer to the first eigen elements issue.

Theorem 1.2 (Long time asymptotic). There exist two weight functions wy, m1 and an exponent
r > 2 with L[, C (L2, ) such that there exists a unique eigentriplet (A1, f1,¢1) € R x LY, x L2

my
satisfying the first eigenproblem (1.11) together with the normalization condition H¢1||L$n1 =1,

(P1, [1) = (1, fl)Lﬁqv(L?nl)' = 1. These eigenfunctions are continuous functions and they also
satisfy

(1.23) 0<f1§w_1, 0<¢p1 Sw on O,

for any admissible weight function w. Furthermore, there exist some constructive constants C' > 1
and Ao < A1 such that for any strongly confining admissible weight function w, any exponent
p € [1,00] and any initial datum fo € LP, the associated solution f to the kinetic Fokker-Planck
equation (1.1), (1.3), (1.4) satisfies

(1.24) 1F(t) = {fo, #1) freM || L, < CeX2|| fo = (fo, 1) f1ll e
for any t > 0.

This result improves the recent work [26, Section 11] (see in particular [26, Theorem 11.6],
[26, Theorem 11.8] and [26, Theorem 11.11]) by slightly generalizing the framwork to a position
dependent wall temperature and by providing a fully constructive approach for the exponential
stability of the first eigenfunction. We refer to the previous works [39, 30] (partially based on
[55, 35, 38]) where similar results are established for the same kind of equation in a bounded
domain with no-flow boundary condition. We also emphasize that in the conservative case, many
works have been done related to hypocoercivity and constructive rate of convergence to the steady
state in [23, 31, 25, 34, 33, 57] or more recently in [24, 43, 15, 13, 1, 17]. From a technical point
of view, this result is a consequence of the abstract version of the Krein-Rutman-Doblin-Harris
theorem that will be presented in section 7.1 (and which is really in the spirit of the recent
work [26]) together with the ultracontractivity property stated below and the Harnack estimates
established in [27].

Both the above well-posedness and the longtime behaviour results are based on the following
ultracontractivity property.
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Theorem 1.3 (Ultracontractivity). There exist ©,C > 0 and k > 0 such that any solution f to
the KFP equation (1.1)-(1.4)-(1.3) satisfies

enT
(1.25) I (T ) < Cogllfollzy, YT >0,

for any strongly confining admissible weight function w.

This result slightly improves and generalizes [17, Theorem 1.1] which establishes a similar
result in the conservative case. The proof is very alike the one of [17, Theorem 1.1] although some
steps are slightly simplified. The strategy is based on Nash’s gain of integrability argument [51]
which is performed however on a time integral inequality as in Moser’s work [50], and is then more
convenient in order to use the interior gain of integrability deduced from Bouchut’s regularity
result [11] following the way paved by [27, Theorem 6] for proving a somehow similar local
version. Contrary to the last reference, the gain of integrability is not formulated locally in x,v
and integrated in time but globally in x, v and pointwisely in time as in the the ultracontractivity
theory of Davies and Simon [19, 20]. Exactly as in [17], the key argument consists in exhibiting
a suitable twisted weight function which is somehow slightly more elaborated than the one used
during the proof of the growth estimates in Theorem 1.1.

1.4. Organization of the paper. Section 2 is dedicated to the proof of some weighted LP
a priori growth bounds for the primal and the dual problems. These estimates and the well-
posedness in a L? framework for the same problems (and thus part of Theorem 1.1) are then
established rigorously in Section 3. Section 4 is devoted to the proof of the ultracontractivity
property as stated in Theorem 1.3. In section 5 we come back to the well-posedness in a general
framework and we end the proof of Theorem 1.1. Section 6 is dedicated to the proof of the
Harnack inequality associated to our equations. In Section 7 we state and prove a constructive
version of the Krein-Rutman theorem and deduce Theorem 1.2.

2. WEIGHTED LP A PRIORI GROWTH ESTIMATES

This section is devoted to the proof of some a priori growth estimates in weighted LP spaces
for solutions to the KFP equation (1.1)-(1.4)-(1.3) and its formal adjoint.

2.1. A priori estimates for the primal problem. We recall that for two functions f,p :
R? — R, and p € [1,00), we have

(2.1) L@nrioa =222 [ 9, opp+ [ porat,

with wf’p defined in (1.17), what can be established by mere repeated integrations by part, see
for instance [26, Lemma 7.7] and the references therein. From the definition of the admissible
weight functions in Section 1.2 and for further references, we may observe that the large velocity
asymptotic of wzp is controled by

(2.2) limsup(supw% —wf )<0, o = 4)%(”0)7“72,

w,p w,p w,p
[v| 300 Q ’

with bg > 0 given by
by = (k — kp)by if s =0,
(2.3) bg :=bos¢ if s € (0,7),
bg = bos¢ — (s¢)? if s=1.
In a more quantitative way, for any 9 € (0,1), there exists «’, R’ > 0 such that

(2.4) sup wfp < k'xr + X%/ﬁwﬁm,
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where xr(v) := x([v|/R), x € C*(R+), 1o1) < X < 1o 9], and x5 : 1 — X&.

Lemma 2.1. For any admissible weight function w, there exist kK > 0 and C > 1 such that for
both exponents p = 1,2, any solution f to the KFP equation (1.1)—(1.3)—(1.4) satisfies, at least
formally,

(2.5) Ifelley < Ce™|l follzz, Yt >0.

The proof is based on moment estimates introduced in [16, Proposition 3.3] for the case
p =2 and in [17, Lemma 2.3] for the case p = 1, which are reminiscent of L' hypodissipativity
techniques, see e.g. [45, 28, 7], and which are based on the usual multiplicator used in order to
control the diffusive reflection operator in previous works on the Boltzmann equation, see e.g.
[3, 46, 47, 7]. For further references, we define the formal adjoints

(2.6) L =0V, + ", €'g:=A7A,9g—b-V,g9+ (c—divd)g.

Proof of Lemma 2.1. Consider 0 < fy € LP(w) and f = f(t,z,v) > 0 a solution to the Cauchy
problem (1.1)-(1.3)—(1.4). We introduce the modified weight functions w4 and & defined by

_ ~ 1ng, - v
(27) wi = %7} pXA + wp(l - XA)v wP = <1 + 5 <’U>4 ) wz’

with A > 1 to be chosen later, ¢ := v/{v) and ¥ := ¢/(v). It is worth emphasizing that

(2.8) czlw < %wA <w< %wA < cpw,
with ¢4 € (0,00). We then write
1d / N / L 1/ N 1/ _
2.9 —— Pl = | (Cf)fF wP + - P TP — - PP (ng - v),
eo 24 [ re= [@ppiwel | L[ aora. o)

and we estimate each term separately below.

Step 1. We first compute separately each contribution of the boundary term in (2.9), namely we
write

7/(7f)1’a;p(nm -v) = By + By
Y
with
1 .
By = 7/2(7f)puﬁ Mo v, Byi=-—3 /Z(“Yf)p(”x SORCE

On the one hand, we have

Bi=— [ st vl [ (s 4097 fydin o
sy s_

< —/E+(7+f)1’wi(nw.v)++/ L (Y4 )PP (ng - v) +/ oo (V)P AP (- )

<- / S Pe0) + / oo (7 f P K (w1),

oN

where we have used the convexity of the mapping s + sP in the first line, we have made the
change of variables v — Vv in the second integral in the second line and we have set

(2.10) Ki(wa) = / MP O (ng - v)— dv < .
Rd

For p = 1, we observe that ws > 1 and we set Ko(w4) := 1. For p = 2, using the Cauchy-Schwarz
inequality, we have

(1 < Kalwon) ! [ 0P
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with
-1 —2
Ko(wa)™ = / Wi (ng - v)4 dv < oo.
Rd
In both case we deduce

(2.11) B < /{m 1p(K1(wa) — Ka(wa)) (v f)P.

On the other hand, using the boundary condition (1.3) and making change of variables
v — Vv, there holds

1 . 1 N
Bz = 75/ (VP (ng - 0)* — 5/ (ts S v f + DDy Py (ng - 0)°
o _
1 ) 1 .
N “/ (VP (na - 0)* = 5 / (1574 + DDy Pl (ng - )2,
2 E+ 2 E+
When p = 1, denoting
(2.12) Ko(wa) := % M(ny - 0)3 wadv < 00,
R4

we therefore have
1 . —
Be < =3 [ (@) 0Pos =~ [ inKolwa) (i),
> oQ
On the other hand, when p = 2, denoting
(2.13) Ko(wa)™t = 2/ (v)? wy?dv < oo,
X3
and thanks to the Cauchy-Schwarz inequality, we have
1 R N
B3 [ OuhPns-oPuh < - [ Kolwa) D>
oy oQ

In both cases p =1 and p = 2, we have established

(2.14) B< /8 1 (ea) = Kafeoa) = Kofwa)] (1)

and we observe that

lim Kl(WA) = lim K2(UJA) = ]-7

A—o0 A—o0
thanks to the dominated convergence theorem, the normalization condition on .#, and the
condition (1.21). We similarly have

1
lim Ko(wa) = 3 My (ny @)3_ dv > C1(0,,0%) > 0,
Rd

A—o0

when p = 1, and

lim Ko(wa) ! =2 My (v)? dv < Co(O,,0%) < oo,

A—o0 e

when p = 2. All these convergences being uniform in x € 92, we can choose A > 0 large enough
in such a way that

Kl(WA) — KQ(CUA) — Ko(wA) S O,
and thus

- [apram. v <o,
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Step 2. We now deal with the first term at the right-hand side of (2.9). On the one hand from
(2.1), we have

[@nmiar =200 [ ey [ pos,

with

. _ ~
w?f ::2(1—1> |VEW| +<2—1> A1”—b-VE°J+c—]%<1ixzvz;.

P w w

Defining, @? := 1 + %755}( and o =1+ xa(A#'"Pw™P — 1) so that © = pws and wa = paw,
we compute

1 2 2 A
(2.15) ¢ :wA,p+2v“wA-Vp”p+2(1—p) Vol +(—1>”p—b-w’,

w,p

wa o P o ©
with
1\ |V,wal? 2 A, Vo 1.
wA,,,:2<1>'°;A'+<1> wa_y Yowa L
D w4 p wA wA p
and next

v v 1 v 2 2 A’U v
(2.16) wA,p:wjp+2v w.w+2<1_>m+(_1) @A_b,v pa

P 03 P oA PA

Because x4 has compact support in the velocity variable, the same holds for all the terms except
the first one at the right-hand side of (2.16), and thus

1 |t |
¢ w,p
|w,4,p - ww,p| S (v)4 S (v)2+rts’

Similarly, observing that
Vowa Vep  Vew Viyp n Vepa Viup
WA © w © PA £

)

Ve@| < ()~ and the second term is compactly supported, we have

where |2

#
¢ |V(U| 1 ‘ww,p‘
‘wd),p - wA,P’ S (1 + |b| + w ) <’U>4 5 <’U>2 .

Combining the last two estimates together with (2.4), we deduce that for any 9 € (0, 1), there
exists K, R > 0 such that

(2.17) supwcg’ < Exg+ Y& 0!

Step 3. We finally deal with the second term at the right-hand side of (2.9). When p = 1 we have

wA < 1 |w£}7p|&;
(02~ (3?2~ (o)

thanks to the regularity assumption on 2. On the other hand, when p = 2, we first compute

- 1, W 1ng -
v Vi (@?) = 5(1} . Dxnzv)% + (1 + fnv U) V- Vi(w?h).

(d=1) V.0, > V.0,
2 O, 2 ez |’

Since

V() = xadls! {
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assumption (1.8) together with the fact that x4 is compactly supported and the regularity
assumption on €2 as above imply

1 |t |
~2\ < ~2 o 1 Popl~
v vm(w )N <’U>2w ~ <’U>S+'y

Step 4. Coming back to (2.9) and using Step 1, we deduce that

2.1 PP < — P22 / pop
(218) v [re <D v gapep s [ pora,

for both p = 1,2 and with
1

(2.19) wZ = wl v VP,
wP

Gathering the estimates (2.4) and those established in Step 2 and Step 3, we deduce that for
any ¥ € (0,1), there exists x, R > 0 such that

(2.20) wZ, < kxR + XRITE,

In particular, W~ Zp < £ and we immediately conclude thanks to Gronwall’s lemma and the
comparison (2.8) between w and @. O

2.2. A priori estimates for the dual problem. We establish now a similar exponential
growth a priori estimate in a general weighted L? framework, ¢ = 1,2, for the dual backward
problem associated to (1.1)—(1.3)—(1.4). More precisely we consider the equation

-0 g=v-V,g9+%E"g in (0,7)x O,
(2.21) V49 =RZV-g on (0,T) x %,
9(T) = gr in O,

for any T € (0,00) and any final datum gr. The adjoint Fokker-Planck operator ¢* is defined
n (2.6), and the adjoint reflection operator Z* is defined by

K g(v,v) =157 g(x,v) +1pP*g(x),
with

—_—

7"9(0) = rg(w) 1= | glaw) s w)(ns ) v,

for any function g with support on X_.
For two solutions f to the forward Cauchy problem (1.1)—(1.3)—(1.4) and g to the dual problem
(2.21), the usual identity

(2.22) /of(T)gT=/Ofog(0)
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then holds at least formally, see also Theorem 3.5 below. We may indeed formaly compute

Lt@e = [ fao+ | ' [ @ta+ s ds
= /Ofog(O)—/()T/O(U-wagﬂLvagcg)ds

= /Ofog(O)/oT/Z(v'n)vagds

= /ofog(O)—/()T/&(v-n)(%f)(«%’*’yg)ds

+/0T/ v - n|(Zy1f)(v-9) ds,

by using the Green-Ostrogradski formula and the reflection conditions at the boundary. From
the very definition of #Z and #Z*, we then deduce (2.22).

Lemma 2.2. For any admissible weight function w and any exponent ¢ = 1 or q = 2, there
ezist k € R and C > 1 such that for any T > 0 and any gr € L%, with m := w™?, the associated
solution g to the backwards dual problem (2.21) satisfies

(2.23) lg(0)llzs, < Ce™ llgrllLy,.

Proof of Lemma 2.2. Without loss of generality we may suppose that m > .#,, otherwise we
replace m by ¢cm where ¢ > 0 is such that m > ¢~ 1.,

Consider a final time T' € (0,00), a final datum 0 < gr € L%, and g = g(¢,x,v) > 0 a solution
to the backward dual Cauchy problem (2.21). For A > 1, we introduce the weight functions

~ 1ng, v
(2.24) mi = xaty+ (1 —xa)m?, m?:= (1 —= g; ) mY,
with the notations introduced in (2.4). It is worth emphasizing that

1 . 3 3
(2.25) My <myg <m and c}lm < §mA <m< §m,4 < im,

with ¢4 € (0,00). Similarly as in the proof of Lemma 2.1, we compute

1 1 1
(2.26) _Ld gqﬁ:/ g ! (‘5*9)77%”*/(79)“771" (nm-v)—*/ g? (v-Vymi),
qdt Jo o qJs qJo

and we estimate each term separately.

Step 1. In order to estimate the boundary term in (2.26), we split it into

/ (vg) % (ny -v) = Bi— B
)
with

Bi= [ ()l (o) and Ba= 3 [ (09)7 it (n 01
2 h

For the first term, we have

B — / (ts P79 + 10 Dy—g)" m (ng - v) 4 — / (r-g)t %, (g - v)
Xy

IN

/ s 0+ / (@) i rav)- [ eyt (o0

—_~—

,/ tp(y—g)Tm% (ngcwu)_Jr/E LD (///z’y_g)q m% (ng - v)4,

IN
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where we have used the boundary condition in (2.21) on the first line, the convexity of the
mapping s — s? on the second line, and the change of variables v — V, v on the third one.
Defining
Ki(mga):= [ m%(ng-v)ydv < oo,
Rd
we equivalently have

—_~—

By < - / (1) m, (g - v)- + /8 K (ma) ().

When g = 1, we set K3(ma4) := 1 and use the fact m4 > .4, in order to obtain

Bi< [ {Ki(ma) ~1}.45 0
On the other hand, when ¢ = 2, the Cauchy-Schwarz inequality yields
(A9 < Kalma)™ [ (1-gPmii(n o) o,
where we have set
Ko(ma)™t = /Rd MEm P (ng - v) - dv < 00,

and we thus obtain
B, < / o (K1 (ma) — Ko(ma)} (Aor—g)°.
e}

We now deal with the second term By, observing first that

N 1 N "
By = 5/ (v-9)* m?ax (N2 'U)2 + 5/ {tsv-g+1p? ’Y—g}q m,qA (N2 '0)27
Y

where we have used the boundary condition in (2.21) and the change of variables v — V,v. If
q = 1, we through away the two first terms and we have

1 —~— 1 —~—
By > 5/ Lo (Myy—g) ma (ng - 0)* > 5/ tpKo(ma)(Auy-g),
o0

where we have set

Ko(ma) := ma(ng - 9)% dv < co.
Rd
Otherwise if ¢ = 2, we through away the last integral and using the Cauchy-Schwarz inequality
and ¢tp < 1, we obtain

—_—~—

1 1
By > 5/ (’Y—g)q m?cx (n:v '1})2 > 5/ LDKO(mA)(%w'Y—g)zz
o0

where we have set

Ko(ma)™t = MPm P (0) dv < oo,
T

In both cases, gathering previous estimates yields

—_~—

- 1
220 [aat o < [ w{Kima) - Kalma) - Ha(ma) b (230
) o0
We observe that in both cases ¢ = 1,2, we have

lim Kyj(ma)= lim Ks(mga) =1,
A—o00 A—o0
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thanks to the dominated convergence theorem, the normalization condition on ., and the
condition (1.21). We similarly have

lim Ko(ma)= [ My(ng 0)%dv>C1(0.,0%) >0,
Rd

A—00
when ¢ = 1, and
lim Ko(ma)™ ' = My (V) dv < Co(O,,0%) < o0,
when g = 2. All these convergences being uniform in z € 02, we can choose A > 0 large enough
in such a way that

Ka(m.a) — Ko(m.a) — 3 Ko(ma) <0,

which implies
(2.28) /('yg)qﬁlq (ng-v) <0.
b

Step 2. We now estimate the first term at the right-hand side of (2.26). First of all, from
(2.1)-(1.17), we have

4(g—1 .
[ gy = 2D g goemenp s [ g,
R4 q Rd ’

with

. 1 vl 2 A, v 1
wfq_2(1) v f' +<1>¢+b-v s0+c+<1)divq;b-
’ q) ¢ q 0 0 q

Arguing exactly as in Step 2 of the proof of Lemma 2.1, we can write

w;g%*q = wzjq +20,
with L1
wji,q = wgpa -+ == 13 W = O(|w§1,p|)'
p q
Step 3. We finally deal with the second term at the right-hand side of (2.26). We compute

1 ng-v a

2 (v)*

v V() = (1 )v-vz(mi)—l(@-Dmnmm

A
2 (v)?
and observe that
w Va0, (d—1)V,.0,
2 02 2 O,
Hence assumption (1.8) together with the fact that x4 is compactly supported and the regularity
assumption on {2 as above imply

1 _ 1 | ep ~
_ 'V:r A\ < _~ ma < WP ~q
g Ve Rt R

Step 4. Coming back to (2.26) and gathering previous estimates, we deduce that

1d - 4(qg — 1 . - *
(2.29) _77/ gimi < _M/ |Vv(gm)tZ/2|2 +/ gqmqw;gq
qdt Jo q o o '

for both ¢ = 1,2 and with

o * 1
(2.30) wi =wl 4+ —v-Vmi.
’ ’ m4



14 K. CARRAPATOSO, P. GABRIEL, R. MEDINA, AND S. MISCHLER

Arguing as in the end of the proof of Lemma 2.1, we obtain that for any 9 € (0, 1), there exists
Kk, R > 0 such that

(2:31) Wi g < AXR T XRIL,

in particular, w%; < k, and we immediately conclude thanks to Gronwall’s lemma and the fact
that m < m < m. O

3. WELL-POSEDNESS IN A WEIGHTED L? FRAMEWORK

We briefly disscuss the well-posedness in a weighted L? framework for both the primal and
the dual Cauchy problems, using some material developed in [26, 16].

3.1. Trace results in a L? framework. In this section, we consider the kinetic Fokker-Planck
equation

(3.1) 0ig+v-Veg=Lg+G, Lg:=A,9+b;0,9+ng

for a vector field b = b(z,v), a function n = n(z,v) and a source term G = G(t,z,v). We
formulate some trace results for solutions to the Vlasov-Fokker-Planck equation developed in [26,
Sec. 11] and [16, Sec. 2] (see also [47, Section 4.1]) and and which are mainly a consequence of
the two following facts:

(1) If g € L?, H} is a weak solution to (3.1), then it is a renormalized solution;

(2) If g € LY, and V, g € L., is a weak solution to (3.1), then it admits a trace vg € L* in
a renormalized sense.

We introduce some notations. We denote
(3.2) déy = |ng - v|dvdo, and d& = (ny - 9)? dvdo,

the measures on the boundary set 3. We denote by Z; the class of renormalized functions
g e WIZ’COO (R) such that 8" has a compact support, by %, the class of functions 3 € I/Vli’coo (R)

such that 4" € L>(R) and by Dy(U) the space of test functions ¢ € D(U) such that ¢ = 0 on
I'y. We finally define the operators

ME;(:O = —0p —v - Vyop, M:@ = 31;,-,<,0 —bip,
and we assume
(33) bia ne Lto;leoc?c,v'
Theorem 3.1. We consider g € L*((0,T) x Q; H} .(R?)), G € L?,(H,,. ), bi,n satisfying (3.3)

loc,v
and we assume that g is a solution to the kinetic Fokker-Planck equation (3.1) in the sense of
distribution D' (U).
(1) There exists vg € L2 (T, déadt), g € C([0,T); L, (O)) and the following Green renormalized
formula

(3.4) /u (B(g) Mo + 00, B(g)Mi + 8" (g) | Vogl?0) dudadt

+/F6(79)<p ng - v dvdogdt + [/O(B(g)w)(tw)dxdv 0T= (G+mng,8'(9)e)

holds for any renormalized function 8 € %, and any test functions ¢ € D(U), as well as for any
renormalized function 8 € By and any test functions ¢ € Do(O). It is worth emphasizing that
B'(g)p € L2, H! so that the duality product (G, ' (g)p) is well defined.

X _ —
(2) If furthermore gy € L2 (O) and y—g € L2, (T;dé1dt), then g € C([0,T); L2 (O)), 49 €

leoc(f‘;@&dt) and (3.4) holds for any renormalized function € PBo and any test functions
p € D(O).
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(3) Alternatively to point (2), if furthermore g € LS.(U), then vg € LS. (T') and (3.4) holds
for any renormalized function B € By and any test functions ¢ € D(O).

We will also use the following stability result in the spirit of [47, Theorem 5.2].

Theorem 3.2. Let us consider four sequences (g*), (b%), (n*) and (G*) and four functions g, b,
1, G which all satisfy the requirements of Theorem 3.1.
(1) If g8 — g weakly in L2 ( _) V¥ — b strongly in L2 _(O), n* — n strongly in L2, (O)
and G* — G weakly in L10C leow, then g satisfies (3.1) so that it admits a trace function
vg € LIOC(F désdt) and vg* — vg weakly in L2 _(T;déadt).
(2) If g* — g strongly in LIOC(_) b* — b weakly in L2 _(O), n* — n weakly in L% _(O)
and G* — G weakly in Lloc IH then g satisfies (3.1) so that it admits a trace function

loc,v’

vg € L2 (T;déadt) and vg* — g weakly in L2 (T'; déadt).

3.2. Well-posedness for the primal equation. For further reference, for an admissible weight
function w, we define the Hilbert norm || - ||,# = || - ||, by

115 = 1Tz + 1 I :7/{|va\2 L)}’ dodu dt,

with wig defined in (2.2), and we denote by . = ., the associated Hilbert space. We now
state the well-posedness result for the primal problem which is nothing but [16, Theorem 2.12].

Proposition 3.3. We make the reqularity assumptions on Q, ©, b and c as presented in
Section 1, in particular (1.2), (1.8), (1.12) and (1.13) hold. For any admissible weight function
w and any fo € L?(0), there exists a unique global solution f € C([0,T);L2)N#, VT > 0,
to the kinetic Fokker-Planck equation (1.1) complemented with the Mazwell reflection boundary
condition (1.3) and associated to the initial datum fo. More precisely, the function f satisfies
equation (3.1) in the sense of distributions in D'(U) with trace functions, defined thanks to
Theorem 3.1, satisfying vf € L2(T,d&) as well as the Mazwell reflection boundary condition
(1.3) pointwise and f(t,-) € L2, Vt € [0,T], and the initial condition f(0,-) = fo pointwise.

Because we will need to adapt it in the next section, we allude the proof and we refer to [16]
for details.

Proof of Proposition 3.3. We split the proof into four steps.

Step 1. Given f € L2 (I'_;d¢&;), we solve the inflow problem
Of+v-Vuf =%f in (0,00) x O

(3.5) v—f =T on (0,00) x X_
fit=0 = fo in O,

thanks to Lions’ variant of the Lax-Milgram theorem [40, Chap ITI, §1]. More precisely, we define
@ as during the proof of Lemma 2.1 and the bilinear form & : 7 x C([0,T) x OUT_) — R by

E(f0) = /u (f — 1) /M F(h +v- Vo) (6.

Using the Green-Ostrogradski formula, we observe that

E(p,p) = /M(/\cp Cp)p” + = /cp

(@]

1
2/@1} Vo2 + = / dfl,
r_
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for any ¢ € C1([0,7) x OUT_). The same computations as presented during the proof of
Lemma 2.1 imply that

(36)  Se0) 2 = 2olels + lelas + SleOl2 + Sz e

for some \g € R. For A\ > )\q, the bilinear form & is thus coercive and the above mentioned Lions’
theorem implies the existence of a function fy € . which satisfies the variational equation

3.7 E(fne) = fe_”tp?vzdﬁﬁ/ fop(0, )@ dvdz, Ve CL[0,T) x OUT_).
Ir_ O

Defining f := fie* and using Theorem 3.1, we deduce that f € # N C([0,T]; L2(0)) is
a renormalized solution to the inflow problem (3.5) and that vf € L2(T;d¢;). From the
renormalization formulation, we have the uniqueness of such a solution. Because of the trace
Theorem 3.1-(2), we can take (3(s) = s? in (3.4) and we get
[ (0 Vg = 25m) + 2, (1)) dodade
u

T
+/(’y )% 2 ng - vdvdo,dt + {/ (f2)(t, ')dazdv] =0,

r o 0

for any ¢ € D(O). Taking ¢ := @ in that last identity thanks to an approximation procedure
and next using (3.7), the same computations as presented during the proof of Lemma 2.1 and
the Gronwall lemma, we also deduce the energy estimate

t
1l + [ (B + 21015 ) €0 ds
t

Step 2. For any o € (0,1) and h € 5# N C([0,T]; L (O)) solution to the problem (3.5) for some
h e LE(I_;d&y), and thus vh € L2(T;d€r), we then consider the modified Maxwell reflection
boundary condition problem

Of+v-Vuf =Ff in (0,7)x0O
(3.8) v_f = aZvyih on (0,7)xX_
f(t:O7>:f0 in Oa

for which a solution f € 52 N C([0,T]; L2(0)) such that vf € L2/(T;d&;) is given by the first
step. Repeating the arguments of Step 1 in the proof of Lemma 2.1, we have

1870 ey < [ esCremhdes + [ (K@) = Kofwa) (i)
+
< [ a-w)ouhdde + [ K)oy
o4 a0
<

2
||'Y+h‘|Lg(r+;d§1)'

Thanks to the energy estimate stated in the first step, we immediately deduce that the mapping
h — f is a-Lipschitz for the norm defined by

t
sup LR34 [ Il ey 0 a5}
te[0,T] « 0 «

From the Banach fixed point theorem, we deduce the existence of a unique fixed point, and that
provides a solution to (3.8).
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Step 3. For a sequence oy € (0,1), ap 7 1, we next consider the sequence (fy) obtained in
Step 2 as the solution to the modified Maxwell reflection boundary condition problem

O fr +v-Vof =% fr in (0,7)x O
(3.9) Y fr = apRByy fr on (0,7)x%_
fk(t:O7'):f0 in O.

From the fact that Z : L2 (34;d&) — LE(X4;d&;) with norm less than 1 as established in
Step 2 and the energy estimate stated at the end of Step 1, fi satisfies

t
(3.10) ||fkt||2Lg +/0 {(1 —a%)||7fks||2Lg(F+;dgl) +2||fks||ilém} M=) ds < ||f0||i§e)\0t7

for any ¢t € (0,7) and any k > 1. Choosing 3(s) := s? and ¢ := (n, - v)(v) 2w?(v) in the Green
formula (3.4), we additionally have

[ e
r

From the above estimates, we deduce that, up to the extraction of a subsequence, there exist
f e NL®0,T; L2(0)) and f+ € L2 (T'+;d&dt) such that

fx — f weakly in s NL>®(0,T;L2(0)), ~+fr — f+ weakly in L2 (T;déxdt).
Because (v)w™! € L%(R?), we have L2 (T;d&;) € LY(T;d€;). On the other hand, we recall that
from the very definition (1.3), we have
(3.11) & LN(245d&) — LN (S23d6), |2 e siaen) < 1-

These three pieces of information together imply that Z(yfiy) — Z(f+) weakly in L'(T'_;d¢&;).
On the other hand, from Theorem 3.2, we have 7 f; — v f weakly in L (I';d&;). Using both
convergences in the boundary condition v_ fi = Z(v4 fx), we obtain v_f = Z(y+f). We
may thus pass to the limit in equation (3.9) and we obtain that f € C([0,T];L2) N is a
renormalized solution to the KFP equation (1.1) complemented with the Maxwell reflection
boundary condition (1.3) and associated to the initial datum fy. Passing to the limit in (3.10),

we also have
t
(3.12) Il fell 72 +2/ || fs 1.1 M=) ds < || fo|22 €™,
w 0 @ @

for any t € (0,T).

Step 4. We consider now two solutions fi and fo € C([0,T7]; L?) NS to the KFP equation (1.1)-
(1.3) associated to the same initial datum fy, so that the function f := fo— f1 € C([0,T); L2)NH#
is a solution to the KFP equation (1.1)-(1.3) associated to the initial datum f(0) = 0. Choosing
@ := W1XR, With &; given by (2.7) associated to p = 1, A > 0 large enough, w; := (v)**, with
xr(v) := x(v/R), 15, < x € D(R?), and with 8 € C2(R), 8(0) = 0, 3” with compact support,
in (3.4), we have

/B(fT)godvdw—i—/ﬂ(vf)go(nx~v)dvdamdt+/B”(f)Iva|2cpdvdxdt
(@) T U
- /u (BU) 7 + BU) (Bup — Dy, (bi)) + cf B (f)o} dv da .

We assume 0 < 5(s) < |s|, |8'(s)] <1, and 8” > 0 so that we may get rid of the last term at the
left-hand side of the above identity. We observe that

BF) (Avp — 8y, (b)) +cfB' (el < 1fI(1Aup] +10s, (bip)| + legl)
S flor(+o'7%) € L2 (U),
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because of the condition k, > ki + (d +~ — 1)/2 and the bound (1 + (v)/?)wf € L?(U). The
same uniform estimate holds for the term S(f) .7*p. We also observe that
1B(vf) @ (e - )| S Iy flwi|ng - o] € L*(T),

because of the condition k. > k1 + d/2 + 1 and the bound vfw € L?(T';d¢zdt). We may thus
pass to the limit R — oo and B(s) * |s| such that 0 < s5'(s) 7 |s|, and we deduce

/|fT|c~u1dvdx+/Wf|&1 (nx-v)dvdaxdtg/ |flwZ @1dv da dt.
O r u

Using finally the estimate of Step 1 in the proof of Lemma 2.1 in order to get rid of the boundary
term as well as the estimates obtained in Step 2 and Step 3 in the proof of Lemma 2.1 in order
to deal with the RHS term, we get

T
/|fT|@1dvdx§/€//|f\51dvdxdt,
o 0o Jo

and we conclude to f = 0 thanks to Gronwall’s lemma. g

3.3. Well-posedness for the dual equation and conclusions. We first establish the well-
posedness of the dual KFP equation in a L? framework.

Proposition 3.4. For any admissible weight function w, any final time T > 0 and any final datum
gr € L2 (0), m := w1, there exists a unique g € C([0,T); L2,) N 5%, solution to the backward
dual kinetic Fokker-Planck equation (2.21) in a similar sense as stated in Proposition 3.3.

Sketch of the proof of Proposition 3.4. We follow the same strategy as during the proof of Pro-
position 3.3.

Step 1. Given g € L2 (T'_;d¢;), we consider the backward inflow problem
—0g—v-Veg=%"g in (0,7)x0O

(3.13) Y+9 =19 on (0,T)x X4
Iit=T = 91 in O,

We define m as during the proof of Lemma 2.2 and the bilinear form & : %, x C1((0,7] x O U

E(g,p) = /M(Ag—‘f*g)wﬁ%“r/ug(@t+v~Vm)(<pﬁ%2),

which is coercive for A large enough thanks to Lemma 2.2 (and more precisely (2.29)-(2.30)).
Using Lions’ variant of the Lax-Milgram theorem [40, Chap III, §1], we obtain a variational
solution g € 47, to (3.13), and more precisely

E(g,9) = / gpm?® dé; +/ gre(T,)m* dvdz, Ve € Co((0,T] x OUT ).
Thanks to the trace Theorem 3.1 and the dissipativity property (2.29) of £*, we deduce that
g€ C([0,T]; L},) N A
Step 2. For a sequence «y, € (0,1), ag 1, we build a sequence (g) of solutions to the modified
Maxwell reflection boundary condition problem
— Oigr — v - Vaegr = € gi in (0,7)x0O
(3.14) Vi gr = kB V- fr on (0,T)x ¥4
ge(t=T,") =gr in O,
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by using Step 1, the fact that 2* : L2 ($_;d&1) — L2 (X_;d&) from Step 1 in Lemma 2.2 and
the Banach fixed point Theorem. This sequence satisfies

m

T
[s(‘)u% ||9kt||ifh +/ {||79ks||2L2 (Thiden) T ||gks||?q1,f} ds < CT||9TH%§%
’ 0

for some constant Cr and any k& > 1. We may extract converging subsequences (gx/) and (ygx-)
with associated limits g and 7, and passing to the limit in (3.14) with the help of Theorem 3.2,
we deduce that ¥ = vg and that g is a renormalized solution to (2.21).

Step 3. We may assume w < (""" with s, = min(2,v) and ¢ € (0,¢*), defining ¢* := by/2
if v < 2, ¢* := min(by,1/0*)/2 if v = 2, ¢* := 1/(20%) if v > 2. We set m; := e ()"
with ¢; € (¢, (). We consider two solutions g; and g, € C([0,T); L2,) N 5%, to the backward
dual KFP equation (2.21) associated to the same final datum g7, so that the function g :=
g2 — g1 € C([0,T); L2,) N 7, is a solution to the KFP equation (1.1)-(1.3) associated to the
initial datum ¢(7T") = 0. Choosing ¢ := mix g in (3.4), with the notations of Step 4 of the proof
of Proposition 3.3, and proceding similarly, we get

/ B(g(0))pdvda + / Blvg)  (na - v) dodo di + / B"(£) Vo f P dvda dt
O I u

- / Blg) T+ / {8(9) (Aup + divy (b)) + (¢ — div, b) F B (/) o} dw da .
u u

Taking advantage of the fact that all the terms in the interior and at the boundary are now well
defined, we may argue as for the proof of the L}%l estimate performed in Lemma 2.2, and we
conclude that g = 0 as in Step 4 of the proof of Proposition 3.3. 0

We conclude the section by reformulating and slightly improving the two previous well-
posedness results.

Theorem 3.5. Consider an admissible weight function w and set m = w™?!.

(1) There exists a semigroup S¢ on L2(O) such that for any fo € L3(O), the function
fi == Se(t)fo is the unique solution in C([0,T);LE) N, YT > 0, to the KFP equation
(1.1)-(1.4)-(1.3). Furthermore (2.5) holds if additionally fo € LP, for some p € [1,00].

(2) Similarly, there exists a semigroup S~ on L2 (O) such that for any gr € L2,(0), the
function g; == S+ (T — t)gr is the unique solution in C([0,T); L2) N S, YT > 0, to the dual
KFP problem (2.21). Furthermore (2.23) holds if additionally gr € L%, for some q € [1,x0].

(8) The semigroups S and Sg+ are dual one toward the other. In other words, the equation
(2.22) holds for any fo € L2(O) and gr € L2,(0).

Proof of Theorem 3.5. The proof is split into four steps.

Step 1. We may define the semigroup S¢ by setting S¢(t)fo := f; for any fo € L2 and
t > 0, where f; is the unique solution in C([0,T); L2) N 3#, VT > 0, to the KFP equation
(1.1)-(1.4)-(1.3) provided by Proposition 3.3. In particular (2.5) holds for p = 2. Proceeding
as in Step 4 during the proof of Proposition 3.3, we may justify the computations performed
during the proof of Lemma 2.1 and we get that (2.5) holds for p = 1 when f, € L2 N L}. By
interpolation, we obtain that (2.5) holds for any p € [1,2] when fy € L2 N LP.

Step 2. From the well-posedness result of Proposition 3.4, we may define the semigroup S¢- by
setting S+ (t)gr := g(T —t) for any gr € L2, and any 0 < t < T, where g is unique solution in
C([0,T); L3,) N 5, to the KFP problem (2.21). We obtain as in Step 1 that furthermore (2.23)
holds for any ¢ € [1,2] if go € L2, N LY,.

Step 3. We change ¢ by ¢y, :=tgn+tpn <1—1/n, with ts, :=1t5(1—=1/n), tpn = tp(1—1/n),
and we denote by Z,, and %, the corresponding reflection operators. Denoting by f,, the solution
associated to the KFP equation, the reflection operator %,, and the inital datum fy given by
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Step 1 (or Proposition 3.3), we have the additional property v f, € L2(I';d¢;). The solution
gn associated to the dual problem (2.21) for the reflection operator %;; and the final datum
gr given by Step 2 (or Proposition 3.4) also satisfies the additional property vg, € L2 (T;d&;).
Because of these additional estimates on the boundary, we may justify the computations leading
to the identity (2.22) by starting from (3.4) applied with g := f,,, ¢ := g, and S(s) := s or by
applying (a variant of) Theorem 3.1 to the function S(f,.g,), noticing that

Ot (fngn) +v - Va(fngn) = Dofngn — fanlegn + divy(bfngn) in Dl(”)'

In that way, we obtain

(3.15) /o fu(T)gr = /@ Joga(0), V> 1.

Because (f,) is bounded in L*°(0,T; L2) and in W1>°(0,T;D'(0)), we deduce that f,(T) —
f(T) := Sc(T) fo weakly in L2. Similarly, we have g,(0) — g(0) = Sg«(T)gr weakly in L2,.
We may thus pass to the limit n — oo in (3.15) and we deduce that (2.22) holds, which exactly
means that (Sg-)* = Se.

Step 4. For any p € (2,00, we know from Step 2 that for any g7 € L2, N Lﬁ;, T > 0, there holds

(3.16) g, )l e < 01602(T*t)||9THL5;7 vt e 0,17
Now, for fo, € L?, we have
1D = swp [ 1(Dr
grel, llgrll <1
= sup /fog(O)
greli,llgrll p <1
< follry sup lg(O)l,
grer2, lorll <1
< |lfollzey sup ClecZTllngng; = C1e“"| foll 2,

greL2, lgrll <1
m

where we have successively used the Riesz representation theorem, the duality identity (2.22),
the Holder inequality, the estimate (3.16) and the Riesz representation theorem again. We have
thus established that (2.5) holds for any fo € LP, N L2, p € [1,00]. We establish in the same way
that (2.23) holds for any gr € LI, N L2, q € [1,00]. O

4. ULTRACONTRACTIVITY

In this section, we explain how to adapt to the KFP equation in a domain the De Giorgi-
Nash-Moser theory developed for parabolic equations, in particular in [21, 51, 49, 50], and
generalized recently to the KFP equation in the whole space, in particular in [54, 27]. The gain
of integrability L' — L? essentially follows and slightly simplifies the proofs presented in [17, 16]
which are very in the spirit of Nash approach [51].

4.1. An improved weighted L? estimate at the boundary. Let us observe that for a
solution f to the KFP equation (1.1), we may write
2

7'7 =fTf=f<¢f,
where we define

(4.1) T =0 +v- Vs,
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and we recall that ¢ has been defined in (1.9). Multiplying that equation by ®2 := p?w? with a
time truncation function ¢ € D(0,T) and a weight function @ : O — (0, 00), and next integrating
in all the variables with the help of (2.1), we obtain

1

2/F(7f)2<132nx-v;/z/{f27<1)2—/u|vv(f‘1))|2+/uf2‘1’2%:

with & := (0,T) x O, T := (0,T) x £, T € (0,00) and @ := wg , is defined in (1.17), or
equivalently by

(4.2)

_ 1|V,@??2 1, V,&? 1 ..
(43) w = Z a4 _ib &2 +C_§lerUb.

We first establish a key estimate on the KFP equation (1.1)-(1.4)-(1.3) which makes possible
to control a solution near the boundary. The proof is based on the introduction of an appropriate
weight function which combines the twisting term used in the previous section and the twisting
term used in [26, Section 11], that last one being in the spirit of moment arguments used in
[42, 48].

Proposition 4.1. For any admissible weight function w there exists C = C(w, ) > 0 such
that for any solution f to the KFP equation (1.1)~(1.3), any T > 0 and any smooth function
0<¢eD(0,T)), there holds

Ny - D)2
[re{ v [wape <c [ 2o+,
u u u
with ¢ == v+ s — 2.

It is worth emphasizing that an admissible weight function w is strongly confining if and only
if the associated parameter ¢ € R satisfies ¢ > 0.

Proof of Proposition 4.1. We introduce the function

1ng- v 1 Ny -V
2. 2~2 ~2 . _ z 1/2 N 2
P? = p*w®, @0 = <1+4 o) +7 1/26(1)/ <v>2)wA,

where the weight function wy is defined in (2.7) for A > 1 large enough (to be fixed below) and
where D = sup,cq () is half the diameter of €2, so that in particular an estimate similar to
(2.25) holds. From (4.2) we have

2 [ VL8P + [ pede 0 - [ oy
:/uf2v~vx\111+2/uf2¢>21%+/uf28t(¢>2),

for @ as defined on (4.3) and we denote

1n,-v Ow? 1/2 Mg U
Uy = 14 -2 — Wy = 6(z)V/? 2=,
1 90‘”*‘( ta <v>4>’ 2= ypiz 0@

We now compute each term separately.

(4.4)

Step 1. Observing that @? = (1 + %nw .
argue as in Step 1 in the proof of Lemma 2.1 to deduce that, choosing A > 1 large enough, the
contribution of the boundary term in (4.4) is nonnegative, that is

JCHRAOROR

T ) w? on the boundary I' = (0,T) x ¥ x R¢, we can
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Step 2. In order to deal with the third term at the left-hand side of (4.4), we define ¢ :=
§(z)12(n, - v){v) 2. Observing that (v)y) € L>®(0), V1 € L>(O) and

—v -V = %W(nm )2 ()72 = §(2) Y% (v - Dangv)(v) 72,

we have

1 11 )
—/Mf%-vm%:W/Mf%%i{?w(nw'vf—ﬂ )2 (0 - Dyngd )}~

For the first term at the right-hand side of (4.4), a direct computation gives

1
/f%.vm\f[fl = 7/ F2o%w3 () "2(9 - Dyngd).
u 4 Jy
Step 3. Writing @ < 2(@;) — (w—) and gathering previous estimates yields
) 202 + 2,2, nz b) 2252
2 [ 19,090 + s [ Pt Sl vz [ 1
< 2,202 (5 Dom 1 51/2 4 2 2 2/~ 2529, (02
< quOWA(U' 2N 0) WJFW + uf@WA<W+>+ ufw + (%)
<Cou [ Put(@i)e*+Ca [ Putlogd]
u u

where we recall that § € W2°°(Q) and € is bounded. Using that (_) > ko (v)* with kg > 0,
because of (2.2)-(2.19), and also that @, is bounded, we deduce

Ng - ~
/|V fCU| 8D1/2/ 2@20’)124 (6( )1/)2 —|—2/4/0/ f2g02w2<’u>§
< Con / PuPo® +Ca / F2210i0%.
u u

We then conclude by observing that
Livtsal+ 2 < [ vag@e + e

and using that w Swa S W Swy Sw. O

We may write the above weighted L? estimate in a more convient way, where the penalization
of a neighborhood of the boundary is made clearer. For that purpose we state the following
interpolation result which formalizes and improves some estimates used during the proof of [26,
Lemma 11.9] (see also [17, Lemma 3.2]).

Lemma 4.2. Ford > 3 and ¢ > 0, there exists § > 0 such that for any function g : O — R,
there holds

2 ~\2
9 2 2 (ng - 0)
(45) L5 5 [maes [ (T o).
0~ Jo " o 41/
Proof of Lemma 4.2. For «, 8,m > 0, we start writing
2 2 2
g g g
/O 5 /O 5*/31@)6&21 + /O 571(nx-u)2>52n1<v)5a<1

2
+/ %ﬁl\nm-mganl@)m@ =T +Ts +T;.
o
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For the first term, we have

2
g o 2
h 5/0573@‘& —/Og (v)*,

by choosing g = . For the second term, we have
2 1 . v)2 .- )2
TQS/% L (”21)):/92%’
o 0P (v)2§2B/<  §2n o 5t/
by choosing 21 + 8(1 4 2/<) = 1/2. For the third term, we define 2* := 2d/(d — 2) the Sobolev
exponent in dimension d > 3, and we compute

N 2/2 2
-8 9
»/Q(S (/Rd |g ) </]Rd 1|"$'”|§5"1<v><5—ﬁ/<)
< /5*5(5n57(d—1)6/<)2/d/ \va\Q,
Q na

where we have used the Holder inequality in the first line and the Sobolev inequality in the
second line together with the observation that (v') < (v) in the orthonormal representation
v = ving + v'. Choosing 7 such that

—B8—2(1-1/d)B/s+n2/d =0,
we deduce that = (d/2+(d—1)/s)3, then 8 = [2(d+1+2d/s)]~* and we conclude to (4.5). O

13

IN

As an immediate consequence of Proposition 4.1 and the interpolation inequality (4.5), we get
the following estimate which holds for strongly confining weight functions.

Corollary 4.3. Consider a strongly confining weight function w and recall that ¢ := y+s—2 > 0.
We set 3 := [2(d + 1+ 2d/<)]~t. Under the conditions of Proposition 4.1, there exists Cq such
that

2
/Z/{gﬁOJQ()OQ+/uf2<v>gw2§02+/u|v’u(fw)|2802S/L{f2w2[|8t@2|+cﬂ§02]-

For a weakly confining admissible weight function, we obtain the following weaker estimate
which is similar to [17, Proposition 3.3] and [16, Proposition 5.3].

Corollary 4.4. Let us consider a weakly confining admissible weight function w corresponding

to the case when ¢ := v+ s —2 < 0. We set B := [2(d + 1)]7. Under the conditions of
Proposition 4.1, there holds

f2 w2

5 o /M Vo (f)Pe? < /quwQ[latsozl +¢7%.

Proof of Corollary 4.4. We just use the inequality

2 7)) 2
9 < 2 2 (ne - )
/(9 <'U>25ﬁ ~ /(9 ‘v’ug‘ + /(’99 51/2

established in [17, Lemma 3.2] with ¢g := fw and the conclusion of Proposition 4.1. O

4.2. A downgraded weighted L? — LP estimate. Taking advantage of a known L? — L?
estimate available for the KFP equation set in the whole space, and thus in the interior of the
domain, we deduce a downgrade weighted L? — L estimate.

Proposition 4.5. We set v := max(2,y — 1). There exists p > 2, a > p and C € (0,00) such
that any solution f to the KFP equation (1.1)—(1.3) satisfies

(4.6) Hf%“;yaa/p < Ol + 1) feoll oo

L (U)

for any 0 < € D((0,T)), any T > 0 and any admissible weight function w.
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We follow the proof of [27, Lemma 10] and of Step 2 in the proof of [17, Proposition 3.5].

Proof of Proposition 4.5. We split the proof into two steps.

Step 1. Consider a subset Q' of Q such that €’ C Q. We introduce a truncation function x € D(€)
such that 1o, < x < 1, and the function wy := (v) ""w. We define the function f := pxwof
which satisfies

hf+v-Vof=F in RxR?YxRY
where F' := Fy + div, F} with
Fo := fuo(¢'x + v Vax) + @x(wob — Vowo) - Vo f +cf
and
Fy = QOXwOvvf'
From [11, Theorem 1.3] withp=2,r=0,8=1,m=1, k=1 and Q =1, we have
||Dtl/3f||2L2(R1+2d) + HD;/BJFHialed) S ||f||2L2(R1+2d) + ”vall%?(]Rl“d)
+ ||<U>Fo||%z(R1+2d) + ||<U>2F1||%2(]R1+2d)-
On the one hand, a straightforward computation gives
1Fll 2 gateay S llpw(o) ™ fll L2
and
Vo FllL2@iveay S lpw(w) ™7 fllrzwy + lle) ™ Vo (Ffw)ll 2@
On the other hand, we have
[{v) Foll p2@rveay S ' w(0) ™ fllL2@ey + IV X Lo (@) llow(0)> ™ fll L2y
+ w2 fll2q + llpw(v)™ OB T £l 2
using the growth conditions (1.12)-(1.13), and
[(0)? Fil| L2 mrezey S low(0)* Vo fll 2wy
Observing that [wV, f| < [V, (fw)| + (v)* " wl|f], it follows
[1(0) Fol| L2 gr+2ay + [[(0) 2 Fi || L2 ga+2a)
S ' w @) fllze @ + IVaxll e @ llew©)* ™ fll 2@
+ ooy ETEIT £ oy + [l (o) XTI, ()| 2 -

As s <2, we have max(2,v—1,s) = max(2,y— 1) = v. Therefore, Corollary 4.3 and the Sobolev
embedding H/3(R'+24) ¢ LP(R'+24) with p := 6d/(3d — 2) > 2, yield

||Dt1/3f||L2(R1+2d) + D33 fll o rrvzay + Vo fll 2 rrezay + || Fll p2 roszey
o' wfll2@y + IVaxlloe @) llewfllLzwy + llewfllLe w)-

Ifll e @rveay S
<

Step 2. Choosing xx € D(€2) such that 1g,,, < xx < lg,, with Q; == {z € Q| § > 27%}, and
27F||Voxkll o= < 1 uniformly in k& > 1, we deduce from the last estimate that

I fowollr @i,y S €' fwllLz@y + 280 fwll2@y,
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for any k > 1, where we denote Uy, := (0,7) x €, x R%. Summing up, we obtain

0¢ p= ¢ p
/u (@fwo) Zk:/bml\uk (o fwo)

S R
% Uk +1
S Y2l fwllian + lefwllsen)?

k
S (¢ fwllrzen + llefwllLzen)?
because a > p, what is nothing but (4.6). O

4.3. The L' — L" estimate up to the boundary. We are now in position for stating our
weighted L' — L" estimate up to the boundary which is the well-known cornerstone step in the
proof of De Giorgi-Nash-Moser gain of integrability estimate.

Proposition 4.6. There exists an exponent r > 2 such that any solution f to the KFP equation
(1.1)~(1.3) satisfies

or=Ll _ _r_
(4.7) 1ol g S I+ 10220772 full o,
for any ¢ € CL((0,T)), any T > 0 and any strongly confining admissible weight function w.

The proof is a variant of the proof of [17, Proposition 3.7].

Proof of Proposition 4.6. We set A := 6*/(P")(y)~1 and we observe that Proposition 4.5 writes

(4.8) 1fowA" | Lo @ey S (e + [N fwll 2@y

From Corollary 4.3 and Holder’s inequality, we have next

1-6
\05/25=501- 0)/2‘ < H c/z‘ H 5~ 6/2‘
Hfsow = fow(v) e fow e

<

S H(Wr Vele'| fw‘ e’
for any 6 € (0,1). Choosing 8 = 0y such that

ESnE

0o pv
and setting u := 0pc/2, we thus deduce
(4.9) [fowA™[| 120y S I + Veole'D fwllz .-
The Hélder inequality
(4.10) [Py [ e (L VPR

with 1/r:=(1—-60)/p+6/2 and 1 = 01*903 for any 6 € (0, 1), implies

1fewllrey S IF AR/ OO0 1 FewA™ G2
S e+ 19D fwll iz (e + Vele D foll s
S e+ 1) fwll 2wy
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where we have chosen 6 = 0 such that u(6;/(1 —61)) = v, we have used the two inequalities
(4.8) and (4.9) in the second line, and finally the most classical form of the Young inequality in
the last line. We now use the Holder inequality

ogr=Ll _ _1r_ B
1o + 1€/ feoll oy < llefwll 2 ol + 10720772 fuwllirfe,

with 03 := r/(2r — 2) at the RHS of the last estimate. After simplification of the terms involving
the L™ norm and taking the power (1 —65)~! of the resulting inequality, we conclude to (4.7). [

For a weakly confining weight function w, we have the following sligthly weaker estimate.

Proposition 4.7. Let T > 0 and w a weakly confining admissible weight function, then there is
r > 2 such that any solution f to the KFP equation (1.1)—(1.3) satisfies

r=1 __r_
(4.11) (e + 1D fwll 2y S N+ 19D =207 72 fu ()| a o),
for any o € CL((0,T)) and K :=2(3d + 1)(2d + 3).

Proof of Proposition 4.6. We observe that for a weakly confining weight function w, there always
holds v < 2, s < 2—+~, and thus v = max(2,y—1) = 2. The estimates established in Corollary 4.4
and Proposition 4.5 then write for instance

| Fewty a7

<C !
= (o + ") fwllL2 @y,

with 8:= [2(d+ 1)]7!, and

| Fiowoto) 2ot 4177

<C ! 2
o < Gl e Wz,

with 1/p =1/2 —1/(2(2d 4+ 1)). Using an interpolation argument, we get

(4.12) Hfgow<v>_”|

L™ (U) < C”((p + |¢/|)fw||L2(M)a
by chossing r € (2,p) and 67 € (0,1) in such a way that
1 _ 2% n 1—-6;

rop 2

(1—-061)B/2=0,(1+1/p)

and thus p:= 207 + (1 — 61) = 61 + 1. From the Holder inequality, we also have

(13) e+ D el < lefwlo) 1% o (e + /)P 7 3 ful) 1%
with 0y :=7/(2r —2) and K = 12202 . We now compute
2d +1 2d +1 12d* +20d + 5
P=70 " Thet0d+s T 6P +10d+2°
so that
02 T

2d + 1
(14 6;) = (12d* + 20d + 5) (1+ s >

1—6," " 72 12d% + 20d + 5

= 12d* +22d + 6 = 2(3d + 1)(2d + 3).

The both last estimates together imply (4.11). O
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4.4. The L' — L? estimate on the dual problem. We consider the dual backward problem
(2.21) for which we establish the same kind of estimate as for the forward KFP problem (1.1)-
(1.3). In order to make the discusion simpler, we separate the analysis for strongly and weakly
confining admissible weight function in this section.

Proposition 4.8. There exist some exponent r > 2 such that any solution g to the dual backward
problem (2.21) satisfies

or=Ll _ _r_
(4.14) lgemllprqy S I + 19" )20 =2 gm|| 1),
for any test function 0 < ¢ € D((0,T)), any T > 0 and any function m = w=! which is the
inverse of a strongly confining admissible weight function w.
Proof of Proposition 4.8. The proof follows the same steps as for the proof of Proposition 4.6
and we thus repeat it without too much details.

Step 1. An improved weighted L? estimate at the boundary. Let w be an admissible weight

function and define m = w™1!.

We define the modified weight function m by

1ng-v 1 Ny U
~2 2 1 Ny . 1/2 N
m* :=my <1+4(v>4 74D1/25(x) e ),

where m4 has been defined in (2.24) and D = sup,cq d(x). Considering a solution g to the
dual backward problem (2.21), multiplying the equation by ®2 := ¢?m? with ¢ € D(0,T), and
integrating in all the variables, we obtain

1 1
-5 /(vg)z@z(nz -v) + 7/ g T = / 9(6*g)@?,
2 Jr 2 Ju u
with 7 defined in (4.1).
Since m? :=m?(1+ i 7;5}{) on the boundary I', Step 1 of the proof of Lemma 2.2 implies that
1
—*/(79)2‘52(% ) 2 0.

2 Jr

Arguing exactly as in the proof of Proposition 4.1 and using the estimates from Step 2 of the
proof of Lemma 2.2, we obtain

[ | S|+ [ mutamipe < [ dmtlog+ )
Proceeding next as for Corollary 4.3 with the help of the interpolation Lemma 4.2, we deduce
(1.15) [ (s + r)meet+ [19uamiPe? < [ @mtlion] +42),
for some B > 0.
Step 2. Downgraded weighted L?> — LP estimate, p > 2. For 0 < ¢ € D(0,T), 0 < x € D(Q)

and the weight function mo = m(v)™" with v > 0 to be chosen later, the function g := gexmo
satisfies

—0g—v-Vyg=G
where G = Gg + div, G; with
Go = —gmo(¢'X + ¢Vax - v) = px(mob — Vymo) - Vug + (¢ — divy b)g
and
G1 = oxmoVaoyg.
Proceeding as in the proof of Proposition 4.5, we get first

1311Z 0 @easry S I Mgz + IVXIL< lomgliaqy + llemall -
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for some p € (2, 00), and next, by interpolation, we conclude with

(4.16) S e+ 19" gmll 2w

L (U)

m sa/p
99750
(v)

for some o > p > 2 and v > 0.

Step 3. Up to the boundary L? — L™ estimate, r > 2. Proceeding as during the proof of
Proposition 4.6, we may use the estimates (4.15) and (4.16) together with the Holder inequality
(4.10) in order to obtain that there exists an exponent r > 2 such that any solution g to the dual
problem (2.21) satisfies

lgemll - @y S 10 + I Dgmll L2 )

for any ¢ € CL((0,T)), T > 0. We conclucle to (4.14) by using the Hélder inequality once more,
exactly as during the proof of Proposition 4.6. g

We now prove an estimate similar to Proposition 4.8 for weakly confining admissible weights

in the spirit of Proposition 4.7
Proposition 4.9. Let w be a weakly confining admissible weight function and define m = w™!.
Any solution g to the dual backward problem (2.21) satisfies

gr=1 __r_
(4.17) (e + 1" Dgemll 2y S e + €' =20 T2 gm(v) ™ || 1wy,
for any test function 0 < ¢ € D((0,T)), any T >0 and K = 2(3d + 1)(2d + 3).

Proof of Proposition 4.9. The proof follows the same steps as for the proof of Proposition 4.8.
Step 1. A weighted L? estimate at the boundary. Let w be an admissible weight function and
define m = w™1!.
We define the modified weight function m by
1n,- v 1 Ng * U
~ 2 T 1/2 Mx
=mi 1+ -2 — ——§(x)Y

= (14 T~ o ).
as done in the Step 1 of Proposition 4.8. Considering a solution g to the dual backward problem
(2.21), indeed multiplying the equation by ®2 := ¢?m? with ¢ € D(0,T), and integrating in all
the variables, we obtain

—lfmﬁ&mrm+1/fﬂw=/awww
2 Jr 2 Ju u

with 7 defined in (4.1).
Since m? := m? (1 + 411 7&3”) on the boundary I', Step 1 of the proof of Proposition 4.8 implies
that

—%Aww%%mwoz&

Arguing similarly as in the proof of Proposition 4.1 and using the estimates from Step 2 of the
proof of Lemma 2.2 With the difference that, since w is a weakly confining weight function, we
will have |w? | < |w, | < 0o. Then we obtain

/92m2 (z%;élvp /IV (gm)*e* < /g m?(|0e?| + 7).

Proceeding next as during Corollary 4.4 we deduce

(4.18) [Gmet+ [19ugmPe £ [ mlioe + o,

for some = [2(d +1)]7! > 0.
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Step 2. Downgraded weighted L? — LP estimate, p > 2. We remark that the computations from
Proposition 4.8 hold for any admissible weight so proceding similarly we get that there is some
p € (2,00) such that

S e + |S0/|)gm||L2(u)

(4.19) Hg<pmyaa/l7
(v) Lr(U)

for any 0 < ¢ € D(0,T) and some a > p > 2 and v > 0.

Step 3. Up to the boundary L? — L™ estimate, r > 2. Proceeding as during the proof of
Proposition 4.7, we may use the estimates (4.18) and (4.19) together with the Hélder inequality
(4.12) in order to obtain that there exists an exponent r > 2 such that any solution g to the dual
problem (2.21) satisfies

legmto) ||y S 1o+ & Dgml -

for any ¢ € C}((0,T)), T > 0 and some p > 0. We conclucle to (4.17) by using the Hélder
inequality once more, exactly as in (4.13) during the proof of Proposition 4.7. g

4.5. Conclusion of the proof of the ultracontractivity property. We now conclude the
proof of Theorem 1.3 in several elementary and classical (after Nash’s work) steps.

Proof of Theorem 1.3. Consider a strongly confining admissible weight function w and denote
by m = w™! its inverse. We split the proof into four steps.

Step 1. We first establish that there exist a constant 1 > 0 such that any solution f to the KFP
equation (1.1)—(1.3)—(1.4) satisfies

(4.20) £ (T, )22 0) < Cr2T ™" follL1 o), YT €(0,1).

First indeed, from Proposition 4.6, there exist an exponent r > 2 such that

T

—1 r
2 [
(p+ 1) r2¢ 72 fw

1wl

e < \
Li(Uu)

Thanks to the estimate (2.5) from Lemma 2.1 for p = 1 and p = r provided by Theorem 3.5, we
have
lellL0,1) HfTW”Lr(o) < et ||f<PW||Lr(u)

and

r—1 T

H“” )2 R fu

| fowll L1 (0)-

LY (U) L'(0,T)

We choose ¢(t) := ¢(t/T) with ¢» € C1((0,1)) such that 0 < ¢ < 134374, ¥ # 0 and

|¢’|2%¢—%2 € L*(0,1), which is possible by taking 1(s) := (s — 1/4)%(3/4 — )% forn > 0
large enough, and we easilly compute

lelzrory =T 1®lzro1y, el =TI Li0.1):
r=1 __r_ _or=1 r=1 __r_
H'w’a_ﬁ 2 =Tz | P2y

L1(0,T)

L1(0,1)

Gathering the three last estimates and the three last identities, we finally obtain

. 1727“;1
TV frwllro) < (T+T ) T .
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which implies
_1_q__2 2
Ifrelirey S T7F7777 (172 +1) | fowlnio)
_1_q__2
S T fowll o)

Then by using again Lemma 2.1 for p = 1 and an interpolation argument as before, choosing

0 := 57=5y > 0 such that 1/2=1-0+6/r, we deduce

lfrwlize < 1wl ol froliil,

_1_q__2
< TP fowll o

from what we immediately conclude to (4.20) with 7 := =) (% +1+ 2 )

Step 2. Arguing in a similar fashion as above but using the estimates from Lemma 2.2 and
Proposition 4.8 (instead of Lemma 2.1 and Proposition 4.6), we deduce a similar result for the
dual problem. More precisely, there exists ’ > 0 such that any solution g to the dual backward
problem (2.21) satisfies

(4.21) 19(0, )]

Step 3. As the dual counterpart of (4.21), we have that any solution f to the KFP equation
(1.1)—(1.3)—(1.4) satisfies

(4.22) IF(T, ) e < CLT " (lfollze, VT € (0,1).

12 <ORT ™ |grllp, YT €(0,1).

m

Indeed we may argue by duality in the following way: For fo € L2 and gr € L}, we denote
respectively by f and g the solution to the primal (1.1)—(1.3)—(1.4) and dual (2.21) KFP problem,
then we have

19T ez swp [ (T
grely,llgrilpy <1

© [

1 <
grely,llgrilpy <1

< lfollee sup 190, )z,
g€l llgrllpy, <1

< NolleaCraT™,

where we have used an usual representation formula in the first line, the duality formula (2.22)
in the second line, the Cauchy-Schwarz inequality in the third line and estimate (4.21) in the
last line.

Step 4. For T € (0, 1], the estimates (4.20) and (4.22) also write

(T )l < Cra(T/2)" (I F(T/2,)l L2, 1F(T/2, )Lz, < Cro(T/2) 7" follzy,»
so that
(4.23) (Tl < CraCr2 T T~ oy

which is nothing but (1.25) for T' € (0,1] with © :=n+17/, k = (a+a’)/2 and C > C1,C,277",
For T > 1 we write f(T) = S (1)f(T — 1), then we compute
(T, Mg = 1S2(WAT = 1,-) e
ST =1,y

ST follze,
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where we have used (4.23) at the second line and Lemma 2.1 at the third one, which concludes
the proof of (1.25) for T' > 1. O

We end this section by formulating a variant of Theorem 1.3 for weakly confining weight
functions.

Proposition 4.10. Let w be a weakly confining admissible weight function such that s > 0 or
s=0and k> K +k* for K := 4(3d + 1)(2d + 3). Define woo := w2 if s > 0, weo 1= w(v) ™K
if s =0. For any T > 0, there exists k,n > 0 such that any solution f to the KFP equation
(1.1)~(1.3) satisfies

(4.24) (T, )z 0y S T follry o)

Proof of Proposition 4.10. We adapt the first step of the proof of Theorem 1.3 by using the
estimate established in Proposition 4.7 instead of Proposition 4.6 as well as the estimate (2.5)
from Lemma 2.1 for p = 1 and p = 2 provided by Theorem 3.5.

Step 1. We set wo = w?/* if s > 0, wy = w(v) /2 if s = 0 and we prove first that
(4.25) IF (T )z, 0) ST "l follyo) VT € (0,T].

Indeed from Proposition 4.7 and the definitions of w,, and ws we have that there is r > 2, from
Proposition 4.7, such that

ogr=l _ _r_
I+l Dfsalioey 5 [0+ 10D 5202 funt) ]
L (U)
r=1 __r_
(4.26) < Hm )72 T2 fu
LY(U)
for any 0 < ¢ € CL((0,T)) and any T > 0.
From Lemma 2.1 for p =1 and p = 2 we have
(4.27) e + 1€l 20,1y | frw2 | 20y < €T |0 + |¢']) fwall 2wy
and
gr=1 __r_ r—1 _ _r_
42 )R ST R ol il
L (U)

As done during the proof of Theorem 1.3 we choose ¢(t) := 9 (t/T) with ¢» € C((0,1))
such that 0 < < 11/4,3/4), ¥ #Z 0 and W;’|2%w_f2 € L'(0,1), which is possible by taking
Y(s) == (s —1/4)1(3/4 — 5)" for n > 0 large enough, and we easilly compute

lellzzor) = T30 + ¥ 200y Nellziory = Tleli0.1),

r—1 T r—1 r—1 T
H|¢|27-_z<p—r_2 =T |||y Prey e .
L1(0,T) L'(0,1)
Then we deduce
(4.29) | frwallzzo) ST 2772 (1+ T 72) || fowll 1 o)
which is nothing but (4.25) for T € (0,1] with n = 3 + 5.

Step 2. Now we prove a similar result for the dual problem, for this we define m., = w3! and

my = wy . Indeed by using Lemma 2.2 and Proposition 4.9 we proof, by arguing similarly as
in the Step 1, that there exists ” > 0 such that any solution g to the dual backward problem
(2.21) satisfies

(4.30) 190, )|z, < CLT " llgrliey, , VT €(0,1).
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Step 3. As the dual counterpart of (4.30), we have that any solution f to the KFP equation
(1.1)—(1.3)—(1.4) satisfies

(4.31) If(T )L, < CHT lfollzz,, VT €(0,1).
Indeed we may argue by duality as in the Step 3 of the proof of Theorem 1.3: For fy € Li2 and

gr € L,,  we denote respectively by f and g the solution to the primal (1.1)—(1.3)-(1.4) and
dual (2.21) KFP problem, then we have

1T e, = sup / (T, gz

greLh, llorlly, <1

= sup <1/fog(0, )

gr€ly, ollorliny,

< follz, s g0, )lns,,
gr€Ly, llgrlipy <1

< Alfollzz, CLT™,

where we have used an usual representation formula in the first line, the duality formula (2.22)
in the second line, the Cauchy-Schwarz inequality in the third line and estimate (4.30) in the
last line.

Step 4. For T € (0, 1], the estimates (4.20) and (4.22) also write
(T, ) e, < Cra(T/2) " IAT/2 ez, 1F(T/2,) 0z, < CRa(T/2) ol
so that
(4.32) IF(T ) e, < CroCL2 T | o1y,
which is nothing but (1.25) for T' € (0,1] with © := 47’ and C > C12C5,27"". For T > 1 we
write f(T) = S¢(1)f(T — 1), then we compute
AT )L = 1S2MAT =1,

SIAT =1,z

S 6H(T*1)||f0||LgJ7
where we have used (4.32) at the second line and Lemma 2.1 at the third one, which concludes
the proof of (4.24) for T > 1. O

5. WELL-POSEDNESS IN A GENERAL FRAMEWORK

In this section, we establish the well-posedness of the KFP equation in a general weighted
Lebsgue space framework and in a weighted Radon measures space framework. We deduce the
existence and uniqueness of a family of fundamental solutions.

5.1. Additional a priori estimates in the L' framework. We recall that any solution f to
the KFP equation (1.1) satisfies

(5.1) I fellz oy S Ilfollee oy, Yt el[0,T],
(5.2) IV fllzz wy S follzz o)
(5.3) I fellzr, o) < Cellfollzeoy, VYt e (0,17,

for any admissible weight function w, any exponent 1 < p < r < 0o and some admissible weight
function w, from (2.5), from (3.12) and from Theorem 1.3 with w, = w in the case of a strongly
confining weight function w or from Proposition 4.10 and a standard interpolation argument in
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the case of a weakly confining weight function w. The two last estimates together immediately
give

(5.4) Vo fllz2((to,myx0) < Crorllfolle oy, YT >to > 0.

We will use an additional a priori estimate that we establish now. For further references, for
k > 0, we define the functions T}, by

Tk (s) := max(min(s, k), —k).

Lemma 5.1. Consider an admissible weight function w and a solution f to the KFP equation
(1.1)~(1.3)~(1.4) associated to an initial datum 0 < fo € LY. There (at least formally) hold

(5.5) IV T (f) )t 200y < Cric|| foll

and

(5.6) S[%PT] 11> nsyallzro) < NfolgskallLio) + Crll follzy,
te|0,

for any T, K,k > 0 and some constants Cr x and Cr.

Proof of Lemma 5.1. For a renormalizing function [, a positive weight function m and a
nonnegative test function ¢, we (at least formally) compute

d
dt/ﬂ /ﬂ {7v~me+Avf+bonf+cf}

- [coemsL /6” Ivu( L
/{ (v Vap)B ) (v-me)éﬁ’(g)%}ﬂL/%5’(%)@
¥ / {a(—)divv<—vvm> +8L v, mv, £) - gLy L
+ [{pyet- a1 - -9 L)+ 0 v Lo L) 2,

m’m
with o/(s) = s8”(s). Assuming 8 : R — R, even and convex such that 8(0) = 5/(0) = 0, the
boundary term can be handled in the following way

U Yo7 AV IRV SE o AN RNV C
/J D3y = [ won-s* ), /E+< DB g

Vo2 V,m}
m

m

< [ o {osZ) s T2 o - [ ons 2L

< /m(v'nm)HD{ﬁ(///mWZ{) JpoVe _5(H)¢}

T m

+/E+(v-nz)+bs{5(n%)¢ovz —ﬁ(hnf)@}’

where we have used the convexity of 5 in the second line and the change of variable v — V,v on
the last equality. Taking m = ¢ := #, we get

[vmasha< [ onun{seih - seh}a <o
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where we have classicaly used the very definition of 'Z:f and the Jensen inequality in order to
get the last inequality. With these choices of functions 5, m and ¢, the first identity simplifies

G [ o

= [ (=o-ns( /f//)/m Juo- vy - L)

//3" ol ///+/ (L)a.a

+/{ﬁ(])///[— div, b] — (bV,J/)ﬁ(%) (b Vot + C///)%ﬂ (%)}.

We finally particularize 8" = 14 k11, k > 0, so that

0 < B(s), sB(s), a(s) < s, |sB'(s) = B(s)| <s Vs€ER, k>0.
Observing that
‘U'vxj/‘_i_“)'vvjﬂ |Avj/‘

. < 3
i i + i + || + | divy, b] < C(v)°,

we deduce with this choice of 8 that

G Lo+ [ Dymhra <c [,

Because w 2 (v)3, we may use (2.1) with p = 1 in order to bound the above RHS term and then
both (5.5) and (5.6) follow. O

5.2. Well-posedness in a L? framework. For further references, we note
Lf=0f+Z2f, Lv:=-0p+ L,

where .% is defined in (1.10) and £ is defined in (2.6). We also denotes %5 the set of functions
B € C?(R) such that 3’ has compact support.

Theorem 5.2. We consider an admissible weight function w and an exponent p € [1,00]. For
any fo € LP(O), there exists a unique function f € C(Ry; LP(O)) satisfying the estimates (5.1),
(5.3), (5.4), (5.5), (5.6) and which is a renormalized solution to (1.1), that is

/{ﬂ(f)ﬂ*swrﬂ"(f)lvufl%}+/Fﬂ(vf)90nz~vdvd0xdt:/oﬂ(fo)@(ow)dvdx,

for any o € DU) and B € PB3. Furthermore, the one parameter family of mappings S (t)
LP — LP | defined by Sc(t)fo := f(t,-) fort >0 and fo € LP, is a positive semigroup of linear
and bounded operators.

It is worth emphasizing that because 8 € B3, we have supp " C [- K, K] for some K > 0
and thus

(5-8) B8"(9) IVugl* = 8"(9) Lig1<x |V ogl* = 8"(9) IV Tk (9) -

Together with (5.5), that implies that the second term in (5.7) makes sense. Also observe
that vf € L2((to,T) x 3,d&s) for any 0 < to < T, thanks to the trace Theorem 3.1, so that
B(vf) € L*(T') and the boundary term makes sense. A similar result holds for the dual KFP
equation (2.21).

Proof of Theorem 5.2. We split the proof into two steps.

Step 1. Existence part. Because of the linearity of the equation and the weak maximum principle,
we may only consider nonnegative initial data (and solutions). We first assume 0 < fy € LP,
1 <p < 2. We define fo,, :== fo An € L?. Thanks to Theorem 3.5, we may associate a sequence
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(fn) of solutions in Cy(2) N LH} such that (f,,) satisfies uniformly in n > 1 the estimates (5.1),
(5.2), (5.3) and (5.4). Because the equation is linear the function f,, — f,, satisfies (5.1), namely

sup (= ) DLz < ([ fo.n = fomllzz

tel0,T

and therefore (f,) is a Cauchy sequence in C([0,T]; L). We define f := lim f,,. Similarly from
(5.4), the sequence (f,) is a Cauchy sequence in L?(to, T; H}) for any tq € (0,7). We thus have

[ snses /M B DIVt / e o= /O B(F(to))e(tor ).

for any ¢y > O and ¢ € D([0,T] x O), where Uy, := (to,T) x O and I'y, := (to,T) x X. Because
of (5.1) and (5.5), we may pass to the limit t) — 0 and we get

/,8 2¢+/ﬁ” IVflso+/ﬂ7f<pnw v—/ﬁfo

for any ¢ € D([0,T] x O). The same holds for the dual KFP problem for go € LP,, 1 < p < 2.
By duality, we obtain the existence of a solution for any 1 < p < oo for both problems.

Step 2. Uniqueness part. We consider two solutions f; to the KFP equation in the sense of
Theorem 5.2 and we set f := fo — fi.

e Take gr € C.(O) and let us consider g € L>*([0,T] x O) N C([0,T) x O) the solution
associated to the backward dual problem (2.21) which existence is given by Theorem 3.5 and
regularity is given by Theorem 3.5 and [27, Theorem 3]. Because f; € L?(O) for t > 0, we may
use the Theorem 3.5 and thus write

/f gTd:cdv—/ f(t)g(t)dzdv, Vte (0,T).

e By construction, we have f € C([0,7T]; L'). We indeed have f(tx) — f(t) a.e. on O as
a consequence of the continuity result in Theorem 3.1 applied to the function g := S(f) with
0 < B(s) < |s|*/2. On the other hand, {f(t); t € [0,T]} is weakly L' relatively compact as a
consequence of the L1 bound (5.1) (with p = 1) and the equi-integrability estimate (5.6). The
claimed strong continuity follows. We may thus easilly pass to the limit £ — 0 in the above
formula in order to get

/ f(M)grdxdv = hm/ ft)g(t)dzdv =0,

by using f(0) = 0 and g € L*°(0,T; L>(0)). Because gr € C.(O) is arbitrary, we deduce that
f(T) =0 for any T > 0 and the uniqueness is proved. O

5.3. Additionnal a priori estimates in a Radon measures framework. We present an
additional a priori estimate which holds for nonngetive solutions in a MiO framework. More
precisely, we claim that any nonegative solution f; associated to an initial datum 0 < fj € Mj’o
satisfies, at least formally,

(5.9) OS/ fi.xé—0 as e =0,
o

for a sequence t. \, 0 and a sequence 0 < y. € D(2) such that y. /1, and where we use the
notation x¢ :=1— x.. For x € D(O) such that 0 < x <1, we denote x°:=1— x. We observe

that p
— ¢ =h; —h
dt/ofx 1 2,

hy = / {(v-Vaux©) = divy(bx®) + ex) f
(@]

with
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and
ho ::/anx'”:/ (1 —=ts —tp)y+fne - v,
b Xy

so that hy € L*°(0,T) and hy > 0. Integrating in time, we obtain

/ftXCZ/ Jox© + Hy — Hy,
o o

with H; € C%1([0,T]), H1(0) = 0, and Hs > 0, and more precisely

(5.10) /O fixt < /O fox® + tC1Ixllwr | Fll = 0szt (o)

for any t > 0 and 0 < x € D(2). We conclude by considering a sequence (x.) such that
0 < xe € D(N2) and (for instance) ||xe|lwi. < C/e, for any € > 0, and next the sequence (t.)
defined by t. := ¢2. We deduce that

limsup/ feoxe < thUP/ Joxe =0,
e—0

from the definition of M} , and that is nothing but (5.9).
5.4. Radon measures solutions and fundamental solutions.

Theorem 5.3. For any admissible weight function w and any fo € M} (0, there exists a unique
solution f € C(Ry; ML) N C((0,00); L) associated to the KFP equation (1.1)-(1.3) in a sense
that we discuss below.

As a consequence, for any zy := (xg,vo) € O, there exists a unique fondamental solution
F e C(Ry; ML)NC((0,00); L) associated to the KFP equation (1.1)-(1.3) and the initial datum

z0 "
Proof of Theorem 5.3. Step 1. Existence. Because of the a priori estimates (5.1), (5.3), (5.4),
(5.5), (5.6), we may proceed exactly as during the proof of Theorem 5.2, and we obtain without
difficulty the existence of
f€C(0,T);D'(0)) N L®(0,T; LL(0) N L>(to, T; LT (O)),  Vof € L*(to, T; LZ(0)),

for any 0 < ?9 < T and any admissible weight function w, which is a renormalisation solution
on (0,7) x O and a weak solution [0,T) x O corresponding to the initial condition fy. More
precisely, we have both

(511) [+ 8 190} + [ 0r1) 0 na-vdvdosdt =
u r

for any ¢ € D((0,T) x O) and any 8 € %3, and

(512) | 1= [ el0.) oo,

for any ¢ € D([0,T) x O). By construction, we may also assume that f satisfies (5.9). Because

of Theorem 3.5, for any
¢ € C([0,T]; Ly, (0)) N L¥(0, T L3 (0)),  Vup € L*(0,T; L, (0)),

m

solution to the backward dual KFP equation associated to a final datum ¢ € C.(O), we have

(5.13) / f(T)or = / fet). Ve (0.T).

Step 2. Improved identity. We claim that (5.13) also holds for ¢ = 0. From the weak formulation,
we have t — f(t) € C([0,T]; D’'(O)). Because of the L°>(0,T; M!) bound, we deduce that

(5.14) F) = fo in (C.(O)) as t— 0.
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Because the solution to the backward dual problem also satisfies 0 < ¢ € C([0,T) x O) as a

consequence of [27, Theorem 3] when 0 < o € C.(O), we may next write

y@mwmiémm> \Aﬂﬂ /h@xa/f E—AhWMS
\/ﬂW@m—/ﬂM®m+/f@ﬁ+Lﬁﬁ

For any fixed € > 0, we have px. € C.(U), so that using (5.14) and (5.10), we deduce

limsup|/ ()l /foap < 2/ fox&, Ve>o.
t»0 'Jo

Using the very definition of fo € M} 0> the RHS term vanishes in the limit € — 0. We may thus
pass to the limit in (5.13), and we obtain

(5.15) [ 1@er = [ 100

Step 3. Uniqueness We consider two solutions fi, fo associated to the same initial datum
0 < fo € M} . From Step 2, we have

/Ofl(T)<PT=/Of2(T)SDT7

for any T'> 0 and o1 € C.(O), and thus f; = fo. O

IN

6. ABOUT THE HARNACK INEQUALITY

In this section we establish a strong maximum principle for the solutions of the kinetic
Fokker-Planck equation in the form of a Harnack inequality, which is very similar to those in [38,
Theorem 2.15] and [2].

Theorem 6.1. Consider a weak solution 0 < f € L?((0,T) x O) N L3((0,T) x Q; H'(R)) to
the Kinetic Fokker-Planck equation (1.1). For any 0 < Ty < Ty <T and € > 0, there holds

(6.1) sup fr, < Cinf fr,,

€

for some constant C' = C(Ty, T1,€) > 0, where we recall that O, is defined in (1.22).

The proof will be obtained in two steps. In a first step we shall obtain a local version of the
Harnack inequality, and then in a second step we shall use a chain argument in order to get (6.1).
The local Harnack inequality is a direct consequence of [29, Theorem 5 & Proposition 12], see
also [27] for previous results in that direction, which apply to super- and sub-solutions to the
Kinetic Fokker-Planck equation with vanishing damping term

(6.2) 0 g =Mg:=—v-Vyg+Ayg+b-Vyug.

For the reader’s convenience, we state these results now. For that purpose, for r > 0 and
20 = (to, 20, v9) € R1*2? we define the set

Qr(20) == {(t,x,v) e R | 12 <t — 15 <0, |& — 20 — (t —to)vo| <72, [v —wo| <7}
as well as the map
Trzo : (Ez,0) — (to+ 2t xo + 32 4 rtvg, v + 1),
and we observe that Tg ., (Q-(0,0,0)) = Qrr(z0).
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Theorem 6.2. Let T > 0.
(1) There exist ¢ € (0,1) and C1 € (0,00) such that for any zo € U, any 0 < R < 1 with
Qr(z0) CU, and any nonnegative weak super-solution g to (6.2), there holds

(63) ||g||LC(Q;R(Z0)) < Cl Q inf g,

nr(%0)

where n = 1/40 and Q;R(zo) = TR,z (Qy(—7,0,0)) = Qnr(20 — (R*1, R?1v0,0)) with 7 :=
1972/2.

(2) For any z0 €U, any 0 < r < 1" < 1 such that Q. (z) C U, and any ¢ > 0, there is Cg > 0
such that any nonnegative weak sub-solution h to (6.2) satisfies
(6.4) 1]l o (@r(z0)) < CsllhllLe(@. (20))-
Proof of Theorem 6.1. We split the proof into two steps.

Step 1: Local Harnack inequality. We claim that for any zp € U and 0 < R < 1 such that
Qr(z0) CU, there exists a constant C' > 0 such that

(6.5) sup f<C inf f,

Q;R/z(zl)) Qnry/2(20)

where Q;R/Q(zo) = Qyur/2(z0 — (R*1, R?T1,,0)).
On the one hand, we take A > |[c[| 1o (Qn(z0)) and we set g := e f. The function g satisfies
Og =Mg+ (A +cjg=Mg in Qr(2),
so that g is a nonnegative weak super-solution to (6.2). We deduce from Theorem 6.2—-(1) that

Mo ,— AR (n?+7 i Mo
e e (n )”fHLC(Q;R(zO)) < ||g||LC(Q;R(z0)) <G o 1}?(20)9 < Cre™™ 0 lél(fZO)f'
n n

On the other hand, the function h := e * f with A > llell Lo (@, r (20— (R2T,R27v0,0))) Satisfies
Oth =Mh + (c = Ah <Mh in Q) (20)) = Qur(z0 — (R*7, R*Tvo,0)).

Therefore h is a nonnegative weak sub-solution to (6.2), and thus we deduce from Theorem 6.2—(3)
that

_ _np2
e Ao T)Hf||L°°(QnR/z(Zo*(R%vRZTvo,O)) < Hh”L°°(QnR/Q(ZO*(RZT,Rz"'voyO)))

< 03 ”h‘HLC (Qnr(z0—(R27,R%700,0)))

—A(to—R27) An?R?
< e AMto=RET) A C3ll flL¢ (Qur (20— (R27, R27v0,0)))

We conclude the local Harnack inequality (6.5) by gathering the two previous estimates.

Step 2: Proof of (6.1). Once the local Harnack inequality (6.5) holds, one can deduce (6.1)
by following the second step in the proof of [38, Theorem 2.15], which uses the Harnack chain
from [2]. O

7. CONSTRUCTIVE ASYMPTOTIC ESTIMATE

7.1. An abstract constructive Krein-Rutman-Doblin-Harris theorem. We formulate
a general abstract constructive Krein-Rutman-Doblin-Harris theorem in the spirit of the ones
presented in the recent work [26, Section 6].

We consider a positive semigroup S = (S¢) = (S(¢)) on a Banach lattice X, which means that
X is a Banach space endowed with a closed positive cone X, (we write f > 0if f € X ) and
that S; is a bounded linear mapping such that S; : X, — X for any ¢ > 0. We also assume
that S is in duality with a dual semigroup S* defined on a dual Banach lattice Y, with closed
positive cone Y. More precisely, we assume that X C Y/ or Y C X', so that the bracket (¢, f)



KFP EQUATION IN A DOMAIN 39

is well defined for any f € X, ¢ € Y, that f € X (resp. ¢ > 0) iff (¢, f) > 0 for any ¢ € Y,
(resp. iff (¢, g) > 0 for any g € X1 ) and that (S(¢)f, @) = (f, S*(t)¢), for any f € X, ¢ € Y and
t > 0. We denote by £ the generator of S with domain D(L) and by £* the generator of S*
with domain D(L*). We are interested in the existence of positive eigenvectors for both £ and
L*, and in their quantified exponential stability.

When || - ||x is @ norm on X (resp. Y), we denote Xy, := (X, || - ||lx) (resp. Y := (Y] - ||x))-
For ¢ € Y| and g € X, we define the seminorms

(fly = (fLv), Ve X, [¢ly:=(dl.9), Vo e

In order to obtain a very accurate and constructive description of the longtime asymptotic
behaviour of the semigroup S, we introduce additional assumptions.

e We first make the strong dissipativity assumption
t

(7.1) IS fllx < CoeAtHfHkﬂLCl/ X795 (s) fllods,
0

A

t
(7.2) 15" (@)llx < Coe”llci)l\kJrCl/ A2 5% ()9 lods,
0

forany fe X,¢€Y,t>0and k=0,1, where A e R, C; € (0,00) and || - ||x, £ = 0,1 denote
two families of dual norms on X and Y such that X; C Xy and Y7 C Xy. More precisely, we
assume

(7.3) 1fllo < flles lIgllo < ol Ko I < Nellollfll K, A < llllall £,
for any f € X and ¢ € Y.
e We also assume for instance one of the two following conditions

(7.4) I €ER, Ao > A, 3tp >0, Ifo € X \{0}, S(to)fo > e fy,
or
(7.5) I €R, Ao > A, 3tg >0, T € YL \{0}, S*(to)do > e ',

and we refer to [26, Lemma 2.4] for variants of these conditions regarding the existence of positive
supereigenvectors.

e Next, we make a slightly relaxed Doblin-Harris positivity assumption

(7.6) Stf > nerge[Sto flu., Ve Xy,
(7.7) Sté > Ne 7. [S;O(Zs]g@ VoeYy,

for any T'> T7 > Ty > 0 and € > 0, where 1., > 0 and where (g.) and (¢.) are two bounded
and decreasing families of X and Y;. We say that the above condition is relaxed because we
possibly have T > 0 while in the usual Doblin-Harris condition (7.6) or (7.7) holds with Ty = 0.

o We finally assume the following compatibility interpolation like conditions

(7.8) [fllo < &l fll + Eelfly., V€ X, e (0,1,
(7.9) [éllo < &lldlh + Ecldly., Vo €Y, e €(0,1],
for two positive families (&) and (Z.) such that & N\, 0 and Z. 7 0o as € N\ 0.

It is worth pointing out that the above assumptions are written in a very symmetric way
between the primal and dual spaces and semigroups. They are yet too rough for addressing the
issue of the existence of positive eigenvectors. This existence problem is not our main purpose
since it has been widely treated for instance in [26] (see also the references therein). Nevertheless,
for keeping the presentation as self-contained as possible, we consider some strengthened (and
quite natural) assumptions that allow us to derive the existence part, keeping in mind that many
variants are possible and referring the interested reader to Sections 2 and 3 in [26].
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e On the one hand, we assume that X is a Banach space and
(7.10) IS@®) £l < Coe (I £l

for some A € R, some Cj > 1, any f € X and any ¢ > 0. Of course this is a consequence of (7.1)
and the Gronwall inequality with A’ := A 4+ C} and C{j := C under the mild assumption that
t— ||S(¢)fll1 is a (everywhere defined) measurable and locally bounded function on R.

e On the other hand, instead of (7.2), we rather assume that

(7.11) S =V 4+WxS5*
with
(7.12) IV (#)ello < CoeMligllo,  [WESII < Crepllo, W >0,

which is a variant of (7.2) for k¥ = 1 and which obviously implies (7.2) for k¥ = 0. We also assume
that bounded sequences of Y7 are weakly compact sequences in the o(Yp, X1) sense.

Theorem 7.1. Consider a semigroup S on a Banach lattice X which satisfies the above conditions.
Then, there exists a unique eigentriplet (A1, f1,¢1) € R x X XY such that

Lfi=Mf1, f1>0, L1 = o1, ¢1 >0,

together with the normalization conditions ||¢1]lo0 = 1, (¢1, f1) = 1. Furthermore, there exist
some constructive constants C' > 1 and \o < A1 such that

(7.13) 1S@t)f = (f, ¢1) fre |l < Ce [ f = (f, 1) filla
forany f € X andt > 0.

Let us make some few comments.

e The above result is a variant, and in some sense a consequence, of [26, Theorem 6.3], see also
[45, Theorem 5.3] and [6, Theorem 2.1]. However, the set of assumptions here only involves the
semigroups S and S* and not the eigenelements (A1, f1,¢1) as it was the case in [26, Theorem
6.3]. That makes clearer the properties on the semigroup S really necessary to get the conclusions.
The framework is very general and in particular it is not restricted to the measures space in
duality with the bounded measurable functions space as it is the case in [6]. Our result is truly
constructive what was not the case in the approach developed in [45].

e In the conservative case, namely A\; = 0, ¢y =1 € Y1 C L™, and solely assuming (7.1)
with A < 0, (7.6), (7.8) and X7 is Banach space, the same conclusion (7.13) holds true by just
following the same proof. Such a result is a general Banach lattice variant of the classical
Doblin-Harris theorem available in the measures space in duality with the bounded measurable
functions space framework, see [32, 14, 6] for more details and references.

e Tt is also worth emphasizing that (7.7) with ¢ := 4. implies
Sitbe 2 17157, el g e = T,

what is a condition similar to (7.5). We may thus alternatively first assume (7.6), (7.7) and next
assume that (7.1), (7.2) hold for some A < Aj. In other words, our constructive Krein-Rutman-
Doblin-Harris theorem is really a consequence of a suitable strong dissipativity condition and of
a suitable positivity condition on both primal and dual semigroups together with a compatibility
conditions over the several involved norms and seminorms. This strong dissipativity condition is
automatically satisfied when the semigroup has appropriate smoothing effects (measured in terms
of gain of regularity, exponent of integrability or weight function) as it is the case here for the
kinetic Fokker-Planck equation (see Section 7.2 below) but can be not true for less regularizing
semigroup as for the linear Boltzmann model for instance.
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e An alternative natural way to formulate the Doblin-Harris positivity conditions (7.6), (7.7)
is to rather assume a family of weak Harnack conditions

T

(7.14) Srf2g. [ [Sufloudt it 120,
To
T

(7.15) S0 = 0. [ [Sidldt it >0,

for some constants T' > T > 0, together with a family of supereigenvectors (or barrier) conditions
(716) S:QZ)E 2 el/gtws’ Stg& Z eugtgm Vt 2 TO?
for any € > 0 and some v. € R. Using the first inequality in (7.16), we find for f € X

T T T T
S dt = S )dt > ,”st dt = velq ,
/[tmet /<f, tw>t>/To<fe o)t / o

To To To
and we thus immediately deduce (7.6) (with To = 0) from (7.14) and (7.16). We may similarly
deduce (7.7) (with Ty = 0) from (7.15) and (7.16).

e We briefly discuss the link between our set of hypotheses and the strong maximum principle
which is also classically used in the Krein Rutman theory. For that purpose, we introduce the
notion of strict positivity by writing f € X4 or f > 0 (resp. ¢ € Yy or ¢ > 0) if (¢, f) >0
for any ¢ € Y, \{0} (resp. (¢,g) > 0 for any g € X;\{0}). Under assumptions (7.8) and (7.9),
we claim that (7.6) with To = 0, or (7.6) and (7.7) together with (7.4), imply the classical strong
maximum principle, and we recall that this last one classically writes

(7.17) feDL)NXN\{0}, peR, (u—L)f=19g>0 implies f>0.

Before proving this claim we establish the following elementary facts

(i) fe X \{0}iff f e X and (¢, f) > 0 for any € € (0,e¢), € > 0 small enough,
(ii) f > aege, ac > 0, for any € > 0, imply f > 0,

as consequences of (7.8) and (7.9).
One the one hand, for any fixed f € X\{0} the family of interpolation estimates (7.8) implies

1
0 < Slfllo < lfllo = &l flls < Zelflo.

e € (0,e5), ef > 0 small enough, which gives (i). In particular, . # 0 for € > 0 small enough
(what can also be added as an assumption in the definition of ¢.!). We similarly have [¢],. > 0
for any ¢ € Y, \{0} and any ¢ € (0,¢4), €4 > 0 small enough, and thus g. # 0 for ¢ > 0 small
enough. In particular, we have

41
<waaga> 2 <’(/}5ng0> Z :a 1§HgEOHO > 07

for any ¢ € (0,6950) and €9 > 0 such that ¢g., # 0. Assume now f > a.g., a. > 0, for any € > 0.
For any ¢ € Y;\{0}, we then have

<¢7 f> Z a8¢ <¢7 gs¢> > 0
We have established that f > 0, and thus (ii) is proved.

We come now to the proof of the strong maximum principle and thus consider (y, f,g)
satisfying the requirements of (7.17). We fix v strictly larger than p and strictly larger than the
growth bound of S so that we may write

f=w-L) (w—p)f+g) = / TS (v— W) + g)dt
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to get by positivity of g
o0
(7.18) f>w- u)/ e V'S, fdt.
0

From (7.6) with Tp = 0, we deduce

(7.19) f>g.(v— u)/T e " 4dt (e, f), Ve > 0.

From (i) above and because f € X \{0}, there exists e; > 0 such that (¢, f) > 0 for any
€ € (0,ey). Together with (7.19), we deduce that f > a.g., with a. > 0, for any € € (0,¢5), and
that in turn implies f > 0 from (ii) above.

When (7.6) and (7.7) are satisfied with Ty > 0, we may derive (7.17) by using the additional
condition (7.4). We apply (7.6) with T =t — Ty 4+ Tj to the vector Sty _1, f to get that

Stf > Ne t—T1+To e <1/)E? ST1 f>
for any ¢t > 2T} — Tp. Injecting this inequality in (7.18), we obtain

f Z g&‘(y - Il'l/) / e_ytné‘,t—Tl-‘rTodt <w87 ST1 f)
2T, —To
(oo}
> gE(V - :u) / e_ytnﬁ,t*TlJrTodt <Sik“1w57 f>a
2Ty —Tp
for any € > 0. Together with (7.7), that implies
(7.20) f=g:(v—p) /T . e ety 4y dt e 1, (ST Ve ger) (et ).
2T —To

On the other hand, taking n € N large enough so that nty > T, and iterating (7.4), we get
that Sy, fo > €™ fy and as a consequence Sp fo € X1 \ {0}. We infer that necessarily
St,fo € X4 \ {0}, and the existence of ey such that (S e, fo) = (e, S, fo) > 0 for all
€ € (0,&0). We thus deduce in particular S7, ¢. € X, \ {0}, and since we also have f € X \ {0},
we deduce the existence of &’ > 0 such that (S}, v, ger) > 0 and (¢, f) > 0. Coming back to
(7.20), we have proved, for any € € (0,¢¢), the existence of a. > 0 such that f > a.g. and this
guarantees that f > 0.

Symmetrically, the assumptions (7.6), (7.7) and (7.5) imply that the dual operator £* satisfies
the strong maximum principle.

In particular, we deduce that the first eigenvectors exhibited in Theorem 7.1 satisfies f; > 0
and ¢; > 0.

7.2. Application to the KFP equation: proof of Theorem 1.2. In this section, we
consider the kinetic Fokker-Planck equation (1.1), (1.3), (1.4) and we prove Theorem 1.2 by
using Theorem 7.1. We define X := Liz for a strongly confining admissible exponential weight
function wp and X = X; := L], with r € (2,00) given by Proposition 4.6 and an admissible
exponential weight function w, such that L}, C Lf&. We next define Y := LZ,;T with " the
s With mg 1= wy . Many other
choices are possible. This choice however contrasts with the usual L' — L™ framework considered
when using Doblin-Harris type arguments.

conjugate exponent associated to r, m, := w ! and Y; := L?

We now check that the assumptions of Theorem 7.1 are met.
We recall that O, has been defined in (1.22) and we denote £¢ > 0 such that O, # 0.

e A positive supereigenvector condition. For a given function 0 < hg € C?(0) normalized
by Hh0||Lg2 =1 and such that supp hg C O, and for A > w(S¢) the growth bound of S¢, we
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define fy € D(.Z) as the solution to
A=L)fo=ho in O, ~v_fo=%v+fo on X_.

The existence and uniqueness of such a solution is a classical consequence of the existence of
the semigroup S given by Proposition 3.3. Repeating the proof of the condition (H2) in [26,
Section 11.4], there exists a constructive constant ¢ > 0 such that fo > chg. Coming back to the
equation, we have

Lfo=Mo—ho>M—-cYfy in O,
which is a variant of (7.4), and in particular from [26, Remark 2.5], it implies (7.4) with
Ao = (A —ch).
e Strong dissipativity conditions. We define
BIZX—A, .Af Z:MXRf, 1BR§XR§]'BQR7

with B, := {v € R% |v| < 7} and xr a smooth function. We then define the semigroup Sp
associated to B and the reflection condition (1.3) which existence is given by Proposition 3.3. We
claim that for any a* € R, we may choose M, R > 0 large enough in such a way that Sp satisfies

(7.21) 1S5(t) fllee < e | flln, Vt>0,VfelLb,

for any Lebesgue space LP with admissible exponential weight function w. Coming back indeed
to the proof of Lemma 2.1, for p = 1,2, and more precisely to (2.18), the function f(t) := Si(t)fo

satisfies
i/fp@p < /fp@pwl?7

with @B := wgp — Mxpg. Because of (2.20), we may thus fix M, R > 0 large enough, in such
a way that @? < a*. That implies (7.21) for p = 1,2. We deduce that (7.21) holds for any
p € [1,00] as we proved the similar growth estimate for S, and we thus refer to Theorem 3.5
for more details.
On the other hand, from Theorem 1.3 applied to the semigroup Si, we know that
Ct

e
(722) 18812z, < S 112,
We finally recall that fom Theorem 1.1, we have
(7.23) 1S (t)fllLs, < eIl flLs,

for the exponents ¢ = 2,r, for any admissible weight function wy, for any f € L, and any t > 0.
Iterating the Duhamel formula
Se =S+ SpA*xSe,
we get
Se=V+W=xSep,
with
Vi=5S+- -+ (SB.A)*(Nil) xS, W= (SB.A)*N.
Here * denotes the usual convolution operation for functions defined on R, and we define
recursively U*! = U, U** = U**~1 x U. Combining (7.22) and (7.23), we may use [44,
Proposition 2.5] (see also [28, 43]) and we deduce that

VO e, S el IVOfley S eI fllee,
for N > 1 large enough, any a > a*, any ¢t > 0 and any f € L/, , and thus
(7.24) 1S2(T) folley, < Cellfollr, +Ce | follzz,,
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for any ¢ > 0 and fo € L], . That is nothing but (7.1) for £ = 1. The same estimate for & = 0 is
clear, it is nothing but Lemma 2.1. The proof of (7.11)-(7.12) is similar and it is thus skipped.

e Doblin-Harris condition. Let us fix 0 < fo € L2 and denote f; := S (t)fo. For Ty > 0 and
e € (0,&0), we know from Theorem 6.1 that for any T7 > Ty > 0 and for every T' > T7, we have

sup fr, < Cinf fr,
0. O-

for a constant C' independent of f. We deduce
fr > (1(191f fr)lo.

> l (sup fr ) 1o

— C OE 0 €
1 1
———(S ,1o)1
C |Oe‘< Tofo Oa> Oc
what is (7.6) with g. = ¥ := 1p_. The proof of (7.7) is identical.

e The interpolation condition. Let us consider two exponents p > ¢ and two locally bounded

weight functions wy,, wy such that w, > w, and w,/w, € L9 with r := p/q € (1,00), and in
particular L, C L, . We have

>

1flls, < Iflolis, + I fwolosle
-0
< 1f10.8, 1710, 15 + I fwples lea/iop Lol o
<

1 1
(€ + llwg/wploell o)l fll e, +e™T Lo, Ly, »

where we have used the classical interpolation inequality (with 1/¢ =60/p+1—6, 0 € (0,1)) and
the Holder inequality in the second line, and the Young inequality in the third line. That implies
both (7.8) and (7.9).

The same conditions hold for the dual problem, so that we may apply Theorem 7.1 in order
to conclude that Theorem 7.1 holds in the space X; = L,. We deduce that Theorem 7.1 holds in
any weighted Lebesgue spaces associated to admissible weight functions by using the extension
trick as developed in [28, 43] to which we refer for details. It is also worth emphasizing that the
uniform estimates in (1.23) directly follow from the ultracontractivity estimate established in
Theorem 1.3 for the primal and the dual semigroups and that the strict positivity properties
in (1.23) directly follow from the discussion about the strong maximum principle just after the
statement of Theorem 7.1. Furthermore, f1,$1 € C(O) as a direct consequence of Theorem 3.5
and [27, Theorem 3].

7.3. Proof of Theorem 7.1. This section is devoted to the proof of Theorem 7.1 which is split
into six steps. We closely follow the material presented in [26, Section 2,3] (see also [41]) in
Steps 1, 2, 3, 4 and the material presented in [14] in Steps 5 and 6.

Step 1. Existence of ¢1. From the fact that S* is a positive semigroup, (7.5) and [26, Lemma
2.6], we know that

A1 :=inf{k € R; z — L is invertible for any z > k} > Ao
and
(7.25)  3Xn N\ A1, T € DIL)NY, 0p 1= Andn — L7002 0, |dnllo =1, [[@nllo — 0.

Because A, > A1, the following representation formula

b= O — L5 Lo = / S*(#)e Mt dt
0
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holds true. Introducing the sequences

o0
Up = Vu®n, Vn ::/ V(t)e_’\”tdt,
0

and
w =[SO
/W e A tdt/ S*(t)e o, dt
= nd)n, W, = W(t)(f)‘"tdt,

0
and using (7.11), we deduce that
(7.26) (Jgn = Up + Wp.

By construction and (7.12), we have |[v,|lo — 0, (wy) is bounded in Y; and thus weakly compact
in Yy. That implies that (qﬁn) is weakly compact in Yy. There thus exist a subsequence ((bng)
and ¢; € Y such that ngW — ¢1 weakly in Yy. In particular, ¢; > 0 and L*¢1 = A\1¢1. On the
other hand, from (7.26), we have

1= ldullo < llvallo + lwnllo,

with ||v,|lo = 0 again and

IN

EclWnnlls +Z<Wndnls.

§EC||¢n||0 + = [Wnén}ga’

where we have used (7.9) in the first line and (7.12) in the second line. Choosing n > 1 large
enough so that ||vy,]|o < 1/4 and € > 0 small enough so that {.C < 1/4, we deduce from the two
above estimates and the fact that W,, > 0 that

1 -
2 —“E[ n¢n] :‘:6<w’ﬂ795>7 Vn > 0.

[[wnllo

IN

Using that g. € Yy, we may pass to the limit in the above inequality and we deduce

<
QEE = <¢1a gE>a

in particular ¢ # 0 and that concludes the proof of the existence of a dual eigenelement. We
have thus established the existence of a first dual eigenelement, that is (A1, ¢1) € R x Y such
that

(7.28) L1 =M1, ¢1>0, ¢1#0, A1 > Ao.
It is worth emphasizing that we only have ||¢1]lo < 1 from the lsc property of the norm || - ||o.

(7.27)

Step 2. More about the dual eigenfunction. From (7.2) applied to ¢1, we have

t
Mol = 1S* () ¢all1 < Coe |l + Cl/ MmO 6y o,
0

so that .
(L= G onlh €4 [ Ol
0

We recall that Ay > Ag from (7.28), thus
Ao — A

c. (1= Coe ™) g1 < |61,
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and finally, passing to the limit ¢ — oo, we deduce that

Gy
7.29 < — .
(7.29) [l < o &L
We normalize the dual eigenfunction with the norm || - ||o. Note that since for the eigenvector

¢1 built in the step 1 we had ||¢1]jo < 1, the lower bound (7.27) remains valid for the new
normalization ||¢1]|o = 1. Using (7.7), we thus deduce

eAl(TO*Tl)
(730) ¢1 Z ekl(ToiTl)[le}ggws Z 77;[}5-

=
2=,

Step 3. The Lyapunov condition. We define S(t) := e~ *S(t). From (7.1), we have

A

t
ISOf < CoeX 2| f]ly + Cy / X215 (s) flods
0

YLl flle + K[ fllo,

for any ¢ > 0, and with 7} := CoeP =20t K’ := CoeA =20t (¢C1t — 1), From (7.8) and (7.30), we
have

IN

1fllo < &l flls +Eelfly. < &llflh + 282 TT0f],.
We then fix T > T3 > 0 such that 77 < 1 and next ¢ > 0 such that vz, :=~; + &K' < 1 and we
deduce that S satisfies the Lyapunov condition

(7.31) 152 £l < 2l f Il + K[ fla,

with K = 222eM (11 =T0) 7,

Step 4. Take f > 0 such that || f]j1 < A[f]s, with A > K/(1 —~1). We have
ISz, 1 < Coe™ | £

< CoelN T A(f],

= CoeN I ASy £,

< CheN I A6y |11 S, £llo

< CpeN I Ay |11 (&S, Fllr + Ee[S, flu.)

for any € > 0, where we have used successively the growth estimate (7.10) in the first line, the
condition on f in the second line, the eigenfunction property of ¢; in the third line, the duality
bracket estimate (7.3) in the fourth line and the interpolation inequality (7.8) in the last line.
Choosing € > 0 small enough, we immediately obtain

157, fllx < 2C5e™ 2070 Al 1|1 Z< [Sr, s -
Together with

[fle, = 191 floy < 1197 fln

and the relaxed Doblin-Harris positivity condition (7.6), we conclude to the conditional Doblin-
Harris positivity estimate
(7.32) Srf > cge[flo,
for all T > Ty, with ¢! = ZCée(A/_AO)TOAqul||1Eee>‘/(T_T0)nE_%.
Step 5. We define N := {f € Xy; (f,¢1) = 0}. As a consequence of the last conditional

Doblin-Harris positivity estimate, we show that there exists yg € (0,1) such that holds the
following local coupling condition

(7.33) (f €N, |Iflli < Alfls,) implies  [Srfls, < vrlflor,
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still under the same condition A > K/(1 — ). Take indeed f € N. Because (f, ¢1) = 0, the
Doblin-Harris condition (7.32) tells us that

(7.34) Stfe 2 cgelfiloy = 19e, 7 i=clflo /2,
and we may thus write
ISrfl = |Srfy —rge — Srf- +rge|

< |Stf+ —rgel + [STf- — 1y

= Srfy —rg.+Srf-—rg. = Sr|f|—2rge.,
where we have used the inequality (7.34) in the third line. We deduce

[STf]¢1 < [ST|fH¢1 - 27”[96](151 = (1 - C[g€]¢1>[f]¢1’

where we have used §§i¢1 = ¢1, and that ends the proof of (7.33).

We now introduce a new norm || - || on X; defined by
(7.35) WA= Tfls, + Bl f11s
and we claim that there exist 8 > 0 small enough and v € (0,1) such that
(7.36) ISl < AlIFNl - for any f €N
Note that ||| - || and || - ||1 are equivalent norms, with
L+ 8) AN < Nl < B7HILAN-

In order to establish the contraction estimate (7.36), we fix f € A and estimate the norm || Sz f||
in two alternative cases:

First case. Contractivity for small X1 norm. When
(7.37) £l < Alfe,,
the local coupling condition (7.33) implies
(S flgy < vu g, -
Together with the Lyapunov condition (7.31), we have
ISl < (v + BE) gy + Brellf e < nll £l
with
71 == max{yy + BK, v}

Choosing 8 > 0 small enough such that SK < 1 — vy, we get v1 < 1 and that gives the
contractivity property (7.36) in this case.

Second case. Contractivity for large X1 norm. Assume on the contrary that

(7.38) 1fllx = Alflg, -
Directly from (7.31) we deduce that

1571l < Azllf s+ Klfloy < (vz+E/A)|f]1,
with v, + K/A < 1 by assumption. On the other hand, we have

(St fley < (STlfl, 61) = (| f], b1,
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by using the positivity property of Sr and the eigenvector property of ¢,. Using both last
estimates together, we deduce

ISr Il = [Sz.flo, + BIST 1y
< [floy + By + K/A) I fllx
< (1= Bdo)[fle, + B(ve + K/A+bo)l fll1,
for any g > 0. We thus get

15711 < 2llSz £,

with 7, := max(1 — 5dp, vz + K/A + dp). We get the contractivity property (7.36) in this case
by choosing dp > 0 small enough (and keeping the choice of 5 > 0 made in the previous case) so
that v2 € (0,1). The proof of (7.36) is completed by setting v := max{~y1,v2}.

Step 6. In order to prove the existence and uniqueness of the eigenvector f1 € X, we fix

go E M :={g € X1,9>0, (9,01) = 1}, and we define recursively gi := Srgr_1 for any k > 1.
Thanks to (7.36), we get

o0 o0
Z llgr — gr—1ll < Z’YkHLCIl = golll < o0,
k=1 k=0

so that (gx) is a Cauchy sequence in M. We set f; := lim g5, € M which is a stationary state for
the mapping §T, as seen by passing to the limit in the recursive equations defining (gi). From
(7.36) again, this is the unique stationary state for this mapping in M. From the semigroup
property, we have gtfl = gthfl = §T(§tf1) for any ¢ > 0, so that §tf1 is also a stationary
state in M, and thus S, f1 = f1 for any t > 0, by uniqueness. That precisely means that f; is a
positive eigenvector associated to A\; for the original problem.

For f € X, we see that h:= f — (f, ¢1)¢1 € N, and using recursively (7.36), we deduce
ISnrhl] <A™ [R]l, V7 =0,
from what (7.13) follows by standard arguments. O
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