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ABSTRACT
Dual-beam x-ray tomography systems are paving the way for new experimental procedures, such as
multi-resolution and multi-energy imaging, where synchronous acquisitions are essential. However,
in such systems, cross-detector scatter between the detecting devices can occur as the two beamlines
operate simultaneously. This paper proposes a new affine image transformation model of each
projection to correct for these cross-detector scatter issues. A toy tomography test case is presented to
assess the feasibility and performance of the proposed correction method.

1. Introduction
The first micro-CT and dual-source CT imaging sys-

tems appeared at the same time in the early 1980s and
were mainly laboratory prototypes [13, 6]. Initially, micro-
CT has been developed for the examination of the 3D
bone architecture [7] and dual-source CT to minimize the
acquisition time [14, 15]. The spatial resolution of high-
resolution CT systems currently in clinical use is below
0.5 µm (e.g. in dental composites [8]), and the temporal
resolution of dual-source CT systems below 70ms (e.g. in
cardiac imaging [18]).

Dual-source clinical systems mostly use linear detectors
with translation tables [2], i.e. a fan-beam instead of a
cone-beam irradiation geometry, (i) to allow whole-body
imaging and (ii) to limit damages caused by scattering [9].
The image degradation caused by the detector self-scatter
is also significant in CBCT and can usually be modeled by
convolution kernels in the detector point-spread function [4,
3]. Among dual-source cone-beam computed tomography
CBCT systems designed for fundamental and engineering
studies, it is worth noting the simultaneous neutron and x-
ray imaging instrument that has been developed since 2016
at ILL [19]. To reduce the 99.9% of the scattered neutrons,
a specific protective layer of boron carbide had to be used.

The development of high-resolution high-energy dual-
beam CBCT systems [11] introduces new challenges for
quantitative imaging, in particular cross-detector scatter dur-
ing simultaneous beam-line operation. Artefact reduction
procedures for quantitative imaging involve several methods
and devices such as flat-field correction and beam filter-
ing [20]. Various adaptations of the conventional flat-field
projection correction [16, 12] have been proposed to account
for non-linearities in the detector response [10], but the
cross-detector scatter that occurs in dual-sources systems has
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not been addressed yet. The flat-field correction must there-
fore be revised for dual-beam synchronous CBCT systems.

To derive a new data correction scheme for cross-
detector scatter, we first model the image formation of a
dual-beamline such as this one designed for example by
the MateIS laboratory [11], and we then present the dual-
beam correction. We finally evaluate the feasibility and
performance of the method using a toy tomography test case
acquired at the dual beamline facility.

2. Materials and Methods
The following notations are used throughout the paper:
• Φ (p, t) refers to a x-ray flux per unit surface,
• P (p, t) refers to a measured x-ray projection,
• I (p, t) refers to an attenuation image after flat-field

normalization,
and all these variables are expressed in terms of pixel p and
time t.
2.1. Dual-beam fluence model

During CT scans, projections are typically indexed by
the rotation angle. However, in dual-beam systems, the
beamlines are at different angle values for a specific time,
because of the angular shift of approximately �∕2 between
them. Therefore, it is more intuitive to parameterize the
projections using time t, as there exists a bijection for each
beamline between the projection angle and the acquisition
time.

Given p the pixel image index and i the beamline index
(with i ∈ [1, 2]), the fluence components when the beamline
i is operated alone (i.e. single-beam mode) are given by:

• Direct transmitted fluence �i (p, t), i.e. with object
sample but without scatter,

• Object scatter fluence �si←i (p, t) from beam source i to
detector i,
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which gives the following observed fluence impinging upon
detector i:

�oi (p, t) = �i (p, t) + �
s
i←i (p, t) . (1)

When tube 2 is also in operation, the radiation from
tube 2 causes two additional components for the detector 1:
detector scatter �d1←2 (p, t) and object scatter �s1←2 (p, t).In dual-beam mode, the total fluence for the detector 1 is
therefore:

�x1 (p, t) = �
o
1 (p, t) + �

s
1←2 (p, t) + �

d
1←2 (p, t) (2)

where exponent ‘x’ stands for “cross” (ie both tubes are in
operation). The dual beamline setup and the notation for the
fluence components are summarized in Figure 1.

Figure 1: Dual beamline setup and x-ray fluence components.

The cross-detector scatter �d1←2 (p, t) in Equation 2 can-
not bemeasured on-line since both tubes are in operation, but
it can be estimated off-line. During the flat-field acquisition
procedure, we just need to add the cross-detector scatter
measurement and we get for beamline 1:

• Full field fluence �∗1 (p) without object,
• The cross-detector scatter �d∗1←2 (p) to detector 1 usingtube 2 alone and without object,

where exponent ‘*’ is used in the notations to specify when
the acquisition is without object. From this off-line measure-
ment of the cross-detector scatter in single-beam mode, the
cross-detector scatter at a specific time t during the sinogram
acquisition in dual-beam mode can be approximated using a
linear scaling by the mean intensity of the total fluence of
detector 2 at that same time t as follows:

�d1←2 (p, t) =

⟨

�x2
⟩

(t)
⟨

�∗2
⟩ �d∗1←2 (p) . (3)

with ⟨⟩ stands for the mean over all pixels p.
In conventional tomography setups, there is a certain

distance between the sample and the detector (the so-called
“air gap”). In microtomography, large magnifications are
usually used and the sample is even be closer to the source

than the detector. Boellaard et al [5] showed that the scat-
tered dose profile becomes rapidly flat when the air gap is
increased. The postulate that object scatter has a very low
spatial frequency distribution at the level of the detector
is therefore fair in microtomography setups, and it can be
approximated constant on the detector 1:

�s1←1 (p, t) + �
s
1←2 (p, t) = �

s
1 (p, t) ≃

⟨

�s1
⟩

(t) . (4)
Equation 4 shows that there are two superimposed contri-
butions to the object scatter in dual-beam mode for a given
beamline detector, as the object is irradiated by both x-ray
tubes.

Using Equations 4 and 3, the image formation model
described by Equation 2 becomes:

�x1 (p, t) = �1 (p, t) +
⟨

�s1
⟩

(t) +

⟨

�x2
⟩

(t)
⟨

�∗2
⟩ �d∗1←2 (p) (5)

2.2. Dual-beam correction
Introducing now the detector responsesDi (p) – assumed

time, energy and direction invariant – the detector acquisi-
tion model may be written as

Pi (p, t) = Di (p) �i (p, t) (6)
when the detector offset (dark current) is already corrected
for. The conventional flat-field correction to compute the
attenuation image Ii from projection Pi is:

Ii (p, t) =
Pi (p, t)
P ∗i (p, t)

(7)

which is just a pixel-wise gain normalization of offset-
corrected projections.

Applying now this gain normalization to Equation 5, the
image formation model then becomes for beamline 1

Ix1 (p, t) = I1 (p, t) +
⟨

Is1
⟩

(t) +
⟨

Ix2
⟩

(t) Id∗1←2 (p) . (8)
where ⟨Is1

⟩

(t) and ⟨

Ix2
⟩

(t) are image constants for a spe-
cific time t (i.e. not pixel dependent).

The image formation model for beamline 1 given in
equation 8 is therefore an affine perturbation at a given time t
of the direct transmitted image I1 (p, t) by the cross-detectorscatter Id∗1←2 (p) (acquired off-line),

Ix1 (p, t) = I1 (p, t) +
[

A1 (t) + B1 (t) Id∗1←2 (p)
] (9)

whereA1 (t) accounts for the object scatter and B1 (t) for thecross-detector scatter weight.We can thus have the following
expression of a dual-beam correction protocol

I1 (p, t) = Ix1 (p, t) −
[

A1 (t) + B1 (t) Id∗1←2 (p)
] . (10)

We propose here a very simple procedure for the flat-field
correction in dual mode. It only requires to adjust A1 (t)and B1 (t) to make sure that I1 (p, t) = 1 in the air regions
of the attenuation image. Equation 10 could be written for
beamline 2 in a similar way. Table 1 summarizes the protocol
required for our correction protocol.
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Table 1
Cross-detector scatter correction protocol

1. Data acquisition without object in single-beam mode,
(a) P ∗

1 (p), the detector 1 acquisition with beam 1,
(b) P d∗

1←2 (p), the detector 1 acquisition with beam 2,
(c) P ∗

2 (p), the detector 2 acquisition with beam 2,
(d) P d∗

2←1 (p), the detector 2 acquisition with beam 1,
2. Data acquisition with object in dual-beam mode,

(a) P x
1 (p, t), the sinogram of beamline 1,

(b) P x
2 (p, t), the sinogram of beamline 2.

3. For beamline 1 and for each projection Ix1 (p, t):
(a) Compute the gain-normalized images with single-

beam data

Ix1 (p, t) =
P x
1 (p, t)
P ∗
1 (p)

and Id∗1←2 (p) =
P d∗
1←2 (p)
P ∗
1 (p)

(b) Compute the mean value in two air-only ROIs in
the projection, one on the left (k = L) and one on
the right (k = R) since the intensity gradient of
the cross-detector scatter is horizontal

mk1 (t) =
⟨

Ix1 (p, t)
⟩

ROIk1

(c) For the same two ROIs (k ∈ [L,R]) in the cross-
detector scatter calibration image, compute the
two corresponding mean values

sk1 =
⟨

Id∗1←2 (p)
⟩

ROIk1

(d) Compute the linear affine correction coefficients

A1 (t) =
[

mL1 (t) sR1 − mR1 (t) sL1
sR1 − sL1

]

− 1

and

B1 (t) =
mR1 (t) − mL1 (t)

sR1 − sL1

(e) Apply equation 10 to compute I1 (p, t).
4. Repeat steps (a) to (e) for beamline 2 and for each

projection Ix2 (p, t).

2.3. Toy test-case
In order to validate the proposed flat-field correction

protocol, the following dual-beam setup has been used. For
both x-ray tubes, high voltage was set to 200 kV, current was
to to 100 µA, and a 1mm copper additional filtration was
used. The flat panel resolutions were 2872 × 2872 squared
pixels of 150 µm side. For beamline 1 (resp. 2), the source-
to-detector distance was 746mm (resp. 749mm), and the
source-to-isocenter distance 185mm (resp. 187mm).

The object was a cube (4 cm side) made of an aluminium
alloy. For the tomography scan, 1216 projections over 2�
were taken. A picture of the setup is shown in Figure 2. The
standard FDK reconstruction algorithm from the ASTRA
toolbox [1] was used. No post-processing has been used to
correct for beam-hardening or ring artefacts.

Figure 2: Picture of the toy test-case: the dual beamline with
the aluminium cube.

To test the proposed dual-beam correction, the following
projections are acquired:

• P ∗1 (p) is the detector 1 acquisition with tube 1 alone
and no object,

• P d∗1←2 (p) is the detector 1 acquisition with tube 2 aloneand no object,
• P x1 (p, t) is the sinogram acquisition sequence by de-

tector 1 with the aluminium cube and both tubes in
operation,

and the following projections for benchmarking purposes
(see next section):

• P o1 (p, t) is the sinogram acquisition sequence by de-
tector 1 with tube 1 alone, this is for the reference
method (a),

• P x∗1 (p) is the detector 1 acquisition with both tubes in
operation and no object, this is for the method (d).

3. Benchmarking protocol
Three different corrections methods are benchmarked

and compared to the reference:
(SB) the reference Single-Beam mode acquisition with the

conventional flat-field correction (Equation 7),
(DB-DBC) the Dual-Beam mode acquisition with the pro-

posed Dual-Beam Correction (Equation 10),
(DB-SBF) the Dual-Beam mode acquisition with the con-

ventional Single-BeamFlat-fieldmethod (Equation 7),
(DB-DBF) the Dual-Beam mode acquisition with a Dual-

Beam Flat-field method using the full field projection
in dual-beam mode P x∗i (p) instead of the full-field
projection in single-beam mode P ∗i (p) in Equation 7.

The labels SB, DB-DBC, DB-SBF and DB-DBF will be
used hereafter to refer to each correction method.
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4. Results
The cross-detector scatter Id∗2←1 (p) for beamline 2 orig-

inating from beamline 1 is shown in Figure 3. The cross-
detector scatter is almost constant vertically and exhibits an
horizontal increase which reaches close to 7% of the white
image. The brighter part of this image is on the left-hand
side, as expected from the setup shown in Figure 1.

0 500 1000 1500 2000 2500
pixel index

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07
200kV+1mmCu

Figure 3: Cross-detector scatter Id∗2←1 (p) (left) and central
horizontal profile (right). The profile intensity value is the
fraction of the projection without object P ∗

i (p, t).

An estimation of the object scatter can be obtained by
subtracting the cross-detector scatter with and without the
aluminium cube in the sample holder, namely Id1←2 (p, t) −
Id∗1←2 (p). Figure 4 shows the two cross-scatter images mea-
sured by detector 1, and their difference. While the mean
value of the cross-detector scatter image is about 3%, as
expected from Figure 3, the mean value of the detector
scatter image is ten-times smaller and almost flat.

Figure 4: Object scatter. Left: object and cross-detector scatter
Id1←2 (p, 950) in a single beam acquisition (image average:
3.01%). Middle: cross-detector scatter image Id∗1←2 (p) without
sample (image average: 2.77%). Right: object scatter image
computed by the difference between the two (image average:
0.24%).

A projection of the aluminium-alloy cube at t = 950
(a.u.) for the beamline 1 with dual-beam mode is shown in
Figure 5 (left figure). The figure also shows a line profile of
intensity (right figure). An horizontal drift of the pixel values
is visible in the line profile, in accordance with the cross-
detector scatter coming from beamline 2 shown in Figure 3.

The proposed dual-beam correction method has been
applied to projection t = 950. Figure 6 shows the difference
image with respect to the reference single-beam acquisition
method SB. The overall error is about 10−3 and constant in
the image without visible object structure. The conventional
flat-field method DB-SBF with a single-beam white image
fails at correcting the cross-detector scatter drift in the image
as figure 7-left shows: the error is about a few percents. The

0 500 1000 1500 2000 2500
pixel index

0.2

0.4

0.6

0.8

1.0
drift

Figure 5: Projection of the aluminium cube Ix2 (p, 950) (left)
and central horizontal profile (right). The profile intensity value
is the fraction of the projection without object P ∗

i (p, t).

4
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0
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1e 2

Figure 6: Difference image between the proposed dual-beam
correction method DB-MDC and the reference single-beam
acquisition method SB. Projection at t = 950 is shown.

flat-field method DB-DBF with a dual-beam white image
displayed in figure 7-right corrects the cross-detector scatter
(the error is indeed close to 0 in air regions) but corrupts the
object attenuation by a few percents.
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Figure 7: Left: Difference image between the conventional
single-beam correction method DB-SBF and the reference
single-beam acquisition method SB. Right: Difference image
between the dual-beam correction method DB-DBF and the
reference single-beam acquisition method SB. Projections at
t = 950 are shown.

The same reconstructed CT slice 608 is displayed in
figure 8 for the four benchmarked methods: the reference
single-beam CT acquisition SB and three dual-beam CT
acquisition with the proposed correction DB-DBC, the con-
ventional single-beam normalization DB-SBF, and the dual-
beam gain normalization DB-DBF. The proposed dual-beam
correction method (b) succeeds in recovering quantitatively
the linear attenuation coefficient reconstructed by the refer-
ence method SB.
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Figure 8: Slice 608 of the aluminium cube. From top to
bottom and from left to right: reference CT acquisition in
single-beam CT mode SB, then in dual-beam CT mode,
the proposed dual-beam cross-detector scatter correction DB-
DBC, the conventional single-beam flat-field DB-SBF, and the
dual-beam flat-field DB-DBF. The LUT contrast (units are in
cm−1) is the same for all images.

This is also clearly visible in the intensity profiles that
have been sampled in the four slices, the location of the
profile is shown as the yellow line in the reference single-
beam CT slice (top left of Figure 8). Those four profiles are
depicted in Figure 9. Both benchmarking methods DB-SBF
and DB-DBF suffer a contrast reduction of more than 12%
in the reconstructed linear attenuation coefficient values. The
mean energy of a 200 kV x-ray beam with a 1mm additional
copper filtration is about 100 keV, and the linear attenuation
coefficient of the aluminium alloy at this energy is about
0.56 cm−1, which is in line with the reconstructed values in
the reference image (see Figures 8 and 9).

5. Discussion
The reconstruction slices in Figure 8 and the corre-

sponding profiles in Figure 9 show that the proposed correc-
tion compensates for the disturbances caused by the cross-
detector scatter. On the contrary, the positive transmission
bias, that was still visible in projection 950 after both single-
beam and dual-beam gain normalizations (see Figure 7),
induces an under-estimation of the reconstructed linear at-
tenuation coefficient as Figure 9 shows. The remaining re-
constructed discrepancy is negligible but the proposed cross-
detector scatter correction method does not reduce the mag-
nitude of the beam-hardening artifacts which is about the
same (cupping effects visible in Figure 8). The toy test-case
validated the proposed correction method, but samples with
very pronounced spatial structures that vary greatly from one
projection to another could generate cross-detector scatter
images with variable spatial distributions during rotation
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(SB) Single-beam reference
(DB-DBC) Dual-beam correction (this paper)
(DB-SBF) Single-beam flat-field
(DB-DBF) Dual-beam flat-field

Figure 9: Profiles sampled in slice 608 of the four benchmarked
methods shown in Figure 8. The profile location is the yellow
line in that referenced figure.

of the dual tomo scan, deviating from the reference cross-
detector scatter distribution without sample. The approxima-
tion of equation 3 would then no longer be valid, and these
situations will have to be studied in greater detail.

The proposed cross-detector scatter correction protocol
compensates for object scatter, but assumes a constant scat-
ter image (see equation 4): any deviation from this con-
stant approximation might infer a contrast reduction in the
images. However, the Monte Carlo study of Sisniega et al
[17] related to CBCT scatter distributions showed (i) that
incoherent (Compton) scattering has a very low frequency
structural information, and (ii) that contrast reduction due
to patient scatter is highly dependent on the CBCT config-
uration (organ size and geometry). The imaging samples in
microtomography setups are usually much smaller than the
detector size and the distance between the sample and the
detector is large: we observed in the toy test-case that the
object scatter was an order of magnitude smaller than cross-
detector scatter, which induced a reduction in contrast of
about 12% in the reconstructed images (see new Figures 4
and 9). Therefore, the contrast reduction caused by the
residual structural information of the object scatter after the
proposed correction protocol is likely to be negligible.

It is worth noting that the setups of beamlines 1 and 2
may be different in terms of magnification, region of interest,
voltage and intensity: the proposed dual-beam correction
makes no assumption in this regard as long as air-regions
are present to fit the two parameters of the affine correction
model in equation 10.
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6. Conclusion
We presented a new scheme for cross-detector scatter

correction during the flat-field normalization in dual-beam
mode CT acquisitions. Conventional flat-field gain normal-
izations are not able to correctly recover the induced bias,
contrarily to the proposed additional correction.
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