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ABSTRACT

Experience shows that typical evolutionary algorithms can cope

well with stochastic disturbances such as noisy function evaluations.

In this first mathematical runtime analysis of the (1 + _) and (1, _)
evolutionary algorithms in the presence of prior bit-wise noise, we

show that both algorithms can tolerate constant noise probabil-

ities without increasing the asymptotic runtime on the OneMax

benchmark. For this, a population size _ suffices that is at least

logarithmic in the problem size 𝑛. The only previous result in this

direction regarded the less realistic one-bit noise model, required

a population size super-linear in the problem size, and proved a

runtime guarantee roughly cubic in the noiseless runtime for the

OneMax benchmark. Our significantly stronger results are based on

the novel proof argument that the noiseless offspring can be seen

as a biased uniform crossover between the parent and the noisy

offspring. We are optimistic that the technical lemmas resulting

from this insight will find applications also in future mathematical

runtime analyses of evolutionary algorithms.
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1 INTRODUCTION

Themathematical runtime analysis has accompanied and supported

the design and analysis of evolutionary algorithms (EAs) for more

than 30 years. It has led to a deeper understanding of many impor-

tant aspects of evolutionary computation [3, 13, 25, 37, 49].
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While this area has also studied how EAs cope with noise, that is,

a stochastically disturbed access to the true problem instance, the

rigorous understanding of this aspect of evolutionary computation

is rather limited. Most previous works regard simple algorithms like

the (1 + 1) EA and show that these, without particular adjustments,

can stand a moderate level of noise, but usually not more than

one noisy fitness evaluation every roughly 𝑛/log(𝑛) iterations for
problems with bit-string representation of length 𝑛.

Some works have shown that larger population sizes improve

the robustness to noise, but these still do not show a very satisfying

picture. For example, in the work closest to ours, Gießen and Kötz-

ing [23] showed that the (1 + _) EA can stand random one-bit prior

noise with arbitrary rate 𝑞 ∈ [0, 1] when optimizing the OneMax

benchmark. However, their result requires a relatively large pop-

ulation size of at least _ = Ω( 1𝑞𝑛 log𝑛) and then gives a runtime

guarantee of 𝑂 ( 1𝑞𝑛
2_) fitness evaluations, significantly above the

guarantee𝑂 (max{𝑛_ log log_
log_

, 𝑛 log𝑛}) for the noiseless setting [12].
We also note that both the required population size and the runtime

guarantee contain a factor of
1

𝑞 , that is, they become worse for

lower noise rates. This counter-intuitive dependence on the noise

intensity together with the weak runtime guarantee of order at

least 𝑛3 log𝑛 suggest that this problem is not yet fully understood,

and this is why we undertake a new attempt to analyze how the

(1 + _) EA solves the OneMax problem in the presence of noise.

As a main result, we prove that the (1 + _) EA with any pop-

ulation size _ ≥ 𝐶 ln(𝑛), 𝐶 a suitable constant, can optimize the

OneMax problem in the presence of bit-wise prior noise with up to

constant noise probability per iteration, in asymptotically the same

time as when no noise is present. We note that we regard a different

noise model than in [23], namely independent bit-wise prior noise.

This model is generally regarded as more realistic because the true

and the noisy fitness can deviate by arbitrary amounts. There is no

reason to believe that the (1 + _) EA should suffer less from noise

in this noise model. In fact, we are convinced that results analo-

gous to ours hold in the one-bit noise model regarded in [23], and

that such results can be proven with a variant of our general proof

method. We do not conduct these proofs since, as often in runtime

analyses, the precise proofs rely on the details of the particular

algorithm, objective function, and noise model. For that reason,

even though our general approach seems to apply also to one-bit

noise, the proofs would differ in many small details. We therefore

leave this task for future work.

This result is the first tight analysis of a standard population-

based EA in the presence of noise in a standard model (in fact, it

is the first analysis of the (1 + _) EA in the presence of bit-wise
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noise). Our result shows that already moderate population sizes can

yield an enormous robustness. We note that for _ = Θ(log𝑛), our
runtime guarantee is 𝑂 (𝑛 log𝑛), that is, the same as for the simple

(1 + 1) EA in the noiseless setting. Hence the larger population

size used here to obtain robustness does not lead to an increase in

the runtime. We also recall the general lower bound of Ω(𝑛 log𝑛)
valid for all unary unbiased black-box algorithm [33], which shows

that our 𝑂 (𝑛 log𝑛) bound is asymptotically tight and that a better

performance is not possible in the realm ofmutation-based unbiased

evolutionary algorithms.

We extend our analysis to the non-elitist (1, _) EA and show

the same results for this algorithm. In the noisefree setting, the

(1 + _) EA and the (1, _) EA are known to have a similar perfor-

mance when the population size is at least logarithmic, basically

because the (1, _) EA becomes near-elitist since with high probabil-

ity at least one offspring is equal to the parent. That this similarity

of the two algorithms extends to noisy settings was, a priori, not ob-

vious. We note that this is the first runtime analysis of the (1, _) EA
in the presence of prior noise.

Our results are based on a novel proof argument, namely that the

noiseless offspring can be seen as a biased crossover between the

parent and the noisy offspring. This allows to obtain probabilistic in-

formation on the offspring given the parent and the noisy offspring.

Note that the noisy offspring is visible to the algorithm (and thus

in a sense also to our proofs) via its fitness, whereas the non-noisy

offspring is not visible, but is of course what really counts for the

further run of the algorithm. We refer to Sections 4 and 5 for more

details.

Overall, our work gives two main insights, namely (1) that using

EAs with at least a moderate population size can lead to a strong

robustness against noise, and this without performance losses even

when compared with using the optimal population size in the noise-

less setting, and (2) that such processes can be analyzed with math-

ematical means, in particular, with the tools we developed to gain

from the noisy offspring probabilistic information on the noiseless

offspring.

We complement our theoretical analysis with a small experimen-

tal study, aiming at answering two questions which our asymptotic

runtime analysis naturally could not answer. We observe that, as

predicted by theoretical considerations in the noisefree case, also

in the noisy setting there is no significant performance difference

between the (1 + _) EA and the (1, _) EA. Also, we show that the

asymptotic runtime advantage of the (1 + _) EA over the (1 + 1) EA
at constant noise rates is clearly visible already for moderate popu-

lation sizes.

This work is organized as follows. In Section 2, we review the

most relevant previous works. We describe the benchmark, noise

model, and algorithms in Section 3. Our main technical tool, the

analysis of the relation between parent, true offspring, and noisy

offspring, is developed in Section 4. We use this tool in Section 5

to conduct the runtime analyses leading to the main results of this

work. Our experimental study can be found in Section 6. The paper

ends with a short conclusion and outlook.

2 RELATEDWORKS

One of the most recent and detailed overviews of mathematical

analyses of evolutionary algorithms in noisy environments can be

found in the recent paper [32]. We refer the reader to this work and

discuss now only the results most relevant to ours.

For the (1 + 1) EA, several results show that it can tolerate a

small amount of noise, but becomes highly inefficient for larger

noise rates. In [23], it was shown that on OneMax with either prior

bit-wise noise flipping each bit with probability
𝑞
𝑛 or one-bit noise

flipping exactly one random bit with probability 𝑞, the (1 + 1) EA
keeps its 𝑂 (𝑛 log(𝑛)) runtime from the noiseless setting when 𝑞 =

𝑂 ( 1𝑛 ). For 𝑞 = 𝑂 ( log(𝑛)𝑛 ), the runtime is still polynomial, but for 𝑞 =

𝜔 ( log(𝑛)𝑛 ) the runtime is super-polynomial. That is, the (1 + 1) EA
can cope with noise only if it happens at most, on average, every

Θ( 𝑛
log(𝑛) ) iterations. A similar effect was observed on Leading-

Ones and made very precise in [44], where for the same noise

models for all 𝑞 ≤ 1

2
a runtime of order 𝑛2 exp(Θ(min{𝑞𝑛2, 𝑛}))

was shown. Hence here already from 𝑞 = 1/𝑛2 on the performance

drops rapidly with increasing noise rate.

Posterior additive Gaussian noise was studied in [23, 40]. In [23]

the authors showed that the (1 + 1) EA can solve OneMax and

LeadingOnes in its noiseless time when the variance 𝜎2 of the

Gaussian distribution is at most
1

4 log(𝑛) and
1

12𝑒𝑛2
, respectively.

In [40] it was shown that for large variance, namely 1 and 𝑛2,

respectively, the runtime on these problems is exponential.

A more general approach based on estimating the probability

that the noise inverts the comparison of two individuals was used

in [6]. This led to a polynomial runtime guarantee on OneMax for

every noise model for which the probability to invert a comparison

via noise is at most
𝑐 ln(𝑛)

𝑛 for some constant 𝑐 . Also, this approach

allowed to make the results of [23] more precise, among others,

giving that the 𝑂 (𝑛 log(𝑛)) runtime bound remains valid up to

𝑞 = 𝑐′ log(log(𝑛))/𝑛 with 𝑐′ a constant specified in [6].

It is also worth mentioning the papers [38–40], which showed

that resampling an individual sufficiently often can help to deter-

mine its true fitness. This can make the (1 + 1) EA robust to noise,

but often requires large (more than 𝑛3) numbers of samples. This

strategy, however, does not work on LeadingOnes with high-rate

prior noise. Additionally, in [14] it was shown that using a median

instead of the mean of the samples can significantly reduce the num-

ber of resamplings necessary to yield a reasonable performance,

e.g., to Θ(log(𝑛)) if the noise is not too strong.

For population-based EAs there are considerably fewer results.

In [23] it was shown that for the (1 + _) EA and the (` + 1) EA, the
population sizes ` = Ω( log(𝑛)𝑞 ) and _ = Ω( 1𝑞𝑛 log(𝑛)) can lead

to polynomial runtimes on OneMax with one-bit noise occurring

with probability 𝑞. The runtimes in this case are 𝑂 (`𝑛 log(𝑛)) for
the (` + 1) EA, mildly above its 𝑂 (`𝑛) noisefree runtime guaran-

tee [47], and 𝑂 ( 1𝑞𝑛
2_) for the (1 + _) EA, significantly above its

noisefree runtime guarantee of 𝑂 (𝑛_ log log log_
log log_

) [12]. This result
definitely suggests that the larger populations, in particular, larger

parent populations, can be beneficial to cope with noise. However,

these results counter-intuitively require larger population sizes to

cope with smaller noise rates.
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Another result for population-based EAs was obtained in [39],

where the authors considered a symmetric noise model. The authors

showed that with logarithmic population sizes both the (1 + _) EA
and the (` + 1) EA have an �̃� (𝑛) runtime on OneMax, and also

that smaller population sizes for the (1 + _) EA lead to exponential

runtimes. The downside of this result is that the symmetric noise

model is quite artificial. In particular, for the (` + 1) EA it implies

that if we have a single individual with best fitness, it is removed

from the population only if the noise affects all individuals in the

population (which is very unlikely when ` is at least logarithmic).

For the (1 + _) EA it implies that we lose fitness only when allΘ(_)
copies of the current individual are affected by the noise, which

is also unlikely for logarithmic or larger values of _. With these

particular properties, these results appear hard to extend to the

more common noise models.

In [6] the authors write that the (1 + _) EA can optimize

OneMax under a one-bit noise in 𝑂 (𝑛 log(𝑛)) runtime, if _ =

Θ(log(𝑛𝑝)), where 𝑝 is the probability that the noise flips a bit.

However, this result is only described informally, there is no theo-

rem stating it, nor a proof or a proof sketch.

The study of non-elitist algorithms in the presence of noise is

confined to the three works [4, 31, 32]. In [4], it is shown that a non-

elitist EA constructing the next population by _ times independently

selecting two parents and taking the mutant of the better one into

the next population, is very robust to prior noise with up to constant

noise rates, keeping its noisefree runtime apart from a log log𝑛

factor. Besides many other results, this result was sharpened and

extended to more general noise models in [32], however, to the

best of our understanding only for mutation rate below 1/𝑛. That
paper, as well as the subsequent work [31], also give results for

the symmetric noise model, but as discussed above, we are not

optimistic that such results can be extended to more realistic noise

models.

Other slightly less relevant results include studies of ant

colony optimizers (ACO) [20], estimation of distribution algo-

rithms such as the cGA [21] and the UMDA [30], and voting algo-

rithms [41] in the presence of noise. For an ACO with a fitness-

proportional update it was shown in [20] that with a small evapo-

ration factor 𝜌 = 𝑂 ( 1

𝑛3
log(𝑛) ) this algorithm can solve OneMax in

𝑂 (𝑛2 log(𝑛)/𝜌) time for both Gaussian or 1-bit noise with any noise

rate (note that this runtime is of order larger than 𝑛5). For the cGA

on OneMax with Gaussian noise with variance 𝜎2 it was shown

that with population size 𝐾 = 𝜔 (𝜎
√
𝑛 log(𝑛)) the optimum is found

in 𝑂 (𝐾𝜎2
√
𝑛 log(𝐾𝑛)) time [21]. With an automated choice of the

algorithm parameter 𝐾 , the runtime stemming from the optimal

choice of 𝐾 can be obtained [48], and this without knowing in

advance the noise variance 𝜎2. In [30], the UMDA was studied on

LeadingOnes with a one-bit noise with rate less than one. It was

shown that with parameters ` and _ which are at least logarithmic

in 𝑛, the runtime is 𝑂 (𝑛_ log(_) + 𝑛2). The voting algorithm was

studied on OneMax with Gaussian noise, and it was shown that if

the noise rate 𝜎2 is at least 3𝑛
8
, then the optimum is correctly found

after 𝑂 (𝜎2 log(𝑛)) samples.

Frozen noise models, where noise is applied to the objective

function once before the algorithm is run, were studied in [22, 28].

The main result is that RLS, the (1 + 1) EA, and the (1 + _) EA are

not efficient on those rugged landscapes, but the compact genetic

algorithm and the (1, _) EA are.

Noisy optimization has also been studied for multi-objective

EAs [5, 7], but the very different population dynamics render it

difficult to compare these results with the single-objective setting.

3 PRELIMINARIES

3.1 OneMax with Bit-wise Noise

OneMax is one of the most common benchmark functions used in

theoretical studies of EAs. It returns the number of one-bits in its

argument, which is formally defined by

OneMax(𝑥) =
𝑛∑︁
𝑖=1

𝑥𝑖

for all 𝑥 ∈ {0, 1}𝑛 . Despite its simplicity, this benchmark has had

an enormous impact on the field. It was the basis of the first math-

ematical runtime analyses at all [19, 35, 43], the first analyses of

EAs in the presence of noise and dynamic changes [16, 17], the

first analyses of population-based algorithms [1, 26, 47], or the first

analyses of estimation-of-distribution algorithms and ant-colony

optimizers [18, 24, 36]. These works triggered the development

of many analysis methods that are used regularly since then. The

study of how EAs optimize OneMax also led to the discovery of

many new algorithmic ideas, e.g., various ways to dynamically

adjust the parameters of an EA [8, 15, 29].

In this paper we study the optimization of OneMax under bit-

wise prior noise. In this noise model, we do not learn the correct

fitness of 𝑥 , but the fitness of some bit string obtained from 𝑥 by

flipping each bit independently with probability
𝑞
𝑛 . We call

𝑞
𝑛 the

noise rate. In this paper we consider 𝑞 = 𝑂 (1), so that the noise

rate is at most 𝑂 ( 1𝑛 ), which means that we might have a constant

probability that the noise occurs and we learn a possibly wrong

fitness value.

3.2 The (1 + _) EA and the (1, _) EA
The twomost simple EAswith a non-trivial offspring population are

the (1 + _) EA and (1, _) EA. Both algorithms work according to

the following scheme. They keep a bit-string 𝑥 , which is called the

current individual and which is initialized with a random bit string.

Then in each iteration they create _ individuals, independently, by

applying standard bit mutation with rate
𝜒
𝑛 to the current individual

𝑥 (that is, each bit in a copy of 𝑥 is flipped with probability
𝜒
𝑛

independently from other bits). A best of these offspring is selected

as the mutation winner𝑦. Then the only difference in two algorithm

occurs. The (1 + _) EA compares 𝑦 with 𝑥 and if 𝑦 is not worse,

then it replaces 𝑥 in the next iteration. Otherwise 𝑥 stays the same.

In the (1, _) EAwe use a non-elitist selection, and𝑦 always replaces

𝑥 , even if it is worse. In this paper we use the standard assumption

that 𝜒 = Θ(1), since smaller mutation rates usually reduce the

optimization speed and larger rates can lead to an exponential

runtime even on monotone functions [11]. The pseudocodes of the

(1, _) EA and the (1 + _) EA are shown in Algorithm 1, where the

only difference between them is in lines 9 and 10.

In the context of noisy optimization, it is important to note

that for the (1 + _) EA we re-compute the fitness of the current

individual in each iteration and do not reuse the value computed
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Algorithm 1: The (1, _) EA and the (1 + _) EAmaximizing

a function 𝑓 : {0, 1}𝑛 → R.
1 Initialization: Sample 𝑥 ∈ {0, 1}𝑛 uniformly at random and

evaluate 𝑓 (𝑥);
2 Optimization: for 𝑡 = 1, 2, 3, . . . do

3 for 𝑖 = 1, . . . , _ do

4 𝑥 (𝑖 ) ← copy of 𝑥 ;

5 Flip each bit in 𝑥 (𝑖 ) with probability
𝜒
𝑛 ;

6 evaluate 𝑓 (𝑥 (𝑖 ) );
7 end

8 𝑦 ← argmax{𝑓 (𝑥 (𝑖 ) ) | 𝑖 ∈ [_]};
9 if running (1, _) EA then 𝑥 ← 𝑦;

10 if running (1 + _) EA and 𝑓 (𝑦) ≥ 𝑓 (𝑥) then 𝑥 ← 𝑦;

11 end

previously. This allows to correct the situation that we have a

current individual for which we believe its fitness to be significantly

higher (due to a noisy fitness evaluation in the past). In such a

situation the EA may get stuck for a long time, simply because all

offspring appear to be worse than this parent. That this problem is

real and can be seen, e.g., by comparing the results of [45] (without

reevaluations) and [10] (with reevaluations).

To take into account the specifics of noisy optimization, we use

the following point of view and notation when we consider an

iteration of the (1 + _) EA or the (1, _) EA. We denote the _ off-

spring of 𝑥 created via standard bit mutation by 𝑥 (𝑖 ) (for 𝑖 ∈ [1.._]).
Then when we apply noise to each of _ individuals independently,

we obtain _ noisy individuals 𝑥 (𝑖 ) , where for each 𝑖 ∈ [1.._] in-
dividual 𝑥 (𝑖 ) is obtained from 𝑥 (𝑖 ) . When we talk about an arbi-

trary offspring and its noisy version, we denote them by 𝑥 ′ and 𝑥 ′

correspondingly. After creating noisy offspring we evaluate their

OneMax values and we choose an individual 𝑦 from the _ noisy

ones with the best fitness value (the ties are broken uniformly at

random) as the mutation winner and we denote its non-noisy par-

ent by 𝑦. Then for the (1 + _) EA we also apply noise to 𝑥 before

we compare it with 𝑦, and thus we get a noisy individual 𝑥 which

competes with 𝑦.

3.3 Drift Analysis

Drift analysis is a rapidly developing set of tools which are widely

used in the analysis of random search heuristics. They help to

transform easy-to-obtain information about the expected progress

into bounds on the expected runtime. In this paper we use the

following variable drift theorem, which was first introduced in [27,

34]. We use its simplified version for processes over integer values

from [9].

Theorem 1 (Theorem 6 in [9]). Let (𝑋𝑡 )𝑡 ∈N be a sequence of

random variables in [0..𝑛] and let T be the random variable that

denotes the earliest point in time 𝑡 ≥ 0 such that 𝑋𝑡 = 0. Suppose

that there exists a monotonically increasing function ℎ : [1..𝑛] ↦→ R+
0

such that

𝐸 [𝑋𝑡 − 𝑋𝑡+1 | 𝑋𝑡 ] ≥ ℎ(𝑋𝑡 )

Table 1: Distribution of a bit value in the offspring 𝑥 ′ given
the observed value in the noisy offspring 𝑥 ′.

Event 𝐴 Event 𝐵 Pr[𝐴 | 𝐵] Approximate Value

𝑥 ′
𝑖
= 𝑥𝑖 𝑥 ′

𝑖
= 𝑥𝑖

(1− 𝜒

𝑛 ) (1− 𝑞

𝑛 )
(1− 𝜒

𝑛 ) (1− 𝑞

𝑛 )+𝑞𝜒𝑛2
1 − 𝑞𝜒

𝑛2
−𝑂

(
1

𝑛3

)
𝑥 ′
𝑖
= 𝑥𝑖 𝑥 ′

𝑖
≠ 𝑥𝑖

(1− 𝜒

𝑛 ) 𝑞𝑛
(1− 𝜒

𝑛 ) 𝑞𝑛 + 𝜒

𝑛 (1− 𝑞

𝑛 )
𝑞

𝑞+𝜒 (1 ± 𝑜 (1))

𝑥 ′
𝑖
≠ 𝑥𝑖 𝑥 ′

𝑖
= 𝑥𝑖

𝜒𝑞

𝑛2

(1− 𝜒

𝑛 ) (1− 𝑞

𝑛 )+𝑞𝜒𝑛2
𝑞𝜒

𝑛2
+𝑂

(
1

𝑛3

)
𝑥 ′
𝑖
≠ 𝑥𝑖 𝑥 ′

𝑖
≠ 𝑥𝑖

(1− 𝑞

𝑛 ) 𝜒𝑛
(1− 𝜒

𝑛 ) 𝑞𝑛 + 𝜒

𝑛 (1− 𝑞

𝑛 )
𝜒

𝑞+𝜒 (1 ± 𝑜 (1))

holds for all 𝑡 < 𝑇 (as an inequality of random variables). Then

𝐸 [𝑇 | 𝑋0] ≤
𝑋0∑︁
𝑖=1

1

ℎ(𝑖) .

4 OFFSPRING DISTRIBUTION

In this section we discuss the relationship between the parent in-

dividual 𝑥 , its offspring 𝑥 ′ obtained via standard bit mutation, and

the individual 𝑥 ′ obtained from the offspring via bit-wise noise.

We start with the distribution of 𝑥 ′, when we have no informa-

tion about the true offspring 𝑥 ′. Each bit of the noisy offspring 𝑥 ′

is different from the bit in the same position in 𝑥 , if and only if

either it was flipped by the mutation, but not by the noise, or it was

flipped by the noise, but not by the mutation. The probability of

this event is

𝜒

𝑛

(
1 − 𝑞

𝑛

)
+ 𝑞
𝑛

(
1 − 𝜒

𝑛

)
=
𝜒

𝑛
+ 𝑞
𝑛
− 2 · 𝜒𝑞

𝑛2
=

1

𝑛

(
𝜒 + 𝑞 − 2𝑞𝜒

𝑛

)
.

Since this event is independent for all bits, 𝑥 ′ is distributed in the

same way as if it was created from 𝑥 via standard bit mutation

with rate
𝑟
𝑛 , where 𝑟 = 𝜒 + 𝑞 − 2𝑞𝜒

𝑛 . Since in this paper we assume

𝜒 = Θ(1) and 𝑞 = 𝑂 (1), we have 𝑟 = Θ(1) as well.
When we know the parent 𝑥 and also the noisy offspring 𝑥 ′, we

can estimate the distribution of the noiseless offspring 𝑥 ′, which is

an intermediate step when we get 𝑥 ′ from 𝑥 . The following lemma

shows how the bit values in 𝑥 ′ are distributed when we know those

bit values in𝑥 and𝑥 ′. Since, naturally, these estimates depend not on

the particular bit value in 𝑥 , but only on whether the corresponding

bits agree or differ with this value, we also formulate our result in

this symmetric fashion.

Lemma 2. Consider an arbitrary bit position 𝑖 . The distribution of

this bit value 𝑥 ′
𝑖
in 𝑥 ′, conditional on the values of this bit in 𝑥 and

𝑥 ′, are as shown in Table 1.

Proof. We start with the first row of Table 1, that is, we compute

Pr[𝑥 ′
𝑖
= 𝑥𝑖 | 𝑥 ′𝑖 = 𝑥𝑖 ]. By the definition of conditional probabilities

we have

Pr[𝑥 ′𝑖 = 𝑥𝑖 | 𝑥
′
𝑖 = 𝑥𝑖 ] =

Pr[𝑥 ′
𝑖
= 𝑥𝑖 = 𝑥

′
𝑖
]

Pr[𝑥𝑖 = 𝑥 ′𝑖 ]
.

The bit in position 𝑖 has the same values in all three individuals

only if it has not been flipped, neither by mutation, nor by noise.

The probability of this event is (1 − 𝜒
𝑛 ) (1 −

𝑞
𝑛 ). This bit is equal in
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the parent 𝑥 and in the noisy offspring 𝑥 ′ when we either have not

flipped it at all, or we flipped it twice. The probability of this event

is (1 − 𝜒
𝑛 ) (1 −

𝑞
𝑛 ) +

𝑞𝜒

𝑛2
. Thus, we have

Pr[𝑥 ′𝑖 = 𝑥𝑖 | 𝑥
′
𝑖 = 𝑥𝑖 ] =

(
1 − 𝜒

𝑛

) (
1 − 𝑞

𝑛

)(
1 − 𝜒

𝑛

) (
1 − 𝑞

𝑛

)
+ 𝑞𝜒

𝑛2

= 1 −
𝑞𝜒

𝑛2(
1 − 𝜒

𝑛

) (
1 − 𝑞

𝑛

)
+ 𝑞𝜒

𝑛2

= 1 − 𝑞𝜒
𝑛2
· 1(

1 −𝑂
(
1

𝑛

))
= 1 − 𝑞𝜒

𝑛2
−𝑂

(
1

𝑛3

)
.

To prove the second row of Table 1, we use similar arguments

to show that the event 𝑥𝑖 = 𝑥
′
𝑖
≠ 𝑥 ′

𝑖
happens only if we flip this bit

by noise, but do not flip it by mutation. The probability of this is

(1 − 𝜒
𝑛 )

𝑞
𝑛 . We have 𝑥𝑖 ≠ 𝑥

′
𝑖
,when we flip the 𝑖-th bit only once, the

probability of which is (1 − 𝜒
𝑛 )

𝑞
𝑛 + (1 −

𝑞
𝑛 )

𝜒
𝑛 . Hence, we have

Pr[𝑥 ′𝑖 = 𝑥𝑖 | 𝑥
′
𝑖 ≠ 𝑥𝑖 ] =

Pr[𝑥 ′
𝑖
= 𝑥𝑖 ≠ 𝑥

′
𝑖
]

Pr[𝑥𝑖 ≠ 𝑥 ′𝑖 ]
=

(
1 − 𝜒

𝑛

)
𝑞
𝑛(

1 − 𝜒
𝑛

)
𝑞
𝑛 +

𝜒
𝑛

(
1 − 𝑞

𝑛

)
=

𝑞

𝑞 + 𝜒
(
1− 𝑞

𝑛

1− 𝜒

𝑛

) =
𝑞

𝑞 + 𝜒 ·
𝑞 + 𝜒

𝑞 + 𝜒 ± 𝑜 (1) =
𝑞

𝑞 + 𝜒 (1 ± 𝑜 (1)),

since 𝜒 = Θ(1) and 𝑞 = 𝑂 (1).
By regarding complementary events, we obtain the remaining

two rows of Table 1:

Pr[𝑥 ′𝑖 ≠ 𝑥𝑖 | 𝑥
′
𝑖 = 𝑥𝑖 ] = 1 − Pr[𝑥 ′𝑖 = 𝑥𝑖 | 𝑥

′
𝑖 = 𝑥𝑖 ]

=

𝜒𝑞

𝑛2(
1 − 𝜒

𝑛

) (
1 − 𝑞

𝑛

)
+ 𝑞𝜒

𝑛2

=
𝑞𝜒

𝑛2

(
1 +𝑂

(
1

𝑛

))
=
𝑞𝜒

𝑛2
+𝑂

(
1

𝑛3

)
,

Pr[𝑥 ′𝑖 ≠ 𝑥𝑖 | 𝑥
′
𝑖 ≠ 𝑥𝑖 ] = 1 − Pr[𝑥 ′𝑖 = 𝑥𝑖 | 𝑥

′
𝑖 ≠ 𝑥𝑖 ]

=
𝜒

𝑞 + 𝜒 (1 ± 𝑜 (1)). □

Lemma 2 can be interpreted in the way that given 𝑥 and 𝑥 ′, the
true offspring 𝑥 ′ is, asymptotically, a biased crossover between 𝑥

and 𝑥 ′, taking bit values from 𝑥 with probability
𝑞

𝑞+𝜒 and from 𝑥 ′

otherwise. Indeed, if 𝑥 and 𝑥 ′ agree in a bit value, then with high

probability 𝑥 ′ also has this value in this bit (the first and the third

lines of Table 1). Where 𝑥 and 𝑥 ′ differ, the offspring 𝑥 ′ takes the
value from 𝑥 with probability

𝑞
𝑞+𝜒 ± 𝑜 (1), see the second line of

Table 1, and otherwise from 𝑥 ′.
By linearity of expectation, this observation can be lifted to

distances, which is what we do in the following lemma. It implies,

in particular, that if we observe some progress towards some target

solution with respect to the noisy offspring, then a constant fraction

of this progress is real, that is, witnessed by the true offspring.

This insight will be the central tool in our later analyses. We are

optimistic that it will be useful in other runtime analyses of EAs in

the presence of noise as well.

Lemma 3. Consider some arbitrary, but fixed parent 𝑥 . Let 𝑑 (·)
denote the Hamming distance to some arbitrary point 𝑥∗ in the search

11 . . . 1 11 . . . 1 00 . . . 0 00 . . . 0𝑥 :

11 . . . 1 00 . . . 0 11 . . . 1 00 . . . 0𝑧 :

𝐴 𝐵 𝐶 𝐷

Figure 1: Illustration of the four groups of bits in the proof

of Lemma 3.

space. Then for any bit string 𝑧 we have

𝐸 [𝑑 (𝑥) − 𝑑 (𝑥 ′) | 𝑥 ′ = 𝑧]

≥ (𝑑 (𝑥) − 𝑑 (𝑧)) · 𝜒

𝑞 + 𝜒 · (1 ± 𝑜 (1)) −
𝑞𝜒

𝑛
−𝑂

(
1

𝑛2

)
.

Proof. W.l.o.g. we assume that 𝑥∗ is the all-ones bit string1, thus
𝑑 (·) stands for the number of zero-bits in its argument. Consider

some arbitrary 𝑧. We divide the bits into four groups depending

on their values in 𝑥 and 𝑧 as illustrated in Figure 1. Let 𝐴 be the

number of bits which are both ones in 𝑥 and 𝑧, let 𝐵 be the number

of bits which are ones in 𝑥 and zeros in 𝑧, let 𝐶 be the number of

bits which are zeros in 𝑥 and ones in 𝑧, and let 𝐷 be the number of

bits with are both zeros in 𝑥 and 𝑧. Note that in each of these four

groups the number of zero-bits in 𝑥 ′ follows a binomial distribution,

with success probability as given in Table 1. We denote the precise

probabilities from rows 3 and 4 of Table 1 by 𝑝3 and 𝑝4 respectively

(the ones in column Pr[𝐴 | 𝐵]). Then the probabilities from rows 1

and 2 are (1− 𝑝3) an (1− 𝑝4) respectively. Hence, for any arbitrary

𝑧 we have

𝐸 [𝑑 (𝑥 ′) | 𝑥 ′ = 𝑧] = 𝑝3𝐴 + 𝑝4𝐵 + (1 − 𝑝4)𝐶 + (1 − 𝑝3)𝐷
= 𝐷 +𝐶 + 𝑝3 (𝐴 − 𝐷) + 𝑝4 (𝐵 −𝐶)

= (𝐷 +𝐶) + (𝐴 − 𝐷)
(
𝑞𝜒

𝑛2
+𝑂

(
1

𝑛3

))
+ (𝐵 −𝐶) 𝜒

𝑞 + 𝜒 (1 ± 𝑜 (1))

≤ 𝑑 (𝑥) + 𝑛
(
𝑞𝜒

𝑛2
+𝑂

(
1

𝑛3

))
+ (𝑑 (𝑧) − 𝑑 (𝑥)) 𝜒

𝑞 + 𝜒 (1 ± 𝑜 (1))

= 𝑑 (𝑥) + 𝑞𝜒
𝑛
+𝑂

(
1

𝑛2

)
+ (𝑑 (𝑧) − 𝑑 (𝑥)) 𝜒

𝑞 + 𝜒 (1 ± 𝑜 (1)),

since𝐶 +𝐷 = 𝑑 (𝑥),𝐴−𝐷 ≤ 𝑛, and 𝐵 −𝐶 = 𝑑 (𝑧) −𝑑 (𝑥). By moving

𝑑 (𝑥) to the left hand side and multiplying both sides by −1, we
finish the proof. □

5 RUNTIME ANALYSIS

We use the results from Section 4 to estimate upper bounds on the

runtime of the (1 + _) EA and the (1, _) EA. The main result of this

section is the following theorem.

Theorem 4. Consider a run of the (1, _) EA or the (1 + _) EA
with mutation rate

𝜒
𝑛 where 𝜒 = Θ(1) on the OneMax problem with

1
To generalize this proof for an arbitrary bit string 𝑥∗ , it is sufficient to replace “one-

bits” with “bits which have the same value in 𝑥∗” and “zero-bits” with “bits which have

a different value in 𝑥∗”. We avoid doing so to improve the readability of the proof.
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bit-wise noise with rate
𝑞
𝑛 where 𝑞 = 𝑂 (1). If the population size _ is

at least 𝐶 ln(𝑛) for some constant 𝐶 depending on 𝜒 and 𝑞, then the

expected number 𝐸 [𝑇𝐹 ] of fitness evaluations until the optimum is

sampled is

𝑂

(
𝑛 log(𝑛) + 𝑛_ log log(_)

log(_)

)
.

To prove Theorem 4, we use the variable drift theorem (Theo-

rem 1). The process we apply it to is {𝑑𝑡 }𝑡 ∈N0
, which is the distance

of the current individual (of either the (1, _) EA or the (1 + _) EA)
to the optimum after iteration 𝑡 . Since we consider the OneMax

function, 𝑑𝑡 is equal to the number of zero-bits in that individual.

To bound the drift of 𝑑𝑡 , we study what happens in one iteration

of the two considered algorithms. We use the notation defined in

Section 3.2, and additionally we denote the individuals accepted as

the parent for the next iteration by 𝑥com for the (1, _) EA and by

𝑥
plus

for the (1 + _) EA. Note that 𝑥com is always equal to 𝑦 (the

winning offspring), while 𝑥
plus

can be either 𝑦 or 𝑥 , depending on

their noisy comparison. We also denote the distances to the opti-

mum from different individuals as follows. By𝑑 and ˜𝑑 we denote the

distance to the optimum from the parent 𝑥 and the noisy parent 𝑥 ,

respectively. By 𝑑𝑦 and
˜𝑑𝑦 we denote the distance to the optimum

from the mutation winner𝑦 and its noisy version𝑦, respectively. By

𝑑com and 𝑑
plus

we denote distances from next generation parents

𝑥com and 𝑥
plus

to the optimum, respectively.

With this notation the drift in one iteration is defined as

Δcom (𝑑) B 𝐸 [𝑑 − 𝑑com] for the (1, _) EA, and

Δplus (𝑑) B 𝐸 [𝑑 − 𝑑
plus
] for the (1 + _) EA.

We estimate these drifts in the following lemma.

Lemma 5. Let

Δ+ (𝑑) B
𝑑∑︁
𝑖=1

Pr[ ˜𝑑𝑦 ≤ 𝑑 − 𝑖], and

Δ− (𝑑) B
𝑛−𝑑∑︁
𝑗=1

Pr[ ˜𝑑𝑦 ≥ 𝑑 + 𝑗] .

Then the drift of the current individual 𝑥 towards the optimum in one

iteration is at least

Δcom (𝑑) ≥ (1 − 𝑜 (1)) 𝜒

𝑞 + 𝜒
(
Δ+ (𝑑) − Δ− (𝑑)

)
− 𝑞𝜒
𝑛
−𝑂

(
1

𝑛2

)
(1)

for the (1, _) EA, and it is at least

Δplus (𝑑) ≥ (1 − 𝑜 (1)) 𝜒

𝑞 + 𝜒
(
(1 − 𝑜 (1))𝑒−𝑞Δ+ (𝑑) − Δ− (𝑑)

)
− 𝑞𝜒
𝑛
−𝑂

(
1

𝑛2

) (2)

for the (1 + _) EA.

Before we prove this lemma we note that Δ+ (𝑑) and Δ− (𝑑) are
the positive and the negative components of the drift of 𝑦 from 𝑥

respectively, since we have 𝐸 [𝑑 − ˜𝑑𝑦] = Δ+ (𝑑) − Δ− (𝑑).

Proof. In this proof we consider a fixed parent individual 𝑥 , and

therefore 𝑑 is also fixed (that is, it is not a random variable). For the

(1, _) EA we have 𝑥com = 𝑦, hence we have

Δcom (𝑑) = 𝐸 [𝑑 − 𝑑com] = 𝐸 [𝑑 − 𝑑𝑦]

=
∑︁

𝑌 ∈{0,1}𝑛
Pr[𝑦 = 𝑌 ]𝐸 [𝑑 − 𝑑𝑦 | 𝑦 = 𝑌 ] .

For any bit string 𝑧 ∈ {0, 1}𝑛 we denote the distance to the optimum

by 𝑑𝑧 . Then by Lemma 3 we have

Δcom (𝑑)

≥
∑︁

𝑧∈{0,1}𝑛
Pr[𝑦 = 𝑧]

(
(𝑑 − 𝑑𝑧)

𝜒

𝑞 + 𝜒 (1 ± 𝑜 (1)) −
𝑞𝜒

𝑛
−𝑂

(
1

𝑛2

))
=
©«(1 − 𝑜 (1)) 𝜒

𝑞 + 𝜒
∑︁

𝑧∈{0,1}𝑛
Pr[𝑦 = 𝑧] (𝑑 − 𝑑𝑧)

ª®¬ − 𝑞𝜒𝑛 −𝑂
(
1

𝑛2

)
= (1 − 𝑜 (1)) 𝜒

𝑞 + 𝜒 𝐸 [𝑑 −
˜𝑑𝑦] −

𝑞𝜒

𝑛
−𝑂

(
1

𝑛2

)
.

Noting that 𝐸 [𝑑 − ˜𝑑𝑦] = Δ+ (𝑑) − Δ− (𝑑) by the definition of

Δ+ (𝑑) and Δ− (𝑑) completes the proof of eq. (1).

Estimating drift for the (1 + _) EA requires more effort, since

we are not guaranteed that 𝑥
plus

= 𝑦. This happens if and only if

𝑦 appears no worse than 𝑥 (the individual we obtain from 𝑥 via

noise). Consequently, we have

𝑑 − 𝑑
plus

= (𝑑 − 𝑑𝑦)I
[
˜𝑑 ≥ ˜𝑑𝑦

]
, (3)

where all random variables are over the joint probability space of

noise on 𝑥 , noise on offspring and the mutation, I[·] is an indicator

random variable, and eq. (3) is an identity of random variables

functions. Therefore, by the law of total probability, the drift for

the (1 + _) EA is

Δplus (𝑑) = 𝐸 [𝑑 − 𝑑
plus
] = 𝐸

[
(𝑑 − 𝑑𝑦)I

[
˜𝑑 ≥ ˜𝑑𝑦

] ]
=

∑︁
𝑧∈{0,1}𝑛

Pr[𝑦 = 𝑧] ·
(
Pr

[
˜𝑑 ≥ ˜𝑑𝑦 | 𝑦 = 𝑧

]
· 𝐸

[
𝑑 − 𝑑𝑦 | 𝑦 = 𝑧, ˜𝑑 ≥ ˜𝑑𝑦

]
+ Pr

[
˜𝑑 < ˜𝑑𝑦 | 𝑦 = 𝑧

]
· 0
)
.

Note that when we fix 𝑥 and 𝑦, then event
˜𝑑 ≥ ˜𝑑𝑦 depends only

on the noise which affects 𝑥 . This noise does not affect any offspring

of 𝑥 , hence the random variable 𝑑 − 𝑑𝑦 conditioned on 𝑦 = 𝑧 is

independent of
˜𝑑 ≥ ˜𝑑𝑦 , which together with Lemma 3 implies that

𝐸

[
𝑑 − 𝑑𝑦 | 𝑦 = 𝑧, ˜𝑑 ≥ ˜𝑑𝑦

]
= 𝐸

[
𝑑 − 𝑑𝑦 | 𝑦 = 𝑧

]
≥ (1 ± 𝑜 (1)) 𝜒

𝑞 + 𝜒 (𝑑 − 𝑑𝑧) −
𝑞𝜒

𝑛
−𝑂

(
1

𝑛2

)
.

Hence, we have

Δplus (𝑑) ≥ (1 − 𝑜 (1)) 𝜒

𝑞 + 𝜒
·

∑︁
𝑧∈{0,1}𝑛

Pr[𝑦 = 𝑧] Pr[ ˜𝑑 ≥ ˜𝑑𝑦 | 𝑦 = 𝑧] (𝑑 − 𝑑𝑧)

− 𝑞𝜒
𝑛
−𝑂

(
1

𝑛2

)
.

(4)
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When 𝑑𝑧 > 𝑑 , we estimate the conditional probability Pr[ ˜𝑑 ≥
˜𝑑𝑦 | 𝑦 = 𝑧] by one. Otherwise, if 𝑑𝑧 < 𝑑 , this probability is at

least the probability that 𝑥 = 𝑥 , that is, that the noise has not

flipped any bit in 𝑥 when we compared it with 𝑦. This probability

is (1 − 𝑞
𝑛 )

𝑛 = (1 − 𝑜 (1))𝑒−𝑞 . With this observation, similar to the

(1, _) EA, we can rewrite the sum above as follows∑︁
𝑧∈{0,1}𝑛

Pr[𝑦 = 𝑧] Pr[ ˜𝑑 ≥ ˜𝑑𝑦 | 𝑦 = 𝑧] (𝑑 − 𝑑𝑧)

≥
𝑑∑︁
𝑖=1

(1 − 𝑜 (1))𝑒−𝑞𝑖 Pr[ ˜𝑑𝑦 = 𝑑 − 𝑖] −
𝑛−𝑑∑︁
𝑗=1

𝑗 Pr[ ˜𝑑𝑦 = 𝑑 + 𝑗]

= (1 − 𝑜 (1))𝑒−𝑞Δ+ (𝑑) − Δ− (𝑑) .
Putting this into eq. (4) completes the proof of eq. (2). □

Above we obtained a weaker drift estimate for the (1 + _) EA
than the (1, _) EA. This is counter-intuitive – one would feel that

the (1 + _) EA should profit to some extent from the property that

the current-best solution is participating in the selection of the next

parent. The reason for our weaker bound in the estimate following

eq. 4, where we pessimistically estimated that inferior mutation

winners 𝑦 are always accepted, but superior ones only when the

parent is not subject to noise. We feel that this cannot be avoided

in the general case (note that Lemma 5 is valid in general and is not

specific for the optimization of OneMax). We are sure that when

exploiting properties of OneMax, stronger bounds could be shown.

We refrain from this both because we like our general, problem-

independent approach and because all we can gain are constant

factors, which are generally ignored in an asymptotic analysis as

ours (note that we lose constant factors and lower order terms in

the later part of the analysis anyway).

In the following lemmaswe show estimates for Δ+ (𝑑) andΔ− (𝑑),
which naturally are specific to the OneMax problem. Lemmas 6-8

estimate the positive component of the drift for different distances.

We omit their proofs for reasons of space
2
. We also note that im-

plicitly these results exist in the proofs in [12], but distilling them

from there is rather complicated.

Lemma 6 (Positive drift, large distance). If _ = 𝜔 (1) then
for any distance 𝑑 ≥ 𝑛

ln_
we have Pr[𝑑 − ˜𝑑𝑦 ≥ ⌊ ln_

2 ln ln_
⌋] ≥ 1

4
and

the positive component of the drift is at least

Δ+ (𝑑) ≥ 1

4

⌊
ln _

2 ln ln _

⌋
.

Lemma 7 (Positive drift, medium distance). For 𝑑 ∈ [𝑛
_
, 𝑛
ln_
]

we have Pr[𝑑 − ˜𝑑𝑦 ≥ 1] ≥ 𝑟
_𝑒𝑟
(1 − 𝑜 (1)) and the positive drift is at

least Δ+ (𝑑) ≥ 𝑟
2𝑒𝑟 (1 − 𝑜 (1)) = Θ(1), where 𝑟 = 𝑞 + 𝜒 − 2𝑞𝜒

𝑛 .

Lemma 8 (Positive drift, small distance). For 𝑑 ≤ 𝑛
_
we have

Pr[𝑑 − ˜𝑑𝑦 ≥ 1] ≥ 𝑟
_𝑒𝑟
(1 − 𝑜 (1)) and the positive drift is at least

Δ+ (𝑑) ≥ _𝑑𝑟
2𝑛𝑒𝑟 (1 − 𝑜 (1)).

We proceed with bounding the negative component of the drift.

A similar estimate for this negative part of the drift of the (1, _) EA
on the noiseless OneMax was shown in [42]. However, there this

drift was bounded with a constant, which is not enough in our

situation, so we give a stronger bound.

2
All proofs can be found in the full version of this paper available at arXiv [2].

Lemma 9 (Negative drift). If _ > 𝐶 ln(𝑛) for some sufficiently

large constant 𝐶 which depends on 𝑟 , then for all 𝑑 ∈ [1..𝑛] we have
Δ− (𝑑) ≤ 1

𝑛 .

Proof. If
˜𝑑𝑦 is at least 𝑑 , then for all _ noisy offspring 𝑥 ′ their

distances to the optimum
˜𝑑′ are at least 𝑑 . Then we have

𝑛−𝑑∑︁
𝑗=1

Pr[𝑑 − ˜𝑑𝑦 ≥ 𝑗] =
𝑛−𝑑∑︁
𝑗=1

(
Pr[𝑑 − ˜𝑑′ ≥ 𝑗]

)_
.

Let 𝑝 𝑗 B Pr[𝑑 − ˜𝑑′ ≥ 𝑗]. Since 𝑝1 is at most the probability that

at least one 1-bit in 𝑥 is flipped, we have 𝑝1 ≤ 1 −
(
1 − 𝑟

𝑛

)𝑛−𝑑 ≤
1 − 𝑒−𝑟 + 𝑜 (1) (the last inequality is by eq. 3.6.2 in [46]). Hence,

𝑝_
1
≤

(
1 − 𝑒−𝑟 + 𝑜 (1)

)_ ≤ 1

𝑛2

for _ ≥ 𝐶 ln𝑛 with 𝐶 = − 2

ln(1−𝑒−𝑟+𝑜 (1) ) . For all 𝑗 ∈ N we have

𝑝 𝑗 ≤ 𝑝1, and therefore 𝑝_
𝑗
≤ 1

𝑛2
. Consequently,

Δ− (𝑑) =
𝑛−𝑑∑︁
𝑗=1

(
Pr[𝑑 − ˜𝑑′ ≥ 𝑗]

)_
=

𝑛−𝑑∑︁
𝑗=1

𝑝_𝑗 ≤
𝑛 − 𝑑
𝑛2
≤ 1

𝑛
. □

With Lemma 5 and and with estimates given in Lemmas 6-9 we

are now in position to prove our main result, Theorem 4. We only

sketch the proof for reasons of space
3
.

By Lemmas 6-9, for all 𝑑 ∈ [1..𝑛] the positive component

Δ+ (𝑑) of the drift is asymptotically larger than the negative com-

ponent Δ− (𝑑). Together with Lemma 5 this observation allows

us to show that the drift is always bounded from below by some

ℎ(𝑑) = Θ(Δ+ (𝑑)), both for the (1 + _) EA and for the (1, _) EA.
We then apply Theorem 1 to this ℎ(𝑑) and split the sum into

three ranges of distance 𝑑 which correspond to Lemmas 6-8. The

sum of ℎ−1 (𝑑) over large distances is 𝑂 (𝑛 log log_

log_
), over medium

distances it is 𝑂 ( 𝑛
log_
) and over small distances it is 𝑂 ( 𝑛

_
log

𝑛
_
).

We sum these three values and multiply them by the number of

fitness evaluations performed by the algorithms in one iteration,

that is, _ for the (1, _) EA and _ + 1 for the (1 + _) EA, which yields

the stated bound.

We also note that for all _ = 𝑂 ( log(𝑛) log log(𝑛)
log log log(𝑛) ) the first term of

the upper bound in Theorem 4 is dominating, hence the expected

runtime is 𝑂 (𝑛 log(𝑛)), that is, the same as in the noiseless case.

6 EXPERIMENTS

In this sectionwe describe the results of our empirical study, the goal

of which is to give a better understanding of the noisy optimization

process and to answer some questions for which our theoretical

analysis was not detailed enough.

When we estimated the drift of the (1 + _) EA in Lemma 5, we

pessimistically assumed that the elitism of this algorithm can be

only harmful. Namely, in our proofs, the comparisonwith the parent

does not save us from decreasing the fitness (since the parent’s

fitnessmight be decreased by the noise) and it might prevent us from

increasing fitness (since the parent’s fitness might be increased by

the noise). This pessimistic view eased the proof without harming

3
The full proof can be found in the arXiv version of this paper [2].
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Figure 2: Mean runtimes (number of fitness evaluations, nor-

malized by 𝑛 ln𝑛) and their standard deviations over 100 runs

of the (1 + _) EA and the (1, _) EA on OneMax with noise

rates 𝑞 = 1 with varying problem size 𝑛.

the asymptotic order of magnitude of the runtime, so it was fully

appropriate for the theoretical analysis. Still, it raises the question

which of the two algorithms is better when looking at the precise

runtime rather than its asymptotics. To understand this question,

we ran the (1 + _) EA and the (1, _) EA on OneMax with problem

sizes 𝑛 = {26, 27, . . . , 214}, with 100 repetitions for each value of 𝑛.

We used a strong noise with 𝑞 = 1 to maximize its effect, standard

bit mutation with 𝜒 = 1, and we chose _ = ⌈𝐶 ln(𝑛)⌉ with 𝐶 = 14,

since for the chosen values of 𝑞 and 𝜒 this 𝐶 would satisfy the

assumptions of Lemma 9. The mean runtimes of these runs and

their standard deviations are shown in the plot in Figure 2. For better

visual comparison, we normalize both runtimes by 𝑛 ln(𝑛), which is

our upper bound on their asymptotical runtime and the well-known

lower bound for all unary unbiased black-box algorithms [33]. In

the plot we see that for all problem sizes the difference between

the mean runtimes of two algorithms is very small compared to the

standard deviations of their runtimes. Therefore, we conclude that

in practice for this population size the elitism does not slow down

the algorithm by more than some lower order terms (but neither

can speed it up). We note that this is well-known for the noisefree

setting, simply because with high probability some offspring equals

the parent, so removing the parent in the (1, _) EA has no negative

effect. For the noisy setting, as our proof shows, this is less obvious.

We also compare the (1 + _) EA with _ = ⌊ln(𝑛)⌋ and the

(1 + 1) EA on OneMax in the presence of bit-wise noise with small

but constant value of 𝑞 = 0.01. Ours and the previous theoretical

works showed that in this setting the asymptotic runtime of the

(1 + _) EA is much better, but the question is if this translates to sig-

nificant runtime differences already for common problem sizes. Our

results, depicted in Figure 3, show that the difference between the

algorithms is notable already on the smallest problem size 𝑛 = 2
6
.

We also note that since we use a logarithmic scale for both axes,

the convex plot of the (1 + 1) EA indicates that its runtime is super-

polynomial in problem size 𝑛, which lines up with the theoretical

results in [23].
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Figure 3: Mean runtimes (number of fitness evaluations) and

their standard deviations over 100 runs of the (1 + _) EA and

the (1 + 1) EA on OneMax with noise rates 𝑞 = 0.01 with

varying problem size 𝑛.

7 CONCLUSION

In this work, we have proven that both the (1 + _) EA and (1, _) EA
with at least logarithmic population sizes are very robust to noise,

that is, with up to constant noise probabilities they optimize the

OneMax benchmark in asymptotically the same time as if no noise

was present. This significantly improves the state of the art for

the (1 + _) EA, considerably reducing both the required population

size and the runtime guarantee, and this is the first such result for

the (1, _) EA.
The reason for this progress is the general observation that the

noisefree offspring can be seen as a biased uniform crossover be-

tween the parent and the noisy offspring. From this we proved that

the true progress is at least a constant fraction of the noisy progress.

The latter can be analyzed with known methods because the noisy

offspring, asymptotically, has the distribution of an offspring ob-

tained from bit-wise mutation with a rate that is the sum of the

mutation and the noise rate. We are optimistic that this or analo-

gous arguments will find applications in future runtime analyses

again.

Next steps to continue this line of research could include the

first analysis of the (`, _) EA [1] in the presence of noise or an

analysis of the algorithms studied in this work on the Leading-

Ones benchmark, which generally is more affected by noise.
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