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THE LANDAU EQUATION IN A DOMAIN

KLEBER CARRAPATOSO AND STEPHANE MISCHLER

ABSTRACT. This work deals with the Landau equation in a bounded domain with the
Maxwell reflection condition on the boundary for any (possibly smoothly position depen-
dent) accommodation coefficient and for the full range of interaction potentials, including
the Coulomb case. We establish the global existence and a constructive asymptotic de-
cay of solutions in a close-to-equilibrium regime. This is the first existence result for
a Maxwell reflection condition on the boundary and that generalizes the similar results
established for the Landau equation for other geometries in [33, 61, 62, 17, 36]. We also
answer to Villani’s program [25, 59] about constructive accurate rate of convergence to
the equilibrium (quantitative H-Theorem) for solutions to collisional kinetic equations
satisfying a priori uniform bounds. The proofs rely on the study of a suitably linear
problem for which we prove that the associated operator is hypocoercive, the associ-
ated semigroup is ultracontractive, and finally that it is asymptotically stable in many
weighted L°° spaces.
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1. INTRODUCTION AND MAIN RESULTS

1.1. The Landau equation in a domain. In this paper we are concerned with the
existence and long-time behavior in a perturbative regime for the Landau equation (1936,
[43, 44]) in a bounded domain, which is a fundamental model in kinetic theory describing
the evolution of a dilute plasma. We thus consider the Landau equation

(1.1) WF =—v-V,F+Q(F,F) in (0,00) x QxR3

for a distribution F' = F(t,z,v) > 0 of particles which at time ¢ > 0 and position = € ) C
R? move with velocity v € R3. The Landau equation in the interior of the domain (1.1) is
complemented with the Maxwell reflection condition [47, 20] on the incoming part of the
boundary

(1.2) v-F =%(y+F) on (0,00) x ¥_,

as well as with an initial datum Fj;—y = Fp.
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The Landau collision operator @ in (1.1) is a bilinear operator acting only on the
velocity variable which, in the kinetic theory of gas, classically models the interacting
through binary collisions. It is defined by one of the following equivalent formulations,
using the convention of summation over repeated indices,

(1.3 Qo W) =0y, [ ay(w—v) {001 = fo1,0.} dv.
(1.4) = 0y, { (a5 9)0u, | — (b 0) 1 }

(1.5) = (aij * 9)0v, 0, f — (cx g)f

(1.6) = 2, {(aj * 9)f} — 200, {(bi * 9) [,

where * stands for the convolution on the velocity variable v € R3, the matrix a is given
by

aij(z) = |o|"F2 <5i' - Tjﬁ) ., v E[=31],
and
bi(2) = O0y;aii(2) = —2|2["z
(1.7) c(2) = Ou,,ai5(2) = =2(y +3)|2]" if —3<~<1
c(2) = Oy, ,0ij(2) = —8mdy  if v =—3.

The parameter v € [—3,1] is supposed to be connected to the power of the interaction
potential involved in the binary collisions. The cases 7 € (0, 1] correspond to hard poten-
tials, v € [—2,0] to moderately soft potentials, v € (—3, —2) to very soft potentials, and
v = —3 to Coulomb potential. It is worth mentioning that the Coulomb potential is the
most (if not only) physically relevant case.

The Maxwell reflection operator in (1.2) is given by
(1.8) A F) = (1= 0)I % F +19 F,

where ¢ : 00 — [0,1] is the accommodation coefficient that we assume to be a smooth
function on 02, . is the specular reflection operator, and & is the diffusive reflection
operator defined below. More precisely, denoting by n, the outward unit normal vector
at a point x € 9N of the boundary, we define the sets

2% = {v eR% +v-n, >0}
of outgoing (X% ) and incoming (X7) velocities, then the sets
=00 xR} Ti:={(z,0) € ;0e XL},
:=0,7)x%, TI'y:=(0,T)xXy, Te€(0,00],

and finally the outgoing and incoming trace functions

(1.9)

(1.10) il = e 7]
The specular reflection operator . is defined by

(1.11) Z(g(x,))(v) = gz, Vev), Vv =v—2n,(nyg-v),

and the diffusive operator & is defined on 3 by

(112) Tyl )0 = A @), §) = [ glew) (- w)sdw,

+
where .# stands for the Maxwellian distribution

(113) M =T, (o) = (2m) 2 exp(~ v /2),

so that .# = 1 and 1 is the standard Maxwellian function with integral one. It is worth
emphasizing that, for a dilute plasma or gaz, it seems to be not completely clear which
are the physically convenient reflection conditions to be imposed at the boundary of €.
However, the Maxwell reflection condition (1.8) is one of the most commun and general
reflection condition considered in kinetic theory.
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We shall suppose throughout the paper that €2 is a bounded open smooth and connected
subset of R3. More precisely, we assume that there exists § € W2°°(R3) such that 6(z) =
dist(z, 0Q) is the distance to the boundary in a neighborhood of 92, and we denote

(1.14) O:=QxR> and U:=(0,T)xO
for T € (0, 00]. Moreover we assume that ¢ is the restriction of a W1°°(R?) function.

1.2. Collisional invariants and conservation laws. Let us briefly discuss at a formal
level the physical properties of the solutions to the Landau equation (1.1)-(1.2). We refer
to the introduction of [10] for more details (see also [49, 51, 35, 36, 37]).

The reflection operator. Whatever is the accommodation coefficient ¢, we have

(1.15) /11@3 H(v+F) (ng -v)_dv = /RS Y+ F (ng - v)4 do,

which means that there is no flux of mass at the boundary (no particle leaves nor enters
in the domain). On the other hand, in the case of pure specular boundary condition ¢ = 0,
we additionally have

(1.16) [ 2 o) do = [ i F o, o) do,
R3 R3

which means that there is no flux of energy at the boundary in the case of the pure specular
reflection boundary condition. Furthermore, still when ¢ = 0, we also have

(1.17) /R3 [Z(v+F)v(ng -v)- —y4Fo(ng -v)4]dv = —2n, /R3 Y4+ F (ng - v)2 do,

which means that the flux of momentum at the boundary is normal to the boundary in
the case of the pure specular reflection boundary condition.

The collisional operator. From the formulation (1.3), we have
1
/Ra QF, F)pdv = /RS/RB aij(0 = v.) { Fudo, F — FO, F.} (Dup. — 9u,0) du. do,
and thus the Landau operator enjoys the microscopic or collisional invariants
(1.18) / Q(F,F)pdv =0, ¢=1,uv, v
R3

where we use that a;;(2)z; = 0 for the energy identity. The microscopic Landau operator
formulation of the celebrated Boltzmann H-theorem may be expressed as

/3Q(F,F)longv <0, YF>0,
R

with equality if, and only if, F' is a Gaussian function in v.

Macroscopic laws. One easily obtains from (1.18), the Green-Ostrogradski formula and
(1.15) that any solution F' to the Landau equation (1.1)-(1.2) satisfies

g/ dedm:/(Q(F,F)—v-%F)dvdx:o,
dt Jo o

so that the total mass is conserved, namely

(F(t,)) = (Fo), Vt=>0, WW:AGMM.

In the case of the specular reflection boundary condition (¢ = 0), some additional
conservation laws appear. On the one hand, one also has the conservation of energy

d
—/ |v|2dedx:/ W2(Q(F, F) — v - V,F)dvde = 0,
dt Jo 1)

because of (1.18), the Green-Ostrogradski formula again and (1.16). On the other hand,
if the domain §2 possesses a rotational symmetry, we also have the conservation of the
corresponding angular momentum. In order to be more precise, we define the set of all
infinitesimal rigid displacement fields by

(1.19) R::{xGQr—)Ax—FbGR?’;AEMg(R),bG]RB},
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where M$(R) denotes the set of skew-symmetric 3 x 3-matrices with real coefficients, as
well as the manifold of infinitesimal rigid displacement fields preserving €2 by

(1.20) Ro={ReR|R(z) n,=0,Vzed}.

When the set Rq is not reduced to {0}, that is when Q has rotational symmetries, then
for any R € Rq, one deduces the conservation of associated angular momentum

%/OR("T)'devdx:/OR(x)'v(_v‘vxF—FQ(F,F))dvdx

= / F(v-Vz(R(x)-v))dvde — 2/ (R(x) - )y f |na - v|? dvdo, = 0,
@] by

n
because of (1.18), the Green-Ostrogradski formula, the fact that R(z) = Az with A is
skew-symmetric, the identity (1.17) and the fact that R(z) is tangential to the boundary.
Summing up, in the case of the specular reflection boundary condition (¢ = 0), the total
energy and the angular momentum associated to infinitesimal rigid displacement fields
preserving {2 are conserved, namely

(F(t,)o) = (Folvl?), (FE,)R()-v) = (FR(z) -v), YR € Ro,
for any t > 0.

Finally, using the above recalled microscopic formulation of the Boltzmann H-theorem,
we deduce that global equilibria are global Maxwellian distributions that are independent
of time and position. The only mass normalized global Maxwellian distribution which is
compatible with the Maxwell reflection condition (1.8) is the distribution p /||, with u
defined in (1.13), and we will fix this particular choice of equilibrium in all the paper. In
view of the above discussion, we introduce the following conditions on the initial datum
Fo

(C1) (Fo — ) =0,
(C2) ((Fo = w)lo]*) = ((Fo — w)R(z) -v)) =0, VRERq,
and we will assume that (C1) always holds and that (C2) additionally holds in the case of

the specular reflection boundary condition (¢ = 0).

1.3. The main results. In order to state our main result, we need to introduce some
functional spaces. For a weight function w : R® — (0,00) and an exponent p € [1, 0], we
define the weighted Lebesgue space L?, = LP(w) = LP (R?) associated to the norm

gl = llwgll e,

and similarly the Lebesgue spaces LF,(O) = LP(Q; LP). We fix
(1.21) ko > 8+ 7.
We call admissible weight function w, a function
(1.22) w = () := (1 + [v]2)*/? with k > ko;
w = exp(k(v)®) with s € (0,2) and k > 0, or s =2 and « € (0,1/2);

and throughout the paper we denote s = 0 when w is a polynomial weight and k := ks
when w is an exponential weight. For two admissible weight functions w; and ws (or inverse
of admissible weight functions), we write we < wi (or w1 = wa) if im0 2(v) = 0.
Similarly, we write wp < w1 (or wy = wa) if we < wy or lim,|_,o z—f(v) € (0, 00).

For any admissible weight w we associate the decay function

1 . (k‘—"co)
C<og(>> e if w = (v)* and v € [-3,0),
1.23 Ou,(t) = "
(1.23) w(t) = Cexp (=At), if w = (v)* and v € [0, 1],
C exp (_Atmin(l,ﬁ)) ’ if w— em(v)s,

for some constants C, A € (0,00).
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Our first main result reads as follows.

Theorem 1.1. For any admissible weight function w in the sense of (1.22), there exists
o > 0, small enough, so that, if [|[Fo — pl[e0 0y < €0 and Fy satisfies the condition (C1)
(as well as the additional condition (C2) in the specular reflection case v = 0 in (1.8)),
then there exists a global weak solution F to (1.1)—~(1.2) (in a sense which will be specified
later) associated to the initial datum Fy such that

(1.24) sup [|[F'(t) — pll e (0) < €o-
>0
This solution also verifies the decay estimate
(1.25) | F(t) - MHLg;(O) < Ou) 1Fo — pllze(0), V20,
with wy = w if v+ 5> 0 and wy = wp := (vYko if vy 4+ 5 < 0.

We remark that by global weak solution F', we mean that the perturbation f = F — pu
is a global weak solution to the equation (1.31) below in the sense of Theorem 3.4. It is
worth emphasizing that the small constant €9 and the decay function ©,, are definitively
constructive although we will not track the constants along the proof.

The well-posedness and convergence of solutions to collisional kinetic equations in a
close-to-equilibirum setting has received a lot of attention in recent years. On the one hand,
several results were obtained for kinetic equations in the torus. We refer for instance to
[64, 65, 15, 34, 32] and the references therein for similar results for the cutoff Boltzmann
equation. Concerning the Landau equation, we only mention [33, 61, 62, 19, 17, 28]
and the references therein. Finally, for the non-cutoff Boltzmann equation we refer to
[31, 3, 2, 38, 4, 5.

On the other hand, in the case of a bounded domain the literature is scarser. The first
results were obtained for the cutoff Boltzmann equation in [35], and then extended in
[12, 40, 41]. It was only recently that long-range interactions were considered: The work
[36, 37] treated the Landau equation with specular boundary condition by introducing an
extension method. Very recently, this method was then extended by [23] to the non-cutoff
Boltzmann equation with Maxwell boundary condition (but excluding the specular case).
We also mention the work [56] which considers conditional regularization of large solutions
of the non-cutoff Boltzmann equation.

In particular our result in Theorem 1.1 extends the result of [36, 37] to general boundary
conditions as well as to larger functional spaces, however we do not prove uniqueness. It
is worth emphasizing that our boundary conditions are very general and in particular
we do not impose any restriction on the accommodation coefficient, as it is the case in
[36, 37, 35, 12]. Our boundary conditions are similar but slightly more general than those
considered in the recent paper [23]. We also stress on the fact that the conditions on
the initial datum Fj are very natural and does not involve velocity derivative as it is the
case in [33, 61, 62, 36, 37]. The drawback is that, as in [23], we are not able to prove
the uniqueness of the solution for this class of initial data and solutions, but contrarily to
[33, 35, 32, 17, 36, 37].

As in many previous works, the proof relies on the L? exponential stability of the
Maxwellian equilibrium p obtained through hypocoercivity arguments which are by-now
available for a general class of Boltzmann like collisional kinetic operators (see e.g. [10])
and on some regularization properties of De Giorgi-Nash-Moser ultracontractivity type
available for the Landau equation because of its hypoelliptic nature. These regularization
properties make possible to extend the exponential stability property to a weighted L
Lebesgue space and thus to deal with the nonlinearity of the equation.

Although in many aspects our approach is similar to the one of our previous work [17]
dealing with the torus case, we stress on the two main new ideas that are introduced in
the present paper. We will explain them with more details in the Section 1.4 below, but
we summarize them now:
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(1) On the one hand, we introduce a energy estimate based on new multipliers, a first
one being related to Darrozeés-Guiraud convexity argument [21, 49, 51], a second one
being related to general trace results [50] (see also [9]), and a third one being related
to Lions-Perthame’s multiplier for the gain of velocity moment [46, 53], in order to deal
with general reflection condition. Roughly speaking, this energy estimate tells us that
the density does not concentrate near the boundary. Then this estimate is combined
with hypocoercivity result in the spirit of [10], De Giorgi-Nash-Moser ultracontractivity
result for kinetic Fokker-Planck equation in the spirit of [57, 30] and enlargement space for
semigroup decay trick in the spirit of [32, 39, 17] in order to obtain the above mentioned
exponential stability in a weighted L Lebesgue space.

(2) On the other hand, most of the argument is performed at the level of a linearized
problem. The considered problem is however a time-dependent perturbation of the lin-
earized equation around the steady state and it is thus different from the linearized equa-
tion around the steady state itself which is usually considered. The estimates for the
time-dependent perturbation problem are not really more complicated to establish than
for the linearized problem around the steady state itself, but the former makes possible to
get a very direct and simple proof of the existence and stability result as well as to avoid
the control of velocity derivative on the initial datum contrarily to [36, 37].

We next focus on Villani’s program [25, 59] about constructive accurate rate of conver-
gence to the equilibrium for solutions satisfying a priori uniform bounds in large spaces.
More precisely, we consider a global weak solution F' to the Landau equation (1.1)—(1.2),
in the sense of Theorem 3.4, satisfying

(1.26)  [[wooFll oo ((0,00)x 0) F lwoo F'l| Lo ((0,00);21 (0)) < Co, (073;1)&9 » Fdv > po,

for an admissible weight function ws, and some constants Cy, pg € (0,00). We also assume
that the conclusions [25, Theorems 2 & 3] of the quantitative H-theorem theory developed
by Desvillettes and Villani hold true, namely

(1.27) [ — pllro) < e1lt) =0, as t — oo,

for some polynomial function £1, although [25] establishes (1.27) only for the specular
reflection boundary condition (¢ = 0) but not for a general Maxwell condition (when
t # 0). Our second main result answers to Villani’s program by drastically improving the
rate of convergence (1.27) up to the one given by the linearized regime.

Theorem 1.2. Assume v € [—3,0]. Any global weak solution F to the Landau equation
(1.1)~(1.2) satisfying (1.26) and (1.27) also satisfies the more accurate decay estimate

(1.28) IF(8) = pllgg 0) < Oult), V20,
for any admissible weight function w < wso. In the case s+ > 0, this decay is exponen-

tially fast.

It is likely that a variant of this result should be true also for v € (0, 1], but we do not
follow this line of research in the present work.

1.4. Strategy of the proof of the main result. Since we are concerned with the exis-
tence and long-time behavior of solutions in a regime near to the Maxwellian equilibrium,
we introduce a small variation of distribution f defined by

F=upu+f
We next denote by C the linearized collision operator
(1.29) Cf=Qu f)+Q(f, 1),

and by L the full linearized operator
(1.30) Lf=—-v-V,f+Cf,
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so that the perturbation f verifies the equation
Wf=Lf+Q(f.f) in (0,00)x0O

(1.31) V- f =%y f on (0,00) x X_
Ji=0 = fo,

with initial datum fo = Fy — p satisfying (C1) (as well (C2) in the specular reflection case
¢ =0). We then observe that, from (1.18), we have

TQ(f, f) =0,
where 7 stands the projector onto Ker(C) = span{u, vip, vapu, vap, |v|>u} given by

wf(e0) = ([ f@w)dw) u)+ ([ wf@w)de) o)

w* —3 (lv[* = 3)
+ (/R3 7 flz,w) dw) T,u(v).

As a consequence, the first equation in (1.31) also writes

Of =Lsf,

(1.32)

with
Lof = Lf+Q (9, ]),
where we have set Q1 (g, f) := (I — 7)Q(g, f).

For a given function g = g(¢,z,v) and for any ty > 0, we shall first consider the linear
equation associated to the operator £, defined by

of =Lyf in (tg,00) x O
(1.33) v_f =Ry f on (tp,00) X X_
Jit=to = Jto in O.

We introduce a splitting of the operator £, = By + Ay, where we define the dissipative
part by

(1.34) Byf == —v-Vof +Qu, [) + Qg, f) — Mxr/,
and the remainder part, which takes into account zero order and integral terms, by
(1.35) Agf=Q(f, 1) = 7Q(g, ) + MXR/,

for some compactly supported smooth function Myxgr with constants M, R > 0 to be
chosen, namely xg(v) = x(v/R) for x € C2°(R3) such that 15, < x < 1p,. We shall also
consider the linear equation (1.33) associated to the operator By instead of L,.

From now on, we fix some weight function
(1.36) wp := (V)
with kg defined in (1.21), and we define the space
Xp = L, ((0,00) x O).

We denote by P, the projection operator on the v-direction for any given v € R3\{0}
defined by

_[e. VYV Y 3
(1.37) Pvg_(g !v!)!v!’ Ve e R,

and we denote by Vo f the anisotropic gradient of a function f defined by
(1.38) Vof = P,Vof + ()(I — P,)V, f.
We next define the dissipation norm HL* associated to the norm of L2 by
X4 s jo s
115 ) = 160 22 Fl T2 ) + 140) 2 Vo (F) 23,

where we recall that s = 0 when w is a polynomial weight function.
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At least for g € Ay small enough, we successively establish the following properties for
both non-autonomous semigroups Sg, = S¢,(t,to) and Sp, = Sg, (t,to) associated to the
above equations.

(1) The semigroup Sp, is bounded. For any admissible weight function w and exponent
p € [1,00], there holds

(1.39) S, : LE,(O) — LE(O), uniformly bounded.

More precisely, thanks to a multiplier trick, we exhibit an equivalent weight function @
such that Sp, is a semigroup of contractions on LE(0), see Proposition 4.5.

(2) The semigroup Sp, is ultracontractive. For a class of admissible weight functions ws
and w, there holds

(1.40) S, (t,to) : L2(0) — L2(0), with bound O((t — to) ™),

for any t > ty > 0 and for some > 0. Modifying again the weight function, we are
indeed able to exhibit a dissipation estimate associated to the L?(@) norm which prevents
the concentration near the boundary of the solution to the linear problem associated to
By. Together with available gain of integrability estimates in the interior [57, 30] in the
spirit of De Giorgi-Nash-Moser theory for parabolic equations, we then establish that Sy,
is ultracontractive, see Theorem 5.8.

(3) The operator L, is (weakly) hypocoercive: there exist a constant og > 0 and a twisted
Hilbert norm || - [l 2(,-1/2), equivalent to the usual L2, (1~ '/?)-norm such that for the
associated scalar product ((*,"))z2(,-1/2), we have

(141) ((‘Cgfa f))LQ(,ufl/Q) < _O-OHin%H%’*(M_I/Q)’

for any f in the domain of L, see Theorem 6.1.
(4) The semigroup S, is decaying and enjoys compactness properties. For any admissible
weight function w, there holds

(1.42) HSLg(uT)fTHLg‘;(O) Sc@w(t—T)HfTHLgo, Vt>712>0, VfTGLZO,

with the notations of (1.25), see Theorem 7.1. That last estimate follows from the three
previous steps together with an extension trick in the spirit of [32, 39, 17]. There also
holds, for any T > 0,

T
(1.43) /O 152, () eIz g2 oy A < O fr Nz

as a consequence of a variant estimate of (1.41), from which we deduce a compactness
property in L? thanks to a Aubin-Lions type argument, see Theorem 3.4.

(5) Conclusion. We finally consider the mapping
g+ Sc, fo,

for which we deduce from the last step that it leaves invariant a small ball of LZy ((0, 00)x O)
and it is continuous for the weak topology. We conclude to the existence of a fixed-point for
that mapping thanks to the Schauder-Tychonoff fixed-point theorem and thus a solution
to equation (1.31) which satisfies the announced decay property in Theorem 1.1.

The proof of Theorem 1.2 uses similar arguments as those described above.

1.5. Structure of the paper. In Section 2, we recall some more or less standard results
we use in the next sections. In Section 3, we establish some a priori bound in L?, for
the solutions to the linear problem (1.33) and we deduce the existence of an associated
semigroup S¢,. In Section 4, we establish the bound (1.39) and we deduce a decay estimate
of the form (1.42) for the semigroup Sp,. In Section 5, we establish the ultracontractivity
estimate (1.40) for the semigroup Sp,. In Section 6, we establish the hypocoercivity
estimate (1.41) for the operator £4. In Section 7, we establish the decay property (1.42)
on Sg,. We finally prove the main results Theorem 1.1 and Theorem 1.2 in the last
Section 8.
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2. TOoOLBOX

We introduce in this section some more or less classical material that we will use several
times in the sequel.

2.1. Estimates for the collision operator. We recall some (variants of) classical results
on the Landau collision operator. We denote

(2.1) Qij = Qij * [, bi=Dbi*xpu, c=cxpu,

where * stand for the convolution in the velocity variable v, and we remark in particular
that

(2.2) ¢=—8mp when y=-3.

We recall the following result from [22, Propositions 2.3 and 2.4] and [33, Lemma 3]
(see also [17, Lemma 2.1(e)]).

Lemma 2.1. The matriz a(v) has a simple eigenvalue ¢1(v) > 0 associated with the
eigenvector v and a double eigenvalue f3(v) > 0 associated with the eigenspace v, so that

aij€i&j = (V)| Po€l* + La(v)| (1 = Po)E[”.

Furthermore, when |v| — 400, we have
i(v) ~2(v)7, La(v) ~ (),
and thus
ijoiv; ~ 220 @y ~ 2(0)7T2

On the other hand, there hold
(2.3) b= —{1(v)v
and
(2.4) - {:zga)ﬁ%xw Z 1 i(_—33 1],
when |v| = +o0.

Introducing the symmetric matrix

B(v) := \/51(0)% ® % + 4/ l2(v) (I— % ® %) )

we see from the above discussion that

(2.5) BV fI* = G )| PV fI? + (o)1 = P)VofI* = [(0)2V, f .
We reformulate [19, Lemma 3.4] and part of [18, Lemmas 2.4 and 4.1].

Lemma 2.2. For any g € L*>(wy), there hold

(2.6) (ai; * )| + I(ags * 9)vel + [(ars * ghoevn] < )z
(2.7) b+ 9 < (0 gz
(2.8) lex gl S () gllzzs

for any v € R3 and i,j = 1,2,3. Considering additionally some vector fields F and H,
there holds

(2.9) |(aij x g)FiHj| S gl |B(v) FI[B(v) H.

Proof of Lemma 2.2. Thanks to [19, Lemma 3.4] and [18, Lemmas 2.4], when v € [—2, 1]
we have

[(aij * g)| + [(ai; * g)vsl + |(agj * g)vivs] S (0) 2 lgll Lz (yren1/240)

as well as
|(bi * g)oi| + [bi * gl(v) < ()7 2(|gll 2 ((yr11/2+0y,
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and we conclude to (2.6) and (2.7) thanks to the embedding L C L2({v) *+11/2+0). In
the case v € [—3, —2], estimates (2.6) and (2.7) are proven in [17, Lemma 4.2].

The proof of (2.8) when v = —3 is straightforward from the very definition of wg in
(1.36). We next assume v € (—3,0). When |v| > 1, we proceed similarly as in the proof
of [17, Lemma 2.1(e)] by introducing the splitting

|U—U*|’y |’U_’U>t<|,y
cxg 5 g||Lee / _— d'U + e d’U .
| | || H Py { |U7U*‘S|U|/2 <’U*>k0 * ‘U*’U*|>‘U‘/2 <'U>I<>k0 *

For the first term, we have |v,| > |v|/2 on the domain of integration, so that

— v, |7 1
/ %dv* < 7k/ |v — v,|7 du,
o—va|<ol/2 (Vx)*0 (v/2)% Jjv—v.|<|ol/2

’,U’?H*’Y
S o S
v

because kg > 3. For the second term, we have

[ — v =
7dv* < |u/2" g v)7.
/|vv*>|v|/2 <v >ko ‘ / ‘ R3 <U*>k0 < >

For |v| <1, we just write

< ) _ < oo
e gl S llgllze /RS oo >k0 dv. S llgllzes /RS o) dv. S llgllzes,

We conclude the proof of (2.8) in the case v € (—3,0) by gathering these estimates. When
v € [0, 1], we write

o] + o]
exgl Sz, [ b an,

and we immediately deduce (2.8) by observing that y— ko < —3. The proof of (2.9) follows
from (2.6) exactly as in the proof of [18, Lemma 4.1]. O

We define
Aof i= Qf: 1) = (aig * 0,1 = (e x
We recall the results of [19, Lemma 2.12] and [17, Lemma 2.5].

Lemma 2.3. For any admissible weight function w and any exponent p € [1,00], there
holds

Ao : LP(w) — LP(u™?), V9 € (0,1),
In particular, we have
(2.10) [(Aof, )zl S 1) £117, .
We state now some variants of well-known estimates on the Landau operator.
Proposition 2.4. For any admissible weight function w as defined in (1.22), there holds
(2.11) (Qg: ) Nz S lallgg 110,

and
ory Q@D P] S ol 1o Az (1920 izoeve
+ 1V (A | 3 quyrrzs1) + 1wl (quprrzssy ) -

In particular we have

(2.13) (@ Q0. ). £ iz)| < oz 1) 17200
and

(2.14) (@19 ), Forze| S gleg 112
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Proof of Proposition 2.4. Using the shorthands
Qjj = ij * g, g, =bi*xg, C:=cxg, Oyw=0vipw, @:= k:(v>s_2,
with the same conventions for k£ and s as in (1.22), we split the proof into three steps.

Step 1. We first write, using the formulation (1.4) for Q(g, f) and one integration by parts,
— 5. _ 7 2
<Q(ga f)af>L3} = /R?) 81}1’ {aljayjf bzf}fw dv
=~ [ @5 {0,, () - fovip} 0u (1) + (f)uip) v
+/ b i fw{0, (fw) + (fw)vip} dv,

from which we get, performing another integration by parts in the first term of the second
integral,

@050z = = [ {00 (1) ~ Fovio} {9 fw) + fumip} do
_%/]R?’ &(fw)? dv+/RS bi(fw)?vipdo.

Using (2.9), (2.5), |B(v)v| = |v|y/¢1(v) and Lemmas 2.1 and 2.2, we have
iy {00, (f0) = fwovy } {00, (fw) + fuvip}|
S lgllez, (IBY(fw)? + [BoP| fowl?)

S lallzgs, (W19 (fw) 2+ ()22 fw]?)
We deduce (2.11) thanks to Lemma 2.2.
Step 2. We now use the formulation (1.6) for Q(g, f) to write

QD tiz = [ {0y @) = 20, Buf) p hs? do
= / aij fw {8Ui7vj(hw) + 20y, (hw)vip + ho, (vjpw)} dv
R3

+2 /3 bi fw {0y, (hw) + hwvyp} do.
R

We observe that

Qi {@;i,uj (hw) + 20y, (hw)vip + hoy, (vjpw)}‘
< Nlgllozs (0)7*2 (IV2(hw) | + o) 219 (o) + ()2 |hso])

and we conclude to (2.12) by using Lemma 2.2, writing w = (w(v)7/?)(v)~7/2 and applying
the Cauchy-Schwarz inequality.

Step 3. Observe now that from (2.12), for any polynomial function £ = &(v) such that
cw™l € L2((w)/2F9), Vo (€w™h) € L2((0)7/?+1) and VZ(€w™1) € L2((v)7/?%2), we have

@15) | [ 600 ) dv] = (@ 11,6071z S lallzg 1077 iz
We finally write

(7Q9, 1)s Hrzw) S 1) 7Qg, Pl 2 )1 (0) fll 22 w)
and observe that from the very deﬁnltlon of 7 in (1.32)

1(0) ™27 Q(g, /)| 3 ) » f)(v) dv

with &y :=1,& :==v;,1=1,2,3, {4 := |v|2, which implies (2.13). Recalling the definition
of Q+ = (I — 7)Q, we thus deduce (2.14) from the estimates (2.11) and (2.13). O
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2.2. Estimates for second order linear operators. Consider the parabolic operator
L acting only on the velocity variable v € R? defined by

(2.16) Lg = 040y, v;9 + Vi0y, 9 + 19,

where 0;; = 0;;(v) is a symmetric matrix, v; = v;(v) a vector field and n = n(v) a scalar
function, and we use the convention of summation over repeated indices. We observe that
the dual operator of L is

(2.17) L*h = O’Z‘javhvjh + (281;]- Oij — Vi) ({%ih + (({901.71)1.0'@']‘ — ({%iyi + 77) h.

We present a variant of [32, Lemma 3.8], [52, Lemma 3.8], [39, Lemma 2.1], see also [29,
Lemma 7.7].

Lemma 2.5. For any p € [1,4+00) and any weight function w = w(v), there holds

- 4(p—1)
/RB(Lg)lg\p 2t dv = —72/[[{3 01§00, GO, G dv + /Rg @ p l9IPw? dv,
with G := wP/?g|g[P/>~1 and

P
1 Oy, w Oy, w 2 Op; v, w0 2 Oy, w
L i v () i
ww7p(v) =2 (1 — 2—9) Oij Y — + (2—9 - 1) O'Z'jij + 2—98%.0'@']‘1)—

2.18

(2.18) Op,w 1 1

— UV + _avi,vjo'ij - _8’Uiyi + UR
p p

w

Remark 2.6. We also define @, by the above formula (2.18) with the convention 1/c0 =
0.

Proof of Lemma 2.5. Setting ®'(s) = |s|P~2s, we compute
/ (Lg)®'(g)w” dv = / 7ijOu; ;9" (9)w” dv + / viOy, g®'(g)w" dv + / ng®'(g)w’ dv
R3 R3 R3 R3
= Tl + T2 + T3’

and we denote h = wg in the sequel. For the term Ty, we write d,, (hw™!) = w™1d,,h —
w™2hd,,w, and thus

Ty = / (v;0p;h) @' (h) dv — / (V30 w) Wt h®'(h) dv
R3 R3

= [ @ ao— [ (™) pprav,
b JRr3 w

thanks to an integration by parts in last line.
For the term T3, we use integration by parts to obtain

T, :/ Jijavi,vj(hwfl)fb’(h)w dv
R3

= —/ 8vi(hm71)((9vjaij)<1>'(h)wdv —/ Oy; (hw™ 1) Dy, (@' (h)w) dv
R3 R3
=:T11 + Tho.
Observing that

_ _ 1 _
Oy, (hw™ )0y, (@' (R)w) = (p — 1)Dy, hy, b |R[P~2 + ];awmavj(w’) w™l
_ p— 1 p -1 _ -2 p
- O, (|A[P) Oy, w w Oy w0y, ww ™ |h|
and using the symmetry of o;;, it follows

T12 == —(p - 1)/ al-j(?whavjh |h|p_2 dv
R3

2
- [— — 1] / aijaviw&,j(]h\p)wfl dv +/ 0§ Op; w0y, w w2 |hlP do.
p R3 R3
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Integrating by parts the second term above gives

Ty = ~(p = 1) [ (033010, ) W2 do -+ sa(p) [ (01,052

Oy, v, W Oy, w Oy w
+/<L1(p)/ (aji) ]h\pdv—l—kag(p)/ (aij i Ou, ) P do,
R3 w R3 w w

with k1(p) == % —1 and ka(p) =2 (1 - %) On the other hand, for 77; we obtain, thanks
to an integration by parts,

Dot > I[P du
w

Ty = _/ By, (hew™) (B, 047)®' () w dw
/(%th) )(0v; 7i5) v—/ 8vi(w_1)(8vj0ij)h<1>'(h)wdv
=2 [ O o+ [ (00,22 i

P JR3
Gathering previous estimates gives

/ (Lg)®' (g)wP dv = —(p — 1)/ (aij&,ih&,jh) \h]p_Q dv +/ wc%,p wP |g|P do,
R3 R3 R3

where

Oy, w 0vjw)

@ p(v) = Fa(p) ("“‘ w W

Oy ;W Dy Dy,
+ k1(p) <O-ijTJ> + (1 + r1(p)) (a’l}]UZJ (:jw) - <Vi Zw>

w

1
+ (avi7vjaij) - 2_9(8111”1) + 1,

S

from which identity (2.18) follows by observing that 49y, (h|h[P/271)0,, (h|h[P/>71) = p?(y, hdy, h)| WP 2.
O

Remark 2.7. For latter references, we observe that

L _ _L*
Ww,p = @Wmyg

when v; = 0 in the definition of L, 1/¢+1/p =1 and m = w1

2.3. Trace results for Kolmogorov type equations in a L? framework. We consider
a general Kolmogorov type equation

(2.19) Og+v-Veg=Log+G in (0,T7) x O,
for T' > 0, where
(2.20) Log := 0y,(0ij0y,9) + viOy, 9,

for a positive symmetric matrix o = o(t,z,v), a vector field v = v(t,z,v), a source term
G = G(t,z,v) and we assume

(2.21) 0ij € L?;)L%)c,va v; € L Llocv

We adapt some trace results for solutions to the Vlasov-Fokker-Planck equation devel-
oped in [51, Section 4.1], see also [29, Theorem 11.1], and which are mainly a consequence
of the two following facts:

e If g € L?,H! is a weak solution to the Kolmogorov equation (2.19), then it is a
renormalized solution;

o If g € LS, with V,g € L?,, is a weak solution to the Kolmogorov equation (2.19),
then it admits a trace vg € L™ in a renormalized sense.

We introduce some notations. We denote

(2.22) = |ng -v|dvde, and dé?:= (n, -v)?dvdo,
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the measures on the boundary set 3. We denote by 28, the class of renormalizing functions
B e I/Vli’COO(R) such that 5/, 5" € L®(R); and by Bs the class of renormalizing functions
B € WEP(R) such that 87 € L®(R). We define the operators

(223) Myg := 0Og+v-Vzg— Lyg,
(2.24) Myp = —0Owp—v-Vap—Ljg,
where

Lip := 0y, (0400, 0) — O, (Vitp).
is the formal adjoint of Lg. For a o-finite and o-compact Borel measure space E =
(E,&,du), we write g € L(E) if g : E — R is a Borel function and g € C([0,T]; L(E)
if B8(g) € C([0,T); L (E)) for any B € W2>(R). We recall that for T > 0 we denote

loc
U=(0,T)xO0,T=(0,T)xXand 'y = (0,7) x 4.
Theorem 2.8. Let T > 0. We consider g € L*((0,T) x Q; HL.(R?)), G € fongclw +
Llloc(l/_{), oij, Vi satisfying (2.21) and we assume that g is a solution to the Kolmogorov
equation (2.19) in the distributional sense.

(1) Then there exists vg € L(T') and t — g, € C([0,T]; L(O)) such that g(t, ) = g+ a.e.
on (0,T) and the following Green renormalized formula

(2.25) /u (,B(g) M + 8" (9) O, 90y, gap) dvdxdt
T

+ [ 5096 (e ) dvdog de + [ /O Blaelt ) drdu] = (G, (0)¢)

holds for any renormalizing function 3 € By and any test function p € D(U). It is worth
emphasizing that 3'(g)p € L2, H} N L, with compact support in U so that the duality

txv

product (G, B'(g)) is well defined. We will often write indifferently g(t,-) = g;.
(2) If furthermore G € L}, H, L . then vg € L2 (T, d¢2dt) and g € C([0,T]; L} .(O)).

oc,v’ loc loc
(3) Alternatively to point (2), if furthermore gy € LIQOC((’?), v_g € L (T;dédt) and
G e L%mngcl,w then v4g € LE (T;dédt), g € C([0,T]; L2 .(O)) and (2.25) holds for any

renormalizing function B € B.

(4) Alternatively to points (2) and (3), if furthermore g € LS. (U) then vg € L (T')
and (2.25) holds for any renormalizing function § € B.

Proof of Theorem 2.8. On the one hand, using standard regularization by convolution
technique, for a sequence of mollifiers (p.) in D(R?), the function g. := p. %z g satisfies

82595 +v-Vgge — 8v¢(0ijang€) - Vi8v¢g€ =G,
in the sense of D'((0,T) x O), with G. — G in L, Hy.! + Li (U). More precisely,

loc,tz**loc,v loc

writing the source term as G := Go + 0,,Gi, with Go € LL _(U) and G; € L% _(U) for any
i =1,2,3, we have G. = Go. + 0,,Gic with

(2.26) Goe = Go * pe + [0+ Vg, pex]g — [Vi, pe*]0p,9 — Go in L.
and
Gie == Gi * pe — [Uij7pe*]ang — G; in L120c7

where we use the usual commutator notation [A, B] :== AB—BA and we use [26, Lemma II.1]

in order to justify that the second term converges to 0 in (2.26). Because g. € VVﬁ)’Cl u,
the chain rules applies and gives

815/8(96) +v- Vxﬁ(gs) - 8%' (Uijavj/g(ga)) - VianIB(g?f) - /Bll(ge)o'ijangaavige
= GOEIB/(g€) + 8v¢(Gi€/8/(ge)) - 5”(96)Gi€8v¢g€
in the sense of D'((0,T) x O) for any 8 € C? N W2, Because now 3(g.) — B(g) in
%

L%oc(“)? /8/(96) - /8/(9) in L120c,ta:Hlloc,v and (/8”(98)) is bounded in LOO(“)? /8”(96 /B/I(g)
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in L1

o), we may pass to the limit e — 0 and we obtain

0:B(g) +v-VB(g) — vz(o'zjav]ﬁ(g)) — 130y, 8(g) — ﬁl/(g)aijangavig
= GO/B (g) + aUz( 2/8 ( )) - /8 (g)Giavig

in the sense of D’'((0, T) x Q) for any 8 € C?NW2°° and next for any 8 € W2, Using that
h:= B(g) € L®U)NLE. mHloc , and the right- hand side belongs to Li .(U)+ L. tlegc -
we may straightforvvardly adapt the proof of [51, Theorem 4.2] and we get that there
exists yh € L*°(I") and for any ¢ € [0,7] there exists hy € L*(O) such that ¢t — h; €
C([0,T]; Li,.(O)). Choosing 8 increasing and defining vg = B~ (vh), gt = B (he),
we obtain that the Green formula (2.25) holds true for any 8 € W2>. The additional
regularity and integrability properties on g; and g follow from this Green formula as in
[51, Section 4]. We may thus extends the set of renormalizing functions g € B; with i = 1

or ¢ = 2, depending on the regularity assumptions. O

We will also use the following stability result in the spirit of [51, Theorem 5.2] and the
following duality result in the spirit of [50, Proposition 3].

Proposition 2.9. Let us consider four sequences (g*), (o%), (V%) and (Gk) and four
functions g, o, v, G which all satisfy the requirements of Theorem 2.8. If ¢ — g weakly in
L2((0,T) x Q; HIOC(Rd)) — o weakly in L2 (O), v¥ —v weakly in L2 (O) and G¥ — G
weakly in L3 legév, then g satisfies (2.19) so that it admits a family of trace vg €

IOC(F d¢?), g; € L2 (O), for any t € [0,T], and (up to the extraction of a subsequence)

vg* — g a.e. and weakly in L2 _(T;d€?), gF — g a.e. and weakly in L2 (O), for any
te[0,T].

Proof of Proposition 2.9. We observe that
og® +v-Vug® =G + div, G}

with (g%), (Vug¥), (GE) and (G¥) bounded in L2 ([0,7] x O) and we may use the
Ht1 égv(RQd“) regularity result [11, Theorem 1.3] on any truncated version of (¢*) in order

to conclude that (g*) belongs to a compact set of L2 _([0,T] x O). For 8 € B; N C? and
© € D((0,T) x O), we write the renormalized Green formula

/(ﬁ(gk)MSsD—ﬁ”(gk)azjang’“@vigkso)+/ﬁ(vgk)wnz-vz/ Gy
u

with G* := GEB' (¢%)+0,, (GEB (¢")) 5" (g )Gk(?vlg Observing that, up to the extraction
of a subsequence, B(g*) — B(g) a.e. and B(y¢*) — B weakly in LIOC(F d¢?), we may pass
to the limit in the above equation and we get

[ (5@Mip = 5" (9)050,99090) + [ Betn ) = [ Go
u r u

with G := Gof'(g) + 0y, (G (9)) — 8"(9)GiDy,g9. Thanks to Theorem 2.8, we thus have
B = B(vg) a.e. on T. Defining fBo(s) := B(s)? for B € W2 N C? and observing that
By € W2 N (2, the above argument for both § and (o implies B(vg*) — B(vg) and
B(vg¥)? — B(vg)? both weakly in L2 (T';dé?). We classically deduce B(vg¥) — B(vg)
strongly in LIOC(F, d¢?), and thus, up to the extraction of a subsequence, yg* — vg a.e.
by choosing 3 one-to-one. The proof of the result concerning the trace functions gf and
g¢ on the sections {t} x O can be handled in a similar way and it is thus skipped. O

Proposition 2.10. Let T > 0. Consider two solutions f,h € L?((0,T) x Q; H} (RY)) to
the primal and the dual Kolmogorov equations

Mof = F, Mih=H,

with Mo and My defined in (2.23) and (2.24), F, H € L2 (U) and 0;;, v; satisfying (2.21).
For any renormalizing functions o, 3 € W2(R) and any test function o € D(U), there
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holds
2 [ atnsMig + [ atr Nsemetn -+ [ [ atrstop )] = [ o

where G € LL _(U) is defined by
G =/ (f)FB(h) + a(f)B' (W H — o (f)0ijOu, fOu, f B(h) — a(f)B" (h)ij O, hDy; h.
Proof of Proposition 2.10. With the notations of Theorem 2.8, the functions f. := f*,,pc
and he 1= h x;, p. satisfy
Ofe = —v-Vaofe + Lofe + F
—0the = v - Vzhe + Lyhe + He,

with f. = f, he = hin L2((0,T) x Q; H} (RY)) and F. — F, H. — H in L% _(U). From
Proposition 2.9-(2), we get vfe — vf, vhe — vh a.e. on ' and foy — fi, het — hy a.e. on
O for any t € [0, 7).

For a, B € W3*(R), we thus deduce that a(yf:)B3(vh:) = a(vf)B(vh) in L.
and a(fe)B(het) — a(fi)B(hy) in L (O) for any t € [0,T].

On the other hand, we set g. := a(f:)5(he) which satisfies
Otge +v - Vage = Loge + Ge,

with G. defined similarly as for G. Because g. — ¢ := a(f)3(h) in L?((0,T) x Q; H}),
G. — G in L} _(U), we may use Proposition 2.9-(2), and we deduce that vg. — ~vg.
Because vg. = a(vf:)B(vhe) and using the previous convergence, we deduce that vg =
a(vf)B(~vh). We similarly prove g = a(f;)5(he) for any ¢ € [0,7]. The identity (2.27) is
thus noting but the non-renormalized Green formula (2.25) applied to g. O

(T, deldt)

2.4. Well-posedness for Kolmogorov type equations. We consider the Kolmogorov
type equation, for 7" > 0,

(2.28) Ohf+v-Vof=Lf+2[f] in(0,T) x O,
with a general parabolic operator in the velocity variable
(2.29) Lf =00y, 0, f + viOu, f +1f,

and an abstract (integral in the velocity variable) operator .#°, which is complemented
with the Maxwell reflection boundary condition (1.2) and an initial datum f(0) = fp in
O. We make the same assumptions (2.21) on the coefficients o, v and we also assume

(2.30) ne LS Ly, and oG > 00l¢)?, V¢ €R?,

for some oy > 0. We next assume that the problem behave adequately in a weighted L2
framework. More precisely, for some possible perturbation w = 6w of a weight function
w:R3 = (0,00), we assume

0< <0< <o0, [Vabl]+[Vul] SO(v) 7,
the function @} , defined by (2.18) satisfies
(2.31) —As <@gy < Ao,

for a function ¢ : R® — R, and some constants \; > 0. We also assume that the nonlocal
operator ¥ is bounded in L2 (R?) and more precisely satisfies

(2.32) sup || ]| (12 (w)) = C2 < 00,
(0,T)x

and the reflection operator & satisfies
(2.33) R : LP(S4;dEL) — LP(3-;ded), 12| L2 (2ae2) < 1,
where we denote here and below

(2.34) dg; = o|ng -v|dvde, and d€? := w*(v) % (n, - v)? dvday,
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with ¢ := w or ¢ := @. For further references, we define
(2.35) 65100 = [ {o0@0)0,, @9) + a%%}

We next assume that the problem behave nicely in a L! framework, namely

(2.36) sup || | grrey = Cwa, @y < Mg,
(0,T)x2

for some constants C 1, A2 € [0, 00), and we recall that from the very definition (1.8) (see
also (1.15)), we have

(2.37) #: LNDy;det) — LN 5deh), |2 e < 1

We finally make a compatibility hypothesis on the two weighted L? and L' frameworks by
assuming

(2.38) <U>W_1 € LQ(RQ)’ (|JZJ| + |8UJJZJ| + | v,vJJZJ| + vl + |0, vi| + [n|)w e LQ(Z/{)-

For further reference, we define the Hilbert space .7 associated to the Hilbert norm || - || »
defined by
£ 15 = 1172 + £

with || - || ,;1.+ being defined in (2.35).

2

Theorem 2.11. Let T > 0. Under the above conditions, for any fo € L2(O), there
exists a unique weak solution f € C([0,T];L2) N S to the Kolmogorov equation (2.28)
complemented with the Mazwell reflection boundary condition (1.2) and associated to the
initial datum fo. More precisely, the function f satisfies equation (2.28) in the sense
of distributions in D'(U) with trace functions, defined thanks to Theorem 2.8, satisfying
vf € L*(T,d€2) as well as the Mazwell reflection boundary condition (1.2) pointwisely
and f(t,-) € L2, ¥Vt € [0, T, as well as the initial condition f(0,-) = fo pointwisely.

The proof follows similar lines as in [8] (see also [48], [29, Sec. 8 & Sec. 11] and [16])
and it is thus only sketched.

Proof of Theorem 2.11. We split the proof into four steps.

Step 1. Given f € L?(I'_;d¢l), we solve the inflow problem
of+v-Vof =Lf in U

(2.39) y_f=F on I'_
f\tzo = fo in O,

thanks to Lions’ variant of the Lax-Milgram theorem [45, Chap III, §1]. More precisely,
we define the bilinear form & : J# x CL{U{UT_) — R, by

E(f.¢) = /u SO0 +0- Vo — L) (03)

= /u()\f—Lf o —/fatwrv Vep)o®

We observe that this one is coercive, namely thanks to Lemma 2.5 and (2.31) there holds

E(p,p) = /(Atﬂ L) i +2/ )2@* + 2/ (Y-)* d&}

A= 20llelZz + lgll2s + Ble()12; + SlelZaq ey

Y

for any ¢ € CH(U/ UT_). Taking A > Ay, the above mentioned Lions’ theorem implies the
existence of a function f) € 2 which satisfies the variational equation

& /fe i de! +/fos0 )@, VeeClUUT.).

Defining f := fye* and using Theorem 2.8, we deduce that f € 2 N C([0,T]; L2(0)) is
a renormalized solution to the inflow problem (2.39) and that ~f € L*(T;d¢l). From the
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renormalization formulation, we have the uniqueness of such a solution (see also Step 4
below). Directly from (2.32), we also deduce the energy estimate

t
15082 + [ (Ao agsy + 2111 ) €09 ds

t
<ol + [ il aer) €00 ds.

Step 2. For any a € (0,1) and h € 2 N C([0,T]; L2(0O)) such that yvh € L?(T;d¢€L), we
then consider the modified Maxwell reflection boundary condition problems
of+v-Vyf=Lf in U
v—f = aZy+h on I'_
f(t:()a):fo in Oa

for which a solution f € 2 N C([0,T); L2(0)) such that vf € L*(T;d¢]) is given by the
first step. Thanks to the energy estimate stated in the first step, we immediately see that
the mapping h — [ is o!/2-Lipschitz for the norm defined by

t
i {”ftH%ZeAOt + /0 IV fslZo_agry € ds} '

t€[0,T]

From the Banach fixed point theorem, we deduce the existence of a unique fixed point to
this mapping.

Step 3. For a sequence oy, € (0,1), ag, 1, we next consider the sequence (fx) obtained
in Step 2 as the solution to the modified Maxwell reflection boundary condition problem
Oifr +v-Vafy =Lfk in (0,7)x0O
(2.40) Y- fr = arZByy fr on (0,T) x%_

fk(tzo’):f(] in Oa

which, from the energy estimate stated at the end of Step 1, satisfies

t
241 el + [ {0 = oo ags) + 21l | ) ds < 1ol

for any t € (0,7) and any k > 1. Choosing 3(s) := s? and ¢ := (n, - v){v) 2w?(v) in the
Green formula (2.25), we additionally have

[ agae s 1ol

From the above estimate we deduce that, up to the extraction of a subsequence, there
exist f € N L*(0,T;L?(0)) and §+ € L?(I'y;d¢2dt) such that

fe— f weakly in N L>®(0,T;L2(0)), ~+fp—f+ weakly in L*([';d¢2dt).

From the condition (2.38), we have L?(T;d¢2) ¢ LY(I';d¢!). Together with the assump-
tion (2.37), we deduce that Z(vfry) — Z(f+) weakly in L*(T'_;d¢!). On the other hand,
from Proposition 2.9, we have ~ fr — v f weakly in LIQOC(F; d¢2). Using both convergences
in the boundary condition v_ fr, = Z(v4 fx), we obtain v_ f = Z(~ f). We may thus pass
to the limit in equation (2.40) and we obtain that f € C([0,T]; L2)N# is a renormalized
solution to the Kolmogorov equation (2.28) complemented with the Maxwell reflection

boundary condition (1.2) and associated to the initial datum fj.

Step 4. We consider now two solutions fi and f» € C([0,T]; L) N 2 to the Kolmogorov
equation (2.28)—(1.2) and associated to the same initial datum fy, so that the function
f = fo— fi € C([0,T); L?) N 2 is a solution to the Kolmogorov equation (2.28)-(1.2)
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associated to the initial datum f(0) = 0. Choosing ¢ := xg, with xr(v) := x(v/R),
1p, < x € D(R?), and 8 € C%(R), B” with compact support, in (2.25), we have

| 8trixn+ [ 805 xn e 0)+ [ 300 00,1
O I u
= [ {8 (3 @ixn) - 00, (vixw)) + (nf + HFDB (F)xr}
u

We assume 0 < 3(s) < |s], |5'(s)] <1, and 8" > 0 so that we may get rid of the last term
at the left-hand side of the above identity, and we use the bound (2.38) in order pass to
the limit R — oo. We obtain

L+ [B) o) < [ {80 (350 = ) +0s8'01) + 11}

Passing to the limit 3(s) * |s| such that 0 < sp'(s) 7 |s|, we deduce

Ltrl+ [l 0) < [ 171/(0805 = 00+ Cra).

where we have used L?(I';d¢2dt) € LY(T;d¢tdt) in order to justify the convergence of the
integral on the boundary. Using finally (2.36) and (2.37), we deduce

/O frl < (Coa+ A2>/OT/O 7,

and we conclude to f = 0 thanks to Gronwall’s lemma. O

2.5. Decay estimates in a weakly dissipative framework. In this section, we formu-
late some elementary decay estimates which are essentially picked up from [17, Lemma 3.1]
and which will be useful for handling the weakly dissipative framework corresponding to
the case s + v < 0, which always holds when v € [—3,—2). We also refer to [14, 15, 63,
60, 33, 7, 27, 61] for previous works dealing with such a situation and to the recent papers
[39, 17, 13, 29] for more discussion and more references. We start with a variant of the
Gronwall lemma.

Lemma 2.12. Let us consider three continuous functions u, v and w : Ry — R satisfying
u < v < w and the three following properties

v, +oup <0, wy < Cw(0), ervy < uy+ gy,

for some constants C,o0 > 0 and for any t > 0, where R — cgr,9r are two positive
functions such that eg — 0 and Yr/egr — 0 as R — oo. Then

vy < Tywg, VE2>0,
with

9
R o 70-€Rt R
(2.42) Iy := II%I;%Ft(R)’ I'(R):=¢e + = C.

Proof of Lemma 2.12. The three pieces of information together imply
vp + oepuy < odgpwy < YroCuy

for any R > 0. Using the classical Gronwall’s lemma, we deduce

9
v < e TRy, + g—RCwo(l — e 9°RY)
R

from which we immediately conclude. ([l

We now apply the previous decay estimate in a concrete situation we will encounter
several times in the sequel.
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Proposition 2.13. Let us assume that j € C(Ry; LH(O)), p € [1,00), satisfies

d, . . . .
S Nillyy, + ol <0, Wil < Cllioly.

for some admissible or inverse of admissible weight functions o, 02 : R® — (0,00) such
that 1 < ga/0 7 00 as |v] = 0o and o1 := pa(v)2+V/P 55 4~ < 0. Here sy € [0,2] is the
parameter associated to 3 as defined in (1.22). Then

liellzs, < Opa ol Yt 20,

for some decay function ©, ,, that we will make precise in some particular cases.
1
(1) If o := el g e (1/4,1/2), and o9 == eZ‘UP, then

Ops(t) = (14 C)e 1 xi= gD (p(r — 1))/,

(2) If 0 := e~ HIU° s the inverse of an admissible weight with s € (0,2] and g9 := el
with ke € (k,00) if s € (0,2) and kg € (k,1/2) if s =2, then

69792 (t) = eiAtS/h‘a A>0.

(3) If 0 := (V)% and oy := (V) 7*2, ky > k > ko, then

log (#) ] -
{t) '

Proof of Proposition 2.15. Because g2/01 and o/g2 are increasing, we have
erdh < o) + VR’

with eg := 01(R)P/02(R)? = (R)*>™ and dr/er = 02(R)"/o(R)?, so that the three
conditions in Lemma 2.12 are satisfied by u := ||| v:=|j]7, and w :=[|j||",. Using
02 e

the definition (2.42) of T'y(R), we have

Oge(t) =C [

pp
Ly’

Iy <Ty(R) = e o277 4 i—RC, VR >0,
R

and we make an appropriate choice of R = R(t) depending on the case we face to.

Case (1). We take R := ()1l o := sGm17m)> in the definition (2.42) of I'4(R), so that

I, < eotet) N/ +e,p(n,i))(at)z/wa

Case (2). We make the same choice as in Case 1, and we conclude similarly.

Case (3). We take (R) = [A~'(log(t))~" )]/, with A > 0 to be chosen later, in the
definition (2.42) of I';(R). We then get

Pt < Ft(R) < e*UR'Yt + <R>*p(k27k)c
Gab) log(t) 1P T
< 6—0'>\10g<t>+C)\p Bl |: <gt> :| ’

p(ka—k) O
alyl

from which we conclude by taking A =

3. A FIRST GLANCE AT S¢,

In this section, we consider the equation associated to the linear operator Ly, we es-
tablish some micro and macroscopic dissipativity estimates in a L? framework and next
deduce the well-posedness of the associated linear equation.
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3.1. Microscopic dissipativity estimates. Let us introduce the main microscopic dis-
sipativity part of the operator £, defined by

B(]f = Q(:U'a f) = &ijagiv
where we recall the shorthand (2.1).

J

Lemma 3.1. For any exponent p € [1,00] and any admissible weight function w, the
function wf?p defined in (2.18) satisfies

(3.1) lim sup [(v>_7_8w80 (v)} < Kuwp,

w7p
|v]—o00

with Ky, p < 0, and more precisely

—2k+2(1—%)(’y+3) if s =0,

(3.2) Kuwp = —2k if s €(0,2),
—2k(1 — k) ifs=2.
Proof of Lemma 3.1. From the very definition (2.18) of wf?p, we have
1 Oy, w Oy, W 2 Op; W 2= 0Oy, 1
(3.3) @b (v) =2 (1 _ _> L (_ B 1) gy Qus® 25 Onto <_ - 1> _
’ p w o w p w p w p
Similarly as in the proof of Proposition 2.4, we observe that
Op,w Oy ;W s—9

L s—2
(3.4) = Vi, ~w ©0i; + vivjp (@‘i‘ W) , = k()T

which implies, with the help of Lemma 2.1,

2 s—2 2 2- 1
Bo _ — _ _
w5 (v = Q;iiV;V; + <— — 1> —] + <— — 1> a;p + —bvio + (— — 1) c
,p( ) J 3§ |:p p <’U>2 p © D Y p
2 s—2 1
~  2k(v)Tts +(——1)——1]+2<1——) + 3)(v)7.
o TG (v)? p) )

By particularizing the different possible values of the parameters v and s, we immediately
conclude to (3.1)—(3.2). O

For a given function g = g(¢,z,v), we now introduce C;r the local collision part

(3.5) Cy [ =Q(n, f) +Qlg, f)

of the linearized operator £,. For an admissible weight function w, we define the modified
weight function

w=w(z,v) = w,
for a nonnegative function = é(z,v) such that

‘ V.0 V20

(3.6) < (v) 7, < ()7,

0 0

for any (z,v) € O and some a > 0.

Lemma 3.2. For any exponent p € [1,00| and any admissible weight function w, there
exists Cxy1 > 0 and a positive function ¢ on R3 satisfying ¥(v) — 0 as |v| — oo such

+
that the function wg‘fQ defined in (2.18) satisfies

—y—s_CF
(3.7) ()@l (v) < Rup + Cxoallgllag +¢, V(z,v) € 0.
Proof of Lemma 3.2. We split the proof into four steps.
Step 1. From the definition of wég in (3.3) and observing that

Dy, @ _ D, W N 00,0 Ovu, @ Oy;w N 28%@; 0y, 0 N O,v,;0

@ w g’ @ w w 0 0 ’
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we have
ot 4, 202l (1 1Y 00000 (2 Yo Bl 25 000
Wy = Wep T 2ai; T a +2(1 » ajj 0 o + » 1) aij 0 —i—pbl 0
Thanks to Lemma 2.1, (3.4) and (3.6), we get
Oy, w Oy, 0 0y, 0 Oy 0

Ui TV T < YHs—2—a q. 207 TV < \Y2a

a’l] w 9 ‘ ~ ]’C(/U> 9 1] 9 9 ‘ ~ </U> bl
and 0 g

aij——=| S (0)77, Bl@g@ S (v)

The identity and these estimates together imply
() 1wy < (o) wlG + o)

Step 2. We now consider wQ(g ") for an exponent p € [1,00]. Arguing in the same way as
in the proof of Lemma 3.1, we have

wf,{g,g”(v) = (ai * g)vivjp [p + <§9 B 1> %}

2 1
+(2-1) (@ glp+ b+ (5 -1) )
Thanks to Lemma 2.2 and the very definition of g, we deduce
@2 S K 0) 2 gllgs, -

Q(g, )

Step 3. We finally consider @} Similarly as in Step 1, we compute

Qg.) _ avzw 0y, 0 1 0,0 0y, 0

2 avi,v,e 2 Dy, 0

Using the same estimates as in Step 1 and the conclusion of Step 2, we find

Q )"
=) S Coy () gz

for some constant Cly,.
Step 4. Using that

Cy Bo Q(g.)
Dap = TPap T @ap

and the estimates established in Step 1, in Step 3 and in Lemma 3.1, we obtain

. s CF
(3.8) h‘H‘l sup | (v) 7wl (0)| < Fup + Cxollglla,
V|—00
from which we immediately conclude. ([l

3.2. Dissipativity estimate in L2. In this section, we establish some (possibly weak)
dissipativity property for the solutions to the linear equation (1.33).

Proposition 3.3. Consider an admissible weight function w. There exist constants 1,0, Ry, My >
0 (only depending on w) and a modified weight function & : O — (0,00) with equivalent
velocity growth as w such that if ||g||x, < €1, then for any solution f to the linear equa-
tion (1.33) associated to the linear operator Ly and the reflection boundary condition (1.2),

there holds

(3.9) SNy + I ey < Ml F 22 (@)

2dt

It is worth emphasizing that depending of the value of «v and the choice of the weight
function w this differential inequality provides the dissipativity property (exponential de-
cay) of the norm (when H!*(w) C L2(w)) or not.
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Proof of Proposition 3.3. We split the proof into six steps.
Step 1. We define the modified weight function ws = w4 (v) by
(3.10) Wi = xall "+ (1= xa)w?

v

where x4(v) = x(13), A > 1 will be chosen later (large enough), and x € C?(R;) with
1j0,1) < X < 1jgg- We then define a second modified weight function & = &(z,v) by

(3.11) & = {1 + %(nx : v)<v>”3}uﬁu

and we observe that
1 - 3
1 <wy<cgqw and §w124 <?< 5(,0%,
for some constant cq4 > 1. We finally remark that we can write
w = 6w

with 1

6% = {1 + §(nx : v)<v>7_3} [1 + xaltt w2 - 1)}
that satisfies, for any A > 0,
82)7;9 8'01'7”]'9 ‘

0 0

Given a solution f to the linear equation (1.33), we write

1d - o e ~

sqilf e = € net+ [(cnat+ [ 1o v.@)
- [ o),

where C, stands for the nonlocal collision part

(3.13) Cy fi=Q(f, 1) —7mQ(g, f).
of the linearized operator Ly, and CJ is the local collision part defined in (3.5).
Step 2. For the first term at the right-hand side of (3.12), we may use Lemma 2.5

L 05 == [aou@no,@n+ [ =t

< ()72, < )7

(3.12)

+
where a;; = a;; * (g + p) and wng satisfies (3.7) in Lemma 3.2 thanks to the above
estimates on 6. We observe that

aijavi (ajf)av] (a)f) = a’ijavi (ajf)avj ((:Jf) + (aij * g)avi (&v)f)av] (a)f)
(C = Capallgllag ) (W) IVu@F),

for a constant C' > 0 given by Lemma 2.1 and (2.5), and for a constant Cx,,2 given by
(2.9) and (2.5). For the second term at the right-hand side of (3.12), we may use (2.10)
and (2.13) in order to get

Jo(€ 1118 < [ (Cantel™™ + Cavslallo o)) %37,
for constants C4,,Cx,,3 > 0 given by Lemma 2.3 and Lemma 2.4 respectively.

Step 3. For the third term at the right-hand side of (3.12) we observe that V,(&?) =
2D,n,v (v)7~3w% and therefore

[ 770 9a@®) = 5 [ £ (0 Daneo) 6y~
o 2Jo
<or [ ety

v

for some constant C7 > 0.



24 K. CARRAPATOSO AND S. MISCHLER

Step 4. The boundary term in (3.12) can be decomposed as

Lo, 0) = [P0+ 5 [Of P 0P e)>.
b
On the one hand we have

Lopim. o= [ qenforing o - [ (opiosing ol

+ —
Using the boundary condition in (1.33) together with the fact that s ~— s2 is convex, we
get

L OmpPwating ol = [ A= 0570f + 027 f Y walng -l
> >

< [ =0t Poaing ol + [ o pra st ing ol
_ Y_

Making the change of variables v — V,v in the integral over ¥_ and observing that
lv| = |V,| and ng - v = —ny - V;, we have

[ OmpPwaing ol < [ (=00 fPualing ol + [ e DEdPwaing -ol.
b oy oy

Altogether, we have established

L o) 2 [ nponting ol = [ it atwsting ol
by b)) b))

+ +
By the Cauchy-Schwarz inequality, there holds

(@) < Kawn) [ (e Peshilng o),

+
with
Ko(wa) = /3 wi(ng -v)4 dv < oo,
R
Denoting
Ki(wa) = /3 M (ng - v) 4 dv < oo,
R
we thus deduce

Lo ) = [ 1 [Kaw) ™ = Kawa)] (i)

On the other hand, thanks to the Cauchy-Schwarz inequality, we have

[0 020 = Kotwa)™ [ (50
b i)
where we denote
Ko(wa) = / (W3 widv < .
R3

For the boundary term in (3.12), we finally obtain the following bound

(3.14) / (Vf)?p*@*(ng - v) < /a QL[Kl(wA)—fQ(wA)1—§Ko(wA)1 (v )2

Observing that wa — .#~%/? when A — oo, we deduce that Ko(wa) — Ko(.#~1/?) > 0,
Ki(wa) = Ky (#~1/?) =1 and Ko(wa) — Ko(.#~/?) = 1 thanks to the normalization
condition on .#. We therefore may choose A > 0 large enough such that

(3.15) Ki(wa) — Ka(wa) ! — %KO(wA)_l <.

Step 5. Coming back to (3.12), throwing away the last term thanks to Step 4 and gathering
the estimates of Step 2 and Step 3, we obtain

35172 o) < ~(C — Capallgla) N T @Iz, + [ @ 127
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with
(3.16)  (v) 7@y 1= kw2 + Capallgllan + ¢ + Cxy sllgllag (V)™ + (Cag + C7){v) %,

where we recall that £, < 0 is defined in (3.2) at Lemma 3.1. Defining

1 . C’ ’liw 2‘
3.17 €1 := —min , ! > 0,
(3.17) L) (CXO,Z Cxy1 +Cxy,3

we deduce that

(W) ®y < GRwz Y+ (Cay + O7)(v) 710
< %"%),2 + <U>_V_SM119xBRl7
for some constants M;, Ry > 0. We conclude by choosing o := min(%’/ﬁwg‘, %C’) O

3.3. The semigroup S;,. We prove the well-posedness of the linear equation (1.33)
associated to the operator L, in a weighted L? framework and the fact that we may
associate to it a non-autonomous semigroup (or evolution system [58, Chapter 5]). For
further reference, we introduce the set %, associated to the conservation laws (C1) and

(C2) and defined by

G = 1{f € Lg,((0)%); (f) =0}if L £0,
€ = {f € L ((0)?); (f) = (flof*) = (fR-v) =0, YR € Ra} if t =0,

and then define I+ = I — II, where II is the projector associated to the conservation laws
set €,. More precisely, for ¢ # 0, II is the orthogonal projector on g in L2, (u~'/?) and for
¢ = 0, IT is the orthogonal projector in L?Ev(,ufl/ 2) on the subspace generated by

{1; R(x) - v, R € Ra; v}

Theorem 3.4. Consider an admissible weight function w and a function g € Xy such that
llgllx, < e1. We denote by @ the modified weight function introduced in Proposition 3.5.

For any ty > 0 and f;, € L?(O), there exists a unique weak solution f € C([to, T); L2)N
L3 ((to,T) x Q; HY*(@)), VT > to, to the linear equation (1.33) associated to the initial
datum fy,. This one satisfies the dissipativity estimate (1.43) and it satisfies f; € 6,
for any t > 0 if fo € 6,. As in Theorem 2.11, the evolution PDE equation in (1.33)
is satisfied in the distributional sense and the trace and initial conditions in (1.33) are
satisfied pointwisely by the trace functions yf and f(0,-) provided by the trace Theorem 2.8.

As a consequence, the mapping (to,t) = Sc,(t,to)ft, = fi defines a non-autonomous
semigroup on L?*(w) such that (1.43) holds true. The conservation laws may be expressed
by the fact that Sc, defines a semigroup on L?(w) N€, or equivalently that the identity
HLSLH = SLng holds.

Proof of Theorem 3.4. Because the condition on g still holds after time translation, we
may reduces the discussion to the case tg = 0. Thanks to the dissipativity estimate
established in Proposition 3.3, the well-posedness is a direct application of Theorem 2.11
to the operators

Lf:=Q(u+g,f)=aij0unf—cf,
where a;; = a;; * (u+g), c=cx(u+g) and

‘%/[f] = Q(fau) - ﬂQ(Q?f)7

in the space L2(0) which provides a unique solution f € C([0,7], L?(w)) N L2((0,T) x
Q; Hé*), for all T > 0, to the linear equation (1.33) associated to any given initial datum
f(0) = fo € L?(w). From the well-posedness of this linear problem, we may associate a
semigroup S, by setting t — S, (£,0)fo := f; for any ¢t > 0. The estimate (1.43) is a
consequence of (3.9) and Gronwall’s lemma. The conservation laws f; € %, follows from
the discussion in Section 1.2. U
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4. DECAY ESTIMATES FOR Sp,

4.1. Dissipativity estimate on Sg:. For a given function g = g(t, z,v) such that g € Ap,
we recall the splitting £, = By + Ay in (1.34)—(1.35), namely

Agf = Cjf+ Mxgr,

Byf = —v-Vif+C;f— Mxnr,
with M, R > 0 to be chosen later, and where we recall that C;t have been defined in (3.5)

and (3.13). We are interested in the decay property of the semigroup Sp, associated to
the primal problem

Of =Byf in (0,7) x O,
(4.1) v f=%yf on (0,T)x%_,
f0) = fo in O,

for any given initial datum fp and any 7" > 0. Most of the job will be done on the dual
semigroup SB; associated to the backward dual problem

—0th = Bjh in (0,7) x O,
(4.2) Yeh=X"y_h  on (0,T)x X,
h(T) = hr in o,

for any final datum hy. Here the dual operator By is defined by
k1o +\*
Byh =v-Vih+(C;)"h — Mxrh
with
(Cg)"h = (aij * 11+ 91) Do, 0,k + 2(bi * 1+ g])Ou, P,

and the dual reflection operator Z* is defined by
(4.3) X =(1-1)S +1P"
where Z* is defined on ¥_ by

D*h(x) = ///h( )= hz, w)# (w)(nyg - w)_ dw.

Xz

Proposition 4.1. Consider an admissible weight function w. There exist constants o, 0, Ry, My >
0 (only depending on w) and a modified weight function & : O — (0,00) with equivalent

velocity growth as w such that if ||g||lx, < €2, then any solution f to the linear equation
(4.1) associated to By satz’sﬁes for any M > My and R > Ro,

(4.4) ||f||L2v(w + 0l 123 ey S O-

2dt

Proof of Proposition 4.1. Defining w as in the Step 1 of the proof of Proposition 3.3, any
solution f to (4.1) satisfies

d
%a“f“%m(@) :/o [(C;rf)—Mfo} f@%/@f%-vgg@?) —/Xl(yf)2@2(n$.v)_

Arguing exactly as in the proof of Proposition 3.3, we obtain

33172 o) < ~(C = Capalgla)l 0 V@ DIy, + [ (@5, ~ Mxn) 1257
with now

(4.5) ()7, = fwp + Capallgllag + 9+ Cr(v) ™7,

where K, 2 < 0 is defined in (3.2), Cx,,1 is defined in Lemma 3.2 and C7 > 0 is the
constant appearing in the proof of Proposition 3.3. We then define

1 C |k p|
4.6 €9 1= — mln : > 0,
(46) ? (CXO,Q Cxo 1
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and we deduce that
< > t 87%89 %“w,p ++ C’7—<v>7178

1 —_—A—
gK/va + <’U> K SM2]-Q><BR2;

IN A

for some constants My, Ry > 0. We conclude by observing that o, —Mxp < (v)7 Ky, /3
and choosing o := min(%|kwpl, 3C). O

Proposition 4.2. Let us consider an admissible weight function w and an exponent q €
{1} U [2,00). There exist constants €3, M3, Rg,0 > 0 (only depending on w and q) and a
modified weight function m : O — (0, 00) with equivalent velocity decay as m := w™! such
that if ||| x, < €2, then any solution h to the dual backward linear problem (4.2) associated
to By satisfies, for any M > Mz and R > Rs,

(4.7) thl my T ollv ) <0.

Proof of Proposition 4.2. Arguing in a similar way as during the proof of Proposition 3.3,
we split the proof into five steps.

Step 1. We first define the weight function m4 = ma(v) by
(4.8) my = xaM + (1 — xa)m?

where xa(v) = X(‘—f“), A > 1 will be chosen later (large enough), and y € C?(R,) with
11 < x < g9 We then define the modified weight m = m(x,v) by

(4.9) m? =m% {1 - %(nw : v)(vﬁ_?’} )
and we observe that
021/// <mf <cgm? and %mi <mi< gmi,
for some constant ¢4 > 0. We remark that we can write
e — 04ma
with

0= 1= 3 )| [+ xalm - )]

which satisfies, for any A > 0,

8| < e, [Pt

22| < (o)

We may then write

SRl oy = [L€5) b= Mxphhlnle 2

(4.10)

+ —/ |h|Tv -V (mT) —i—/ |vh|9mI (ng - v),
qJo by

and we estimate each term separately.

Step 2. For the first term at the right-hand side of (4.10), Lemma 2.5 implies

/ [(C)"h = Mxgh] h|n*—2m? = 4(‘17;1)/ ij00, HO,, H
@]

A=~ st e

with H := m%/2h|h|??>~" and @;; := a;;j*(u+g). As in Step 2 of the proof of Proposition 3.3,
we have
ij00, HOy H > (C = Cuy2llgll ) (v) [V H I,
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for positive constants C, Cx,,2 > 0. Thanks to the estimates on ¢ above, we can argue as
in Step 1 of the proof of Lemma 3.2 to deduce

+ )
<v>*”+swgf]q) < (v) oy + Clo) !
+\*
which together with Remark 2.7 imply that wé—ff’q)
Lemma 3.2, namely

also satisfies the estimate (3.7) in

o c+ *
() ws) < hup+ Capallglla + 9,
where p is the conjugate exponent of ¢, that is 1/p+1/g = 1, and &, is defined in (3.2).

Step 3. For the second term at the right-hand side of (4.10), we observe that V,(m?) =
—$Dyngv (0)73mY and therefore

1
/ |9 - Vo (70) = — = / W90 - Dyngv){v) 3
o 2Jo
<o [ et )y,
@]
Step 4. The boundary term in (4.10) can be decomposed as

(4.11) /]’yh\qmq(nx v) /]’yh\qu (ng - v) /]’yh\qu )% (v)173,

On the one hand, for the first term in (4.11) we have

Ll o) = [ hitming ol = [ bl ol
b o4 )

Using the boundary condition in (4.2) together with the fact that s — |s|? is convex, we
get

/2 Iv4h|Tm|ng - 0] = / (1 =)L y—h+ 1Dy h|Tmi |ny - v

+ DS
< [ ol hmding vl + [ Rt ol
I I
Making the change of variables v — V,v in the integral over ¥ yields

[ puehltming ol < [ (U= 0bhltming o)+ [ iy hd g ol
P > >_

+ —_
and thus

im0y < [ skt g ol = [ b ol

When ¢ = 1 we use that m4 > .# to obtain

[ rhlmatng ) < [KaGma) 1) [ doshot],
) oN

where we denote

Ki(mg) = /]12{3 ma(ng -v)_ dv < oo.

Otherwise when ¢ > 2, by Hélder’s inequality, we have
b @) < Kama) [ y-hitm§n o,

with
(¢—1)
Ks(my) = ( MTT 1mA B (nm v)_ dv> < 0.
Denoting
Ki(my) = /3 m (ng - v)— dv < oo,
R
we deduce

[ bty o) < [Kama) = Ka(ma) ] [ onchae
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On the other hand, for the second term in (4.11), using the boundary condition, we get
[ b o))

= [ bt e 02000 4 [ 11 = 0 0D bl (g - o) )
bl oy

= [ lhltmd g - 020 4 [ 11 = 04 2 bl (g - )0,
> Y

If g =1 we write

L lmatns 02w = [ R ma(ng o))

> Ko(ma) [ ih-ht],
oN
with
Ko(my) = / ma(v)773(ng - v)% dv < 0.
R3
In the case when g > 2, we use Holder’s inequality to write
[ iy g 020" = Ko(ma) ™ [ b,
% oN
where
9 —-L  g=+3 9=2 a-1
Ko(mga) = (/ MTTm T () T (ng - v) T dv) < 0.
R3

With the convention Ka(m4) = 1 when ¢ = 1, the boundary term (4.11) may finally be
bounded in the following way

(4.12) /z [vh|*m? (ny - v) < /asz L [Kl(mA) — Ko(ma) ™' — %KO(mA)_l ”Y/—?L—«////’q-

Observing that m4 — M when A — 00, we deduce that Ky(my) — Ko(///%) > 0,

Ki(my) —» K4 (///é) =1 as well as Ko(ma) — Kg(///%) = 1 thanks to the normalization
condition on .#. We may therefore choose A > 0, large enough, such that

(4.13) Ki(ma) — Ko(ma)~™ — %Ko(mA)’l <.

Step 5. Coming back to (4.10), throwing away the last term thanks to Step 4 and gathering
the estimates of Step 2 and Step 3, we obtain

1d, . Ag—1) - MV, H|? s m
—s i, @ +T(C—CXO,2II!JHXO)/O<U> Vo H] S/O{WBJ = Mo} b

with

(0) " @By = kwp + Capallgll 2o + 9+ Cr(v) 7%,
Arguing exactly as in Step 5 of the proof of Proposition 3.3, we deduce that there are
e3, M3, R3 > 0 such that for all ||g||x, < €3, any M > M3 and R > Rs, there holds
(C = Cxy2ll9llx) > C/2 and also @, — Mxr < (v)7"*k,, /3. This concludes the proof
with ¢ > 0 as in Step 5 of the proof of Proposition 3.3. U

4.2. Decay estimate for Sp . We start with a first well-posedness result for the linear
problem (4.1) associated to B, which extends and improves the similar result Theorem 3.4
for the linear problem (1.33) associated to L.

Proposition 4.3. Consider an admissible weight function w and a function g € Xy such
that ||g||x, < €2, where e9 > 0 is given by Proposition 4.1. There exists a non-autonomous
semigroup Sg, on L?(w) such that for any to > 0 and f;, € L1(O), the function f; =
Sg,(t,t0) ft, is the unique solution in C([to, T); LZ) N L3 ((to, T) x Q; HX*(@)), VT > to,
to the equation (4.1) associated to the linear operator By and to the initial datum fy,.
Furthermore, if fi, € LP(uYP~1) with p € [2,4], then f; € LP(u*~YP) for any t > to.
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Proof of Proposition /.3. Repeating the proof of Theorem 3.4 and using the dissipative
estimate for B, given by Proposition 4.1, we obtain the existence and uniqueness of a
solution in the L?(w) framework and then the existence of the associated semigroup Sg »

For dealing with the result in the LP(p'/P~1) framework, we use a very classical ap-
proximation argument. We assume that fo € LP(u'/P~1) N L?(w) with p € [2,4], for some
weight function w such that L?(w) C L?(u/P~1), and we consider the associated solution
f € C([0,T), L?(w)) provided by the existence result in the L?(w) framework. For the sake
of simplicity we only consider the case p = 4 since it will be enough for our purpose and
that anyway the case p € (2,4) can be easily deduced from that one. We fix a function
B : R — R, convex and increasing linearly at the infinity. Setting ¢ := f/.# and using
here and below the shorthands

aij = aij * (1L + g), bi = b; * (b+g), ¢c:=cx(u+yg),
we recall that f satisfies the PDE equation in (4.1) where By is given by

Bf—_v vmf+a2j f cf —Mxrf.
We first observe that
@02, 1B6) = = [ B8@)0us [ 0. 0,8(0) =T+ 1o,
R3 R3 R3
where we have performed one integration by part. For the first term, we have
T = [ B@eho.A [ )0
_ / 8(s ¢b8vl.///+/ )by, M + M),

where we have used one integration by part again in the last line. In order to deal with
the second term, we define ¢ := f.#/?~1 = ¢.#/?, and we directly compute

T, = — [ 80 (a0, (et I7)
o argya 2 (12 [ & /) —
= / 80V 00,00, 027~ (1= 2) [ G300, (65'(6) — B0t
= / B () Gisj M~ Dyl Dy, M.

Performing one integration by parts for dealing with the second term, we get

1 = —/3ﬂ"(¢)5z’j3m¢0vjw///1‘2/p + iz /Sﬂ”(qb)qs?&ij///—lavi///avj///
R

+(1-2) [L@F0) ~ BO)E2, A +7,0%,, 40).

All together, we deduce that at least formally
S [ @ =~ [ 3o ~ [ 566) (. -0
dt o o ij Vv, v . Y T
/ ~ - 1 " -
+ [ o8 0)@ ~ axw)a — [ Bz + 5 [ 300600,

with
2- 9, 2\ . O, M
w = —=b +<1——>&Z L ¢
p p) A
= b > @;jV;vj — Qi) — C
i (—— +0(lgl)) + O((w)"),
and

oy = 2(0)7" (14 O0(llgllx,) + O((v)?),
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where in the two last lines we have used Lemma 2.1 and Lemma 2.2.

Observing that 0 < B(¢).4, ¢S (¢p)# < |f] so that each of the above integral term is
well defined, that identity may be established rigorously from the Green formula (2.25)
and a Stone-Weierstrass type argument. The boundary term is nonpositive thanks to a
Darrozeés-Guiraud type inequality [21]. More precisely, we write

/E(—v-m)ﬂ(%)«///
<[ (U.%)_{Lm@j/;f)+<1_Lm(“j/;f)},//z—/&wnmm(%w

= [ wonoefsen -sh} <o
DI

where we have used the convexity of 3 in the second line, the change of variable v — R,v

in the next equality and the very definition of v, f as well as the Jensen inequality for

the probability measure .# (v - n,);dv in order to get the last inequality. It is worth

emphasizing again that because vf € L?(T';d¢2dt) ¢ LY(T';d¢tdt) the above computation

is licit.

We then take p = 4 and § = 4 the even function such that 54 (s) := 1257’_213§A on
R, and next the primitives which vanish in the origin and which are thus defined by
B'(s) = 48313§A + 4431454 and B(s) = 5413§A + (4435 — 3A%) 1,5 4. In particular, we
verify that 0 < 3s5*15<4+34%1454 = s8/(s) — B(s) < 36(s) and (s)s? < 123(s). We set

1
Z = ?5”@)&5@']’%1}]‘ + (¢8'(¢) — B(9))@.
For |¢p| < A, we have
Y a— <Z&¢jvivj + 37%> ¢4

<

0742 (=5 + £+ Cllglx, ) + Celng| 6" < CB(0)1
for € > 0 and g9 > 0 small enough. Similarly, for |¢p| > A, we have

Z = (¢8'(¢) - B(d)w
(68'(8) = B(9)) [(0)2 (=1 + & + Cllgllx) + Ce1p,]
< 3/8(¢)C&‘]-BR7

for ¢ > 0 and €9 > 0 small enough.

IN

Coming back to the above differential equation, we may through away the two first term
at the RHS and we may use the last bounds in order to get

d
T | Ba@1 < [ Ba(@)(3C A5, — Mxn) <0

Using Gronwall’s lemma and next passing to the limit A — oo, we deduce that || fi|| 1o (,1/p-1)

HfOHLP(Ml/p—l) for any t > 0. We extends the same result for any fo € LP(u'/?~1) by a
density argument. O

We establish the counterpart of the previous result for the dual problem (4.2).

Proposition 4.4. Consider an admissible weight function w and a function g € Xy such
that ||gllx, < e3, where e3 > 0 is given in Proposition 4.2. For any hr € L*(w™!),
there exists a unique solution to the dual problem (4.2) in an appropriate space that we
make explicit during the proof. Furthermore, if hy € LP(w™Y9) with ¢ € [2,4], then
he € LI(w™ /) for any t € [0,T).

Proof of Proposition 4.4. The proof is very similar to the proof of Proposition 4.3 and we
thus just sketch it.

<



32 K. CARRAPATOSO AND S. MISCHLER

Step 1. We define m := w~! and next m by (4.8)~(4.9). Because of the estimate established
in Proposition 4.2 in the case ¢ = 2, we may use Theorem 2.11 exactly as in the proof
of Theorem 3.4 and we get that for any hy € L?(m) there exists h € C([0,T]; L*>()) N
L2((0,T) x € me) unique solution to the dual problem (4.2).

Step 2. We proceed similarly and using the same notations as during the proof of Propo-
sition 4.2 and Proposition 4.3. Let us thus consider hy € L9 C L?(m) and the associated
solution h exhibited in the Step 1. We fix a function § : R — R, convex, increasing
linearly at the infinity and such that s3’(s) > 0. We compute

d
_< / Bhym = / (v - 12) B(yh) i — / B (h)aisj 0o, hy, hi
dt Jo 2 o B
+ [ B0)@y02 0,72~ 0~ 0- Vo) — [ BB ()M
@ @]
Using that 8 is convex and arguing as in Step 4 in the proof of Proposition 4.2, we have

[ nemyin < [ vKima) - 1= Ko(ma)] Sa-h) <0,
> o0

for A large enough. On the other hand, with the same notations as in Lemma 3.1 and
during its proof, we have

_ s—2
a”@iv] = ajj {—@jp + vivij (1 - )] m

o K1 (V)75
V|—00

and because k.1 < 0, we may argue similarly as during the proof of Lemma 3.2 and
establish that

a”a m—cm<m

for ||g|lx, < €3, €3 > 0 small enough. Coming back to the above differential equation,
throwing away the two first and the last (all negative) terms and using the last estimate,

we immediately obtain
d - _
5 | s [ s
@ @

/,3 )i < C(T /,BhT

for a constant C'(T") independent of 5. We conclude in the same way as during the proof
of Proposition 4.3 by choosing the same appropriate sequence Sr(s) 7 |s|?. O

so that

We are now in position for establishing the decay result for the semigroup Sg,. Recalling
the definition of the decay function O, in Proposition 2.13, we shall hereafter abuse
notation and write O, ,(t) = e~ for some A > 0 when w is an admissible weight function
verifying v 4+ s > 0.

Proposition 4.5. Consider an admissible weight function w and a function g € Xy such
that ||g||x, < min(ea,e3), where ea,e3 > 0 are given in Propositions 4.1 and 4.2 respectively.
For any p € [2,00], the semigroup Sp, exhibited in Proposition 4.3 extends to L?, and more
precisely

(4.14) 158, (8 7) frlle, S M1f7llzp
(4.15) 158, (8, 7) frllzp, < Oww(t =)l

foranyt>71>0, any fr € LP(w) and any admissible weight function w, < w.

Proof of Proposition 4.5. We shall prove that Sg. is the adjoint of Sg, and we next use
the estimate established on SB; and a duality argument. We set m := w™! and ¢ :=
p/(p — 1) € [1,2] the conjugate exponent associated to p. We split the proof into three
steps.
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Step 1. Consider fy € L4(/f3/4) and hr € L4(M1/4) for T' > 0. We observe that if f is the
solution to the primal forward problem (4.1) associated to fy given by Proposition 4.3 and h
is a solution to the backward dual problem (4.2) associated to hp given by Proposition 4.4,
we may apply Proposition 2.10 with the choice a(o) = (o) = 0, ¢ = 1, and we get

/O f(T)hy = /(’) foh(0) — /OT/Z(nl“ ) (vf) (vh) dflds.

The boundary term is well defined because on the one hand f € L*(0,T; L*(u=%/*))
from Proposition 4.3 and thus v f € L4(d§3_3/4) C L2(d§i_l/2) from Theorem 2.8 and the

Cauchy-Schwarz inequality, and in the other hand h € L>(0,T; L*(1'/*)) from Proposi-
tion 4.4 and thus vh € L4(dfil/4) cL? (déilﬂ) from Theorem 2.8 and the Cauchy-Schwarz

inequality. We next have
Le-oenenas = [ o Gen@-h !
b Ty
+ [ (o) (@D d€" =0,

where we have used the reflection conditions in (4.1) and in (4.2) in the first equality and
the very definitions of the reflection operators #Z in (1.8) and #* in (4.3) in the second
equality. We have thus established the duality identity

(4.16) L 1@me = [ foho)

and this one extends to any fo € L?(w) and hy € L%(m) by a density argument.
Step 2. We first emphasize that for hg € L?(m), the differential inequality (4.7) in partic-
ular implies

(4.17) 1(O) ][22, < [Ihr|[Le -

The computations in Proposition 4.2 can indeed be rigorously justified in the well-posedness
framework introduced in Proposition 4.4. We then write

Dl = |1
m hr€LZ; ||hT||Lq <1
[
hTEL |hT||Lq <1

= sup [follze _ I1R(O) e < [[follze
hTEL%L;||h,T||Lq~ <1 m m
m

where we have used a classical duality identity in the first line, the identity (4.16) in the

second line, the Holder inequality and the estimate (4.17) in the last line. Observing that
w ~ m~1, we have established the first estimate (4.14) for 7 = 0. The general case follows
by time translation.

Step 3. For ¢ = 1,2, the differential inequality (4.7) also implies

d
&Hh”q (1) + UHhHLq(m (v)(r+9)/a) < 0.

If v+ s < 0, using last estimate, the estimate (4.17) associated to a weight function
my 1= wy ! with w, < w, and Proposition 2.13, we deduce

(4.18) 11Oz, < Omem (D)l 12, -
Otherwise if v 4+ s > 0, we immediately obtain
1R (0}l 2, < e Izl ,

that is (4.18) with m, = m and m, = m.
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As in Step 2, we write

@Ol = s [ foh(0)
<1J0

= helf, slhrlle <
MK

IN

sup I follze _, A (O)I s,

hel?, sllhrlla <

M

< sup Ifollze _, Omum (D)7 g, -
heLG*;”thLq_ <1 mn *

= Oy (T )HfOHLp :

—1

where we have used Hoélder’s inequality in the second line, the estimate (4.18) in the third
line and the fact that ©p,, 1, (T) = Oy, (T) in the last line. That is nothing but (4.15) for
p = 2,00 and 7 = 0. The general case for 7 > 0 and p € [2, o0] follows by time translation
and an interpolation argument. g

5. ULTRACONTRACTIVITY PROPERTY OF Sp,

5.1. De Giorgi-Nash-Moser type estimate. In this section we establish a De Giorgi-
Nash-Moser type estimate of gain of integrability for solutions to equation (4.2) associated
to B in the spirit of [30, 57]. This will be established in Theorem 5.7 below, as a conse-
quence of a series of intermediate results. By a duality argument we shall finally obtain
the ultracontractivity of Sg, in Theorem 5.8. We start by our key estimate associated to
the operator By.

Proposition 5.1. Consider an admissible weight function w and define m := w™'. There
exist constants €4, My, Ry > 0 such that if ||g||x, < €4, then for any T > 0, any solution h

to the linear equation (4.2) associated to By on (0,T) and any nonnegative test function
p € C((0,T)), there holds, for any M > M4 and R > Ry,

2 fnzvv e /
60 [ e T g T 0 S [ el

Remark 5.2. Hereafter we fix contants M > max (M, My, M3, My) and R > max(R1, Ry, R3, Ry)
in the definition of the operators B, and A, in (1.34)—(1.35) in such a way that all previous
results on By and B (Propositions 4.1, 4.2, 4.3, 4.4, 4.5, and 5.1) are satisfied.

Proof of Proposition 5.1. We define the modified weight function m4 by (4.8) with ¢ = 2

and then we define m = m(x,v) by
§51/2

m2={1—immwxw”3—;5wamxwxw”3}mi

where D = sup,cq ¢ is half the diameter of 2. We already observe that

_ 1 ~ 3
cAlﬁ < mi <ecam? and §m?4 <m?< §m?4,

for come constant c4 > 0. As in the proof of Proposition 4.2, we remark that we can write

’ffl/2 _ 92m2
with
2 1 51/2 -3 -2
6 =|1- 7|1+ 55 | (e -v)(0)? [XA///m +1—x4],

and we also have, for any A > 0,

Oy, 0 O, 0,0

VT < ()2 ViU T < () T3

0 ’ ~ <U> Y 0 ‘ ~ <U> :

Step 1. We multiply (4.2) by hp?m? and we integrate in order to obtain

T
//{—ath—v-vmh—(c;)*h—MXRh}hgp%?:0,
0J0
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or in other words
1 Tro, 2n~2 1 T 22 o ~2 1 T 2 2~92/
R0 (")~ + h*p v - Vym (vh) @ m=(ny - v)
2o Jo 2Jo Jo 2Jo Js

T
= [ e+ M. bz

(5.2)

Step 2. Arguing as in Step 2 of the proof of Proposition 4.2, we have

L 1€ = Mxah] it < (€ = Caalalla) | (0719, h)

+
+/O{w§§fq) —MXR} h2m?,

satisfies the estimate (3.7) in Lemma 3.2.

Step 3. Observing that 6 = 0 on the boundary 952, the boundary term in (5.2) can be
decomposed as

5 [ fomremm v =-3 [ & [anPmm. o

T
v [ LomPming v

Arguing as in Step 4 of the proof of Proposition 4.2, we can choose A > 0 large enough

such that .
5 | Lomeitm v = 0.

Step 4. In order to deal with the second term at the left-hand side of (5.2), we define
Y = 6Y2(ng - v)(v)7~3. Observing that (v)y € L " Vo € L%, and

(g)*

where w,;,

(5.3)

0 Vot = o e )0 = 62 (Dyng 0 ) ),
we compute
51/2
D1/2

2

1 1
v - v$7:h2 — ZTnA<U>'7_3 {_(l)gmg3 ) ®U) + W(ng3 . 0)2 (D Ng : U ®U)} .

Therefore we deduce

2 92 2 92 3”9:” 2 2 -1
2//h‘pvvm—16D1/2//h‘pm Vi Cl//h@m ’

fo some constant C7 > 0.

Step 5. Gathering previous estimates, it follows

Ng -V
i [ [ et T Caalall) [ [ 009

+// Mxpr — wB* thap <//h2

with, using the notation of Lemma 3.2,
(V)7 @y = Kwz + Cxpallgllzg + 9 + (Cr + C)(v) 71 7%

We can then conclude by arguing as in Step 5 of the proof of Proposition 4.2. More
precisely, we deduce that there are g4, My, Ry > 0 such that for all ||g||x, < €4, any M >
My and R > Ry, there holds (C' — Cx, 2|lgllx,) > C/2 and Mg — @i > (V)7 k2| /3,
which completes the proof. O

We state and prove an elementary interpolation result which will be useful in the sequel.

Lemma 5.3. For any function f: O — R, there holds

_ _ o (ng - v)?
(5.4) I6740) " o) S [ 1200 2T + 190 o
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Proof of Lemma 5.3. For { > 0, we start by writing
/O f2<1)>*25*1/8 — /Of2<1)>*25*1/8]_(n1_v)2>52g + /@ f2<v>72571/81|nz-v|§54
= Ty +Ts.
For the first term, we have
2
2( (ng - v) 2 (ng - v)
T < / fHw 1(nz 0)2>0% 50T 1/8 = / f{v sz

by choosing ¢ = 3/16. For the second term, we compute

1/3 2/3
/ 5-1/8 </ f6> (/ <U>_31nz-v|<5<)
Q R3 R3 =
< /571/8+24/3/ Vo /P,
~ Ja R3

where we have used the Holder inequality in the first line and the Sobolev inequality in
the second line together with the observation that (v)~2 € L°(R; L'(R?)). We conclude
o (5.4). O

b

IN

We reformulate Proposition 5.1 in a more convenient way, where the penalization of the
neighborhood of the boundary is made clear.

Proposition 5.4. Under the same setting as in Proposition 5.1 there holds
164wy T mhﬂPHB(u S Imhy/o(@')+ 2w,
where we recall U = (0,T) x O.
Proof of Proposition 5. 4 Observing that
v—3
V(o) ) 22 < 10)*T Vo) [z + 1Bm(v) T 13 < 10 g2 oy
the estimate is a direct consequence of Proposition 5.1 and Lemma 5.3. U

On the other hand, we may establish a penalized gain of integrability as a simple
consequence of available results known to hold on the whole space [30].

Proposition 5.5. Under the same setting as in Proposition 5.1, for any p € (2,7/3) and

any « > p there holds
7_ 7_5
g S (T4 TE) (It 2 + b 1200 )

where we recall U = (0,T) x O.

“/+4)

57/ ()~

Proof of Proposition 5.5. We split the proof into four steps.

Step 1. Let mg = <v>_w2r4)m and ¢ € C2°(Q2), with 0 < ¢ < 1, and define h = hoCmy.

From (4.2) and using the shorthands @ = a* [+ g], b = b* [u+ g, and ¢ = c* [+ g], we
see that h satisfies

(5.5) —0th—v-Voh = —moh (9 + v - Vo) (#C) +Cmo { Do, (@i 00, h) + bido,h — Mxgh} .
Observing that
avi [62J av]. (hm(])} = moﬁw (6U av]. h) + hglavl mo + 2527‘ av]. h(?vl mo + h&m al'jmo

= mo&,i (6ij8vj h) + mohgla —|— 2a,]m08 ha —|— mohawm,
mo mo mo
we use that mo0dy,h = 9y, (hmg) — moh—= ”1 % to obtain
Oy,
({91)1. {'dij&)j (hmo)} = moav (awa h) 8 (th)J—TnO
mg
_ Oy;mo Oy, mo _ Oiymo

— 2m0haij + mohaij

mo mo



THE LANDAU EQUATION IN A DOMAIN 37

This implies

~ ~ T 7 (%Z.mof - (%.mo —
gp(moavi (al-j(?vj h) = 8% (al-j(?vj h) — bl mo h — 2aij ;n—oavlh
Oyp; Mo~ Ojimg -
+ 2&2‘]' ]mo Mh _ (lija]moh
mo mo mo
and 3
Cmobidyh = @Chidy, (hmo) — @Cmohb; =2
m
B0 b — 5, 22T,
mo
Coming back to (5.5), we hence obtain that & is a solution to
(5.6) —0th —v-Vzh — Ayh =div, S; + Sy in (0,00) x RS x R3
where B
S1i = (aij — d45) Op; b
and 3
So = (—Qaij v 10 +Bi) Oy,
mo
Ov, v, _ Oy, mg O, ~ Oy, .
+ <_5UM + 2aijm1—7no _ Qbia Mo _ MXR> h
mo mo mo mo

—moh (0 + v - V) (¢0).

Step 2. We now claim that Sy, S; € L? ., with

t,x,v

HSOHLf’x’U([O,T}ngxR%) +1S1llz2_ (jo,7xR3xR3)

t,x,v

(5.7)
SISl <||mh, /¢(¢/)+HL3M + Hmhgo/HLgM> .

Indeed, on the one hand we have
151,61 S ()72 (1 + 1|9l a0) [V (moh) @[l | oo
S (1+ gll) [0} 2mol Voh] + () mo ]| lIClee
S 1+ lgllx) [(Uwzm\vvh\ + <U>7/2_1m!h\} oliCllge

and thus
1900z, . % U+ gl 1Al 2zt oy 22

t,x,v

On the other hand, thanks to Lemma 2.2, we have

avj mo avi ;110

Dy, M Op; Mo
a; 7

+ [(aij * 1+ g]) + [(aij * [+ g]) S ()T lgllx)s

mo mo

as well as
7. avi mo

bi S @A+ lgla), il S @A+ llgllx),

mo
which implies

S0l S (1 + llgll) [(w) ™ ol Wuh| + () molhl] @lIC | 1ee
+molhl[¢'[¢ g + (whmol Al Vg
S 1+ llglla) [) 2 mlVh| + ()72 2m]h]]
+ mlhll@' ¢l e + (0)2mlhlp]| V]| ze-
We therefore deduce
1S0llzz, S (14 lglla) 102l 2 2 grion oy I loe + ImAs 22 1€ 2ge

from which we obtain (5.7) by using Proposition 5.1 to estimate the term Hh(pHLgLQHl,*(m).
t Hxttv
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Step 3. We observe that from (5.6), the function H defined by H(t,z,v) = h(—t,z, —v)
satisfies the Kolmogorov equation with source term

(5.8) OH +v-V,H—AH=—div,R; + Ry, in (—00,0) xR3 xRS

with Ry (¢,z,v) = S1(—t,z, —v) and Ry(t,z,v) = So(—t,x,—v). In particular ”B”LQ([O,T]ngng) =
| HI La(—7,0)xr3 xr3) for any g € [1,00] and any T' > 0.

We recall that the fundamental solution of the Kolmogorov equation is given by (see for
instance [42])

(5.9) Gt zv) = < exp (—%|x Ly %2|v|2> it £>0

for some constants cg, c1,co > 0 and G(t,z,v) = 0 if ¢ < 0, and it satisfies the bound

€0 1 2 €2 2
(5.10) VuGlts0,0)| S sty exp (55 lo = o = Zpof?)

for constants ¢y, ¢1, 2 > 0. Therefore the solution H of (5.8) is given by, for any (¢, z,v) €
(_OO’O) X R% X R%’

H(t,z,v) = /G(t —thx—a — (=)W, v—)[divy, Ri(t', 2, ,v") + Ro(t',2',v")] dt’ da’ dv
= — / VoGt =tz —a' — (t —t)W,v—0V)Ry (¢, ,v)dt' da’ dv’
+ /G(t —thr—a' — (=)W, v—V)Ry(t' 2, 0") dt' da’ d,
where we have performed an integration by parts. For any r > 1, we have from (5.9)

7_
Gl L (0.7 xR2 xr3) S T7 0,
as well as
7 g 1
IVoGllzr (o xrexray S T 072

from the estimate (5.10). Applying Young’s inequality to the above representation formula
for H gives

| H || £ (—7,0] xR3 xR3) S ||VvGHL% | Bl 12 ([—7,0) xRS xR3)

([0,T)xR2 xR3)

G R
+ | HL% (071X RE xRS [ Roll £2([—7,0)x k3 xR3)

7_g 7_5
ST || Rallpz—roxre xr3) + T 2 | Roll L2 (7,0 xR3 xR3)

because 2 < p < 7/3.
Coming back to h = mohp( and using that ||| z2(—7,0)xrs xr3) = [1Sill L2 (j0,7)xR3 xR3)
together with the bounds of Step 2, we deduce

(611 lmohiolzsqomcigxiy S Crlclhyaes (Imbfo@) g, + bl )

7

with Cp = T5 3 + Tv 3.

Step 4. We define ), = {z € Q | §(z) > 27} and choose ¢, € C(Q) such that
10, <G < 1q, and |||l S 2k for all k € N*.
Denoting Uy, = (0,T) x Q. x R3, we deduce from (5.11) that

Imobllzn) S 2°Cr (lmb/ol@ )+ lzzap + Imbelzzan ) o W= 1
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Summing up and observing that a > p, we obtain

/u5a|moh80|p = Z/ 8% |mohep|?

Uy 41 \Uy,

<Z2m/ mohiol?
U1

< 32407967 (I iz + Il )
Cr (Hmh\/ o(@)+ 2@ + ||mh80l\|L2(u)) )

which completes the proof. O

2

As a consequence of the above bounds, we establish now the following key estimate of
the De Giorgi-Nash-Moser theory.

Corollary 5.6. Letp € (2,7/3), a > p and consider the same setting as in Proposition 5.1.
Then there holds

7_
(5.12) HmmwhwnﬁT“P$<WMMM¢MMAW+HmMﬂwWO,

for any T € (0,1), with

_B= 1
(513) o= (o) 7 (T2, e:pfmewé»

Proof of Corollary 5.6. By interpolation we have

v+4)
= mhel| o)

Il @y < 11674 ()T mhp|| 12 16°/ (v )~

with

1 1-0 n 0

ro 2 P
and

_ 0
( /44y )1 0 (5a/p<v>_<w;r4) m)
— gt %) ()~ 5T (0+)6,,.

We choose 0 = p+4a so that —% + (% + %) 0 = 0, which implies r = ’1’133 We conclude
to estimate (5.12) by applying Propositions 5.4 and 5.5 and by using Young’s inequality
associated to the exponent 1/6 and its conjugated exponent. O

5.2. Proof of the ultracontractivity property. From the material developed in the
previous sections, we first deduce a gain of integrability for solutions to the linear equation
(4.2) associated to Bj. For simplicity, and because it is enough for our purposes, we shall
only consider exponential admissible weight functions. We recall that e5,e3,64 > 0 are
given by Propositions 4.1, 4.2, and 5.1, respectively.

Theorem 5.7. Consider two admissible exponential weight functions w and wy such that
wi < w, and define m == w= ' and my = wit. If ||gllx, < min(eg,es,e4), then for any
T € (0,1), any hy € LY ,(m1) and any solution h to the linear equation (4.2) associated
to By, there holds, for any 0 <t <T,

(5.14) 1h()llz, S (T =) |hrllLy,

for some ¥ € (0,00).
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Proof of Theorem 5.7. For simplicity we only consider ¢ = 0, the general case being similar.
Let p € (2,7/3), a > p, and define m,, 6 and r by (5.13) in Corollary 5.6. Let 5 := = 1) €

(0,1) and define the function

my = <’[)>[(35W)+(fy+%)€:| r52m
in such a way that m = m1 mB Applying Hoélder’s inequality, we obtain
lmh 2@y S I @) emahllpop lemehlf gp

where ¢q := %1, and similarly

2
lmh /@@l 2 S I /o) omabll Gy lemehl L .

Adding these theses two estimates, using (5.12) from Corollary 5.6 and then simplifying

yields
lmhe' || 2@y + Imby/ @ ol L2
<725 (573) (1 /o) omy b ') o) omyh
S (") omahl[ L1 + (" /)T emah| 1@ ) -

For a nonconstant nonnegative function ¢y € C1([0,1]), to be specified below, and
T € (0,1), we set o(t) := po(t/T). Writing

(5.15)

1/2

T
T1/2||Q06||L§(0,1)Hh(O)HLQ(m):(/0 @'(t)2dt\|h(0)\|%2(m>> ;

we then compute

T 1/2
( / w’(t)zdtumow%?(m))

T 1/r
/0 P02 [IR )72 (m) df)

7 T T
5 (5-3) </0 (tp’/tp)qwllh(t)llu(ml)dt+/0 (w’/w)zqwllh(t)HLl(mndt)
<715 3) </OT(¢//@)q<pdt+/OT(w’/w)qudt> ATl L1 (my)

08 (1 _ B 1 _ 1
=75 G (70 [ ebn)tpodr + TV [ (oh /000 dr ) el s

where we have used Proposition 4.2 with ¢ := 2 in the second line, estimate (5.15) in the
third line, and Proposition 4.2 with ¢ := 1 in the fourth one. In other words, we have
established

1RO |2 my S T IIhrllLimyy, YT € (0,1),

V=2 ‘g‘%G‘?’) - %-3 {1‘296‘3)]%:2) -0

provided that ¢q is such that A, < oo and Ay, < oo with

1
Aai= [ (lebl/e0)sodr.

These last conditions are for instance fulfilled by @o(7) := 7%(1 — 7)* when k > 2q. O

with

We finally formulate the ultracontractivity property in terms of the semigroup Sg,,
which will be obtained as a direct consequence of (5.14) and a duality argument.
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Theorem 5.8. Consider some exponential admissible weight functions w,w,, w1 such
that we1 < we = w. If g € Xy is such that ||g||lx, < min(eq,e3,e4), then the non-
autonomous semigroup Sp, salisfies the ultracontractivity estimate

Ouw, (t —T)
min((t —7)%,1)’

(5.16) 158, (t, T)l2(12 (@), %0 (@e1)) S Vt>T12>0,

with v > 0 given by Theorem 5.7 and where we take w, = w if v+ s > 0, so that O, is
exponential ; and wy, < w if 7+ s <0, so that the O, is given by Proposition 2.13.

Proof of Theorem 5.8. Let 0 < 7 < t and define m, = w;! and my; = w:% Let

fr € L*(w) and consider the solution f to the primal forward problem (4.1) associated to
By such that f(7) = f-.

If0 <t—7 <1, for any hy € L'(my 1), we consider the solution h to the dual backward
problem (4.2) associated to B; on the interval (7,t) and to the final datum h;. We then
deduce

Ol = swp [ Tk

WPell 1 (m, 1)

= sup <1/(9fTh(T)

WPell 1 ¢m, 1)

< sup I fsll 22 @) 1R (T) | 22 (1m0
Ihellzt m, 1)<

St=7) " ll2wy  sup bl
l1he Li(mp) St

where we have used the duality identity (4.16) at the second line, Holder’s inequality in
the third line, and estimate (5.14) of Theorem 5.7 in the last one. From this estimate, it
follows

(5.17) 158, (t, Ml (22 @) Lo @) S (E=7)7", VO<t—7<1,

which gives (5.16) for 0 <t — 7 < 1 since w, =< w.
Otherwise, when ¢t — 7 > 1, we write f(t) = Sp,(t,7)fr = Sp,(t,t —1)Sp,(t —1,7) f7, so
that
1f Lo @1y = 1198, (£t = 1)SB, (t = 1,7) fr || Lo (w, 1)

S ”SBq(t - ]‘7T)f7'”L2(w*)

S Ouww, (t =7 — 1)HfTHL2(w)7
where we have used (5.17) in the second line and Proposition 4.5 in the third one. The
proof is then complete by observing that © ., (t —7 —1) < O, (t — 7). O

6. HYPOCOERCIVITY PROPERTY OF ﬁg

In this section we establish the L? hypocoercivity property as announced in Step (3) of
Section 1.4 and the straightforward consequence in a semigroup formulation.

Theorem 6.1. There exists an inner product (-, ) 12 (,-1/2) on L2, (1n=Y%) such that the
associated norm ||| 2 (,-1/2) is equivalent to the usual norm |||z (,-1/2) and for which

the linear operator L4 satisfies the following coercive estimate. There is e5 > 0 small
enough and some constants \,o > 0 such that that for any g € Xp with ||g||x, < €5, there
holds

61)  (Lof Pz gy < AT IR (v — 0l IR e orray

for any f € Dom(L,) satisfying the boundary condition and the mass condition {(f)) =0
(and the additional condition ((f|v|?)) = (fR-v)) = 0 for any R € Rq in the pure specular
case Lt =0).
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Proof of Theorem 6.1. We denote by u[S] = u € H*(Q) the solution to the Poisson equa-
tion
—Azu=5 in Qn

(6.2) {(2 —1(2))Veu -1y +(z)u=0 on 99,

for a scalar source term S : 2 — R. Remark that (6.2) corresponds to the Poisson equation
with homogeneous Neumann boundary condition when ¢ = 0, and we denote by ux[S] the
corresponding solution in that case. Otherwise, (6.2) corresponds to the Poisson equation
with homogeneous Robin (or mixed) boundary condition. We recall (see for instance [10,
Section 2.1]) that defining V, := H'(Q) if t Z 0 and V, := {u € H'(Q), (u) = 0} if ¢ =0,
for any S € L%(Q), with the additional assumption (S) = 0 when ¢ = 0, there exists a
unique u € V, solution to (6.2) in the variational sense and this one satisfies

(6.3) ull 2 ) S 1522 @)-

We similarly denote by U[S] = U € H'(Q) the solution to the elliptic Lamé-type system
—div,(VU) =S in Q,
(6.4) U-n,=0 on 09,
(2—=10)[ViUng — (ViU :ng @ ng)ng| + ¢(z)U =0 on 09,
for a vector-field source term S :  — R? and where V*U stands for the symmetric gradient
defined through (V3U);; := (0x,;U;+0,,U;) /2. We also define the skew-symmetric gradient
of U by (VaU);; := % (8351. U; — @Cin), next the functional spaces

Voi={U: Q>R U € H'(Q), U-n, =0 on 00},
if 1 #0, and
Vo= {U: QR W e HY(Q), U-n, =0 0n 09, Po(V°U) =0},

if 1 = 0, where Py denotes the orthogonal projection onto the set Ag = {A € M§,3(R); Az €
Ra} of all skew-symmetric matrices giving rise to a centered infinitesimal rigid displace-
ment field preserving Q (see (1.20) for the definition of Rq). From [10, Theorem 2.11],
we know that for any S € L%(Q), with the additional assumption (S, Az) = 0 for any
Az € Rq when ¢ = 0, there exists a unique U € V, solution to (6.4) in the variational
sense, and this one satisfies

(6.5) Ul 2(0) S 1151220

We also define the mass, momentum and energy of a function f : O — R respectively
by
o)) = [ fav)dv, i) = [ oo
R3 R3
and
_ [ (PP =3)
olfl(e) = [ e fao)

As in [10], we define the inner product (-, )2 (,-1/2) in the following way:

(fs 9Dz 12y = (9 p2 12
+ m(=Vaulf[f]], Mplg]) 12 (@) + m(=V [[9]], My [f])r2(@)
+ m(=V3ULi[f]]; q[9]>L2(Q +1(=V2ULilgl], Mo[f]) 12 (0
+ 13(=Vaun(olf]], mlgl) r2 o) + m3(— xuN[@[gH, [f]>L2(Q

with contants 0 < 13 < 72 < 1 < 1, where thus u[@[f]] is the solution of the Poisson
equation (6.2) with source term 0[f]; U[j[f]] is the solution to the Lamé system (6.4) with
source term j[f]; ux|e[f]] is the solution to the Poisson equation (6.2) with homogeneous
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Neumann boundary condition with source term p[f], and similarly for the terms depending
on g ; and where the moments M, and M, are given by

My [h] = %/}Rgv(m? — 5)hdo

M, [h] = /Rs(v @ v —Dhdv.

and

We already observe that
12z =12y S WAz, a2y S WMl 22, um1r2)
Summarizing results from [22, 6, 33, 54, 55], (see also [17, (2.6)]) we have
€ )zt < Al = 7 Fll e o

for any f € HY*(u~'/?) and for some microscopic coercivity constant A, > 0. Using next
the arguments leading to [10, Theorem 4.1], we know that we can choose 7; such that

(6:6) (LS Mz, vy < —AMOZFITs o172y — 00l (0) 2V f 1720112

for some constants A, og > 0.

We are now in position to estimate the term (L, f, V12 (u-1/2)- Observing that

0[@* (g, )] = j1Q (9. f)] = 0[Q* (g, /)] = 0,

we have
(Lqf, f>>L§’U(H—1/2) = (LS, f>>L§’U(H—1/2) +(Q™ (g, f)7f>L926’v(;L_1/2)
+ (= Vaulf[f]], MplQ™ (g, )] 120
+ (= VULf1), Mg Q" (g, Dz

The first term is bounded by (6.6). For the second term in the right-hand side, we use
(2.14) to obtain

(@9 Dz rm) S [ Nl 11 iy o

P i —
We next compute
(=Vaul8[f]], Mp[Q* (9, ) 1200 S IVaul01 1122 [ Mp[QF (95 )] 2
SN0 2 r2llgll oo pog 11N pa prie sy
< ol 1712, s ooy

where we have used the Cauchy-Schwarz inequality in the first line, the estimates (6.3)
and (2.15) in the second line, and the Cauchy-Schwarz inequality again in the last line.
We finally estimate the fourth term by

(=V2ULI Mg [Q (9, P 220y S IVEULI 2 1M [Q (9. /)]l 2
N alelers g o
< ||gHXO||f||L2H1* u—1/2)’

where we have used the Cauchy-Schwarz inequality in the first line, the estimate (6.5) and
(2.15) in the second line, and the Cauchy-Schwarz inequality again in the third line.
Gathering the previous estimates, we obtain

(Lo P iz iy < ~AFIZ2 oy — (00 = Cllallao) 112, e vre

for some constant C' > 0. We then conclude by using the condition ||g||lx, < €5 and
choosing €5 > 0 small enough such that Ces < 0¢/2. ]
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We conclude this section by formulating the above hypocoercivity result in a semigroup
way, which will be useful in the next section.

Proposition 6.2. For any g € Xy, ||glla, < €5, any to > 0 and any f;, € L>(u=?)NE,,
the solution f := Sc,(-,t0) ft, provided by Theorem 3.4 satisfies

(6.7) feallZs vz + 0 / [ P - [ Apyas
for any t; € [tg, 00).
7. SEMIGROUP ESTIMATES FOR L,

Using an extension trick, we deduce from the previous information on £, and B, a
similar result on £, as Theorem 5.8 on B,;. We fix hereafter

(7.1) g0 := min(e, e9,€3,€4,5) > 0.
Theorem 7.1. Consider an admissible weight function w. If ||g||x, < €0, the semigroup

S, associated to the evolution problem (1.33) satisfies the uniform estimate, for some
constant Cy > 0,

(7.2) 1S, (8 ) frllee < Collfrllee, VEZ2720, Vi€ LZ NG,
and the decay estimate
(7.3) 192, (8 7) frllrgg S Oult = DIfllge, VE2720, Ve L NG,

with wy = w or wy = wo and O, defined in the statement of Theorem 1.1.

Proof of Theorem 7.1. We shall only consider the case in which the admissible weight
function w verifies v+ s < 0, the other case v+ s > 0 being treated in a similar, and even
simpler, way. We split the proof into four steps.

Step 1: Convolution and Duhamel formula. For (U(t,T))o<r<¢t and (V (¢, 7))o<r<t two two-
parameters family of operators, we define a new two-parameters family ((U*V)(¢,7))o<r<¢
of operators given by, for all 0 < 7 <,

(U V)(t :/Ut@ 9,7) do,

and iteratively U*! := U, U*k+D) .= U*k U,

Recalling the splitting £, = Ay+B, in (1.34)—(1.35), using the identity Sl;ng = HlSl;g
established in Theorem 3.4 and the shorthand notations St] =1I+S, o Séq = Sp, I+ and
LS[gg = HLSBg, Duhamel’s formula gives A A

(7.4) Sz, = Sg, + (S8,A) xSz, and Sz, ="Ss, + Sz, * (ASs,).
Iterating (7.4) we also have
N-1
(7.5) Sz, = S8, + 2 (S8,A)7 * S5, + (S, A)" xS,
. j=1

+ (Sp, AN x LSp, * (ASg,) + (Sp, A % Sgg * (ASg, )*?

for any integer N € N*.

Giving a function © : Ry 3 ¢ +— O(t) € Ry, we can define the function 7, > (¢,7) —
O(t — 7) € Ry, where 7, := {(t,7) € R? | 0 < 7 < t}, and by abuse of notation we also
denote this mapping by ©. Considering two such functions ©; and ©,, we observe that,
for all 0 < s < t, we have

t—T

(@1*@2)(t,’7’) == /Tt @1(t—9)@2(9—’7’) do = 0 @1(t—7—9)@2(9) do = (@1*@2)(t—7’)

where * stands for the usual convolution in one variable. In particular if ©; € L*(R,) and

©2 € L>®(Ry), then one has (t,7) — (01 x O2)(t,7) € L*°(7}) with
(7.6) 1©1 % O2[Loc(7,) S 19111 @) 1O2] Lo r -
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As a consequence we also obtain that, if ©1,...,0, € L}(R,) and ©,,,1 € L*(R,), then
(t,7) = (O©1 %% Opy1)(t, 7) € L®(T;) with
(7.7) [©1 % xOniillpe(zy) SOl ®y)  1Onll L @) 1On+1 oo (ry -
Step 2. L? decay in a reference space. Let T > 0 be fixed and f, € LXN%,. Denoting f;, =

Sc,(t,7)fr = Sjg (t,7)fr for all t > 7, the hypocoercivity inequality (6.1) of Theorem 6.1
yields

d o
(73) G orlagmy AN ol my <0

Assume first that v € [—=3,2). We then fix two admissible weight functions v and v such
that o = v = = /2. Using Proposition 4.5, Proposition 6.2 and (7.4) we compute

157, lszz) < 198, Il m22) + 158, Al 2 u-1/2).12) * 152, | 2120) 22 u-172))
S 1B ez + 1198, | zzz,02) 1Al 2172y, 02) * 152, (22 (172
< 146;,%x151,
where we have used Lemma 2.3 and L? C L?(x~1/?) in the first line as well as the bound
(4.14), the time-integrable decay estimate (4.15) for ©5, and the convolution rule (7.6)

in the third line. With this estimate together with (7.8), we can apply Proposition 2.13
which yields, for any 0 < 7 <¢,

(7.9) 1Sz, (¢,7)

and we observe that ©, 12 € LY(R,).
Otherwise if v > —2, we immediately deduce from (7.8) and Grénwall’s lemma

15z, (¢, 7)

B(L2,L2(u1/2) S Opy1/2(t = 17),

5 ef)\(th),

B(L2(u=1/2))
so that estimate (7.9) also holds in this case with v = p~1/2.

Step 3: Uniform L estimate. Writing the splitting (7.5), we estimate the norm |- || z(zo)
of each term separately. From Proposition 4.5, we have

158, ll#(Lz) € L(Fy) and  [|7Sp, llars) € L(T4),

so that in particular the first term in (7.5) is adequately bounded. We now fix an admissible
exponential weight function ¢ > w and observe that, from Proposition 4.5, we have

158, [l #(L L) S Ocw

with O, € LY(R,), and similarly for Ség and LS[gg. Thanks to Proposition 4.5 and using
Lemma 2.3, we obtain

(S5, A) * S5,

1
aws) S (198, | s o) 1Al a2 ) * 198, o)
SOcwrxl <1,

where we have used (7.6) in the last inequality. All the other terms appearing in the second

term in (7.5) can be estimated in the same manner, and we get for all j =2,...,N —1
. n *j 1
1058, 4)7 * 5§, llazee) S (18, llmree 2oy [ Al s r2))~ * 1S, lrcs)

< (O x1< 1.

The third and fourth terms in (7.5) can also be estimated in a similar fashion, thus we
omit the details.

We now investigate the last term in (7.5). We fix exponential admissible weight functions
G and ¢, 1 such that w < ¢ 1 < ¢ <. We observe that ©., € Ll(]RJr) and we shall
apply Theorem 5.8 with the weights (g, ¢4, <x,1) using that L, Cc Ly,

We first claim that for N € N* large enough (namely such that 9+2—N € [0,1), where
¥ is given by Theorem 5.8), there holds

(7.10) 11058, A" 2 5 S M m(12,150) S Osscr-
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Indeed, we compute, for all 0 < 7 < ¢,

(t+7)/2
158, A * S, (¢, T)l| #(12,000) S / 198, (t,0)ASB, (0, 7)|| 5Lz, L) O

t
+ Sg, (t,0)ASs. (0,7)| 4 ooy d6.
(t47)/2 | Bg( ) Bg( T)”J(L?,Lw )

(7.11)

For the first term in (7.11) we write

155, (t,0) ASs, (0, T) | #(12,50) S 1158, (8 0) || 82, L50) ANl 122,12) 198, (0, T) || (L2 12 -

¢ Hw wrHg

Using respectively Theorem 5.8, Lemma 2.3 and Proposition 4.5, we deduce
(t+7)/2
[ 185, (4.0)AS5, (0. D)l sirz,1:5) 06
02 O (t—0)
< SyS* _
~ / min((t —)7,1) O l0 — )0
/2 O ,0—7)

< — Ehid
< ec,g((t —17)/2) < O c. (t—1)
~ min((t — 7)1 1) ~ min((t — 7)Y, 1)

For the second term in (7.11), we use the same estimates as above but in the reverse order.
More precisely, writing

158, (t,6)ASB, (0, T)|| (12,05) < 198, (Ol (L, 10y Al B(Le0 10) 198, (05 T)|| (12, Lov)
we then apply Proposition 4.5, Lemma 2.3 and Theorem 5.8 respectively, which gives

t
/(t+ 115 158, () A8, 0, 7) |22, 27) 40

¢ O, (0 —1)
< Ocu(t—10 S dé
~ /(t+T)/2 > ( )mln((9 - 7—)19’ 1)

soult-m) [ Sl g

(t+r)/2 min((0 —7)7,1)

O, ((t —7)/2) < O, (t — 7)
~ min((t — 7)%-1,1) ~ min((t — 7)9-1,1)°

Gathering the previous estimates, it follows

O, (t — 5)
min((t — s)?-1,1)"
We conclude the claim (7.10) by iterating this estimate.

Coming back to the last term in (7.5), we choose an admissible weight function ¢; > ¢
such that L™ C L?. Using previous estimates and Proposition 4.5 again, we then compute

1(Sp,A) * [(S5,A)* N2 % (Sg, A)] * SF, * ASp, * ASs, |l (1)

158, A * S8, (t, s) |l #(r2,10) S

S (HSBg||=@(L30,L3°)HAH%(L‘%O,LgO)) * (H(SBgA)*(NQ) * SBg||=@(L?,Lg°)H-AHPZ(LQ(H*U?),L?))

1
x (1152, Larz, 12172y ) * (1Al 22,2198, mz2.22) ) * (IAllzee o) 198, Iz )
S O * Ogq, * O, ,-1/2 %O * 1 S L

We conclude the proof of (7.2) by putting together the previous estimates.

Step 4: L*° decay. We write the splitting (7.5) and we estimate the norm || - || (700 7o) of

L)
:

each term separately.
We first fix an admissible weight function w, in the following way: If w < x~1/2 then we
choose w, = w ; otherwise if w > ,u_1/2 then we choose ,u_l/Q =< wy = w. We next consider

an admissible exponential weight function ¢ such that ¢ >~ w and @;L* Ocw, € LY(RY).
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We finally choose an admissible exponential weight function v as in Step 2 such that
e ! @u,,u—l/Q S LI(R+).

w,wx

Thanks to Proposition 4.5 we have

O, 198, l#(1e ) € L(F4) and O, IS, [l#(1ee.150) € L™(T).

W,Ws
Using Lemma 2.3 we also deduce

O, 1 (S5,4) % S,

< (0511155,

ALy, LE,)

W,Wx S Wi

<050, 00w, x1 51,

- 1
(e ) Al zLes Lgo)) * (ew,lw*HSBg %(Lgo,Lgo*))

where we have used Proposition 4.5 and (7.6). All the other terms appearing in the second
term in (7.5) can be estimated in the same manner, and we get for all j =2,...,N —1

O, 1058, A7 S5, | (e es )

_ *j _
S (051188, llree o) 1Al s 2y ) * (OSLISE, larss s )
S (971 @c,w*)*j *1 <51

W,Wx

The third and fourth terms in (7.5) can also be estimated in a similar fashion, which gives
- i
ew}u* | (SB, A)*N *~Sp, HﬁZ(Lgo,ng)

*N
S (051,188, lae ) 1Al as 1) * (0L 1S5, s cs))

s Hwx Wy

S (9_1 @c,w*)*N *1 51,

w,wx
as well as

O, 1, (S5, AN % 4S5, * (ASB, )| #(Lee L2 )

S WKk Wi 7

N
< (051,188, e ) Al s 1) * (O5L. 1%, oz cs )

* (651, Il #(zss 1) 1S5, |l mzs 1))

Wi ?

S (@;}U* @§7UJ*)*N * 6;}/.)*69(«0* *1 rs 1.
We now investigate the last term in (7.5). We fix exponential admissible weight functions
G« and ¢, 1 such that ¢, 1 < ¢ <, wy =1 and @;L*@g,g* € LY(R,), in such a way that

we shall be able to apply Theorem 5.8 below with the weights (¢, <, s, 1) and observing
that L C L. Arguing exactly as for obtaining (7.10) in Step 3, we deduce

(7.12) (S5, 4"V % Sp [l (2,100 ) S Ocs-

Coming back to the last term in (7.5), we choose an admissible weight function ¢; > ¢ such
that L C L?. We then compute, using previous estimates and Proposition 4.5 again,

O, L, (S5, A) * [(S8, AN « (S, A)] + Sz, * ASs, * AS, | 512,126

< (001,188, I a(ue 25 I A

S VTwx

B(Les Lgo)) * (@J,L* (S8, A2 5 Sp |l iz, 05 ||-’4||:@(L2(;L—1/2),L§))

Wi ?
« (05118, sz r2ge 172y ) * (00 MAllsz, 2 1S5, I ozz.r2,) )

* (651, Il #(rss 1) 198, | #rcs 1))

)

S 000,00, %050, O, 0,1, 0, 12 %O, O, x1 S 1

W,Wx W,Wx W,wWx W, Wk

We conclude the proof of (7.3) by gathering the previous estimates. O
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8. PROOF OF THE MAIN RESULTS
8.1. Proof of Theorem 1.1. We first define the ball

By =19 € X; |9l x < o}

where we recall that Xy = L ((0,00) x O) with wy = (v)* defined in (1.36) and g9 > 0
is defined in (7.1). We next define
* €0
e i=—,
Co
where Cy > 0 is defined in the statement of Theorem 7.1. We fix fo € LI such that
| follLee < € and we define
(I):%Q—)%o, gl—)@(g) =G = Sggfo.

It is worth emphasizing that the fact that Sg, fo € %o is a direct consequence of (7.2) in
Theorem 7.1 and of the choice of g and *. We endow % with the weak-* topology of
Xy, so that A is clearly compact, and we claim that & is continuous for this topology.

Indeed, consider a sequence (gy,) in %y such that g, — g weakly-* in Xy as n — oo and
define Gy, := S¢,, fo. From (7.2) in Theorem 7.1, we have

1Gn(t; )l < IGn(t;-)llzge < Collfollge,  VE=0,
so that G,, € %y, and thus there exist a subsequence (G,/) and G € B, such that
G, — G weakly-* in Xy as n’ — oo. On the one hand, from the dissipativity estimate

(1.43) established in Theorem 3.4, we know that (V,G,) is bounded in L2((0,7T) x O) for
all 7' > 0.

On the other hand, we observe that
0Gp +v -V G = Sy = Q(,U,, Gn’) + Q(Gn’a M) + Ql(gnU Gn’)7
where S,/ = 831,1,]./1”/7,‘]‘ + Oy, Bpr i + Cpy from the expression (1.6) of Q, with ((v)3A, ),
((v)3B,y ;) and ((v)3C,) bounded in L?*((0,00) x O). For any truncated (in ¢,z) version

(Gy) of (Gyy), we may thus apply [11, Theorem 1.3], which gives that (G,) is bounded
in HY/4(R; x R3 x R?). Therefore we deduce that

(Gy) is relatively compact in L?((0,T) x Og).
for any T, R > 0, where Op := {(x,v) € O; d(z,Q°) > 1/R, |v| < R}.

From the already known weak-* convergence in Xp and the decay estimate (7.3), we
have established (for instance) that

Gn — G strongly in L2((0,00) x O),

as n’ — co. Using the formulation (1.6) of the Landau operator @ and the above conver-
gence, we have

T T 9 9
/ / Q(gn’, Gn/)QD = / / {(aij * gn’)Gn’ viijD + 2(bi * gn’)Gn’ mﬁ}
0 JO 0 JO

— /OT/O Qg,G)p,

as n’ — oo for any ¢ € D((0,T) x O). From the very definition of @+, we deduce that
Ql(gn” Gn’) - QJ_(g’ G) in D/((O’ T) X O)

as n’ — oo. Thanks to the above convergence and Proposition 2.9, we may thus pass to
the limit in the evolution PDE

G = ['gn/ Gp + QJ_ (gn’7 Gn’)7 V-G = %7+Gn’7 (Gn’)\tzo = fo,

associated to the semigroup definition of G,,, that is, G, is a weak solution to the above
equation in the sense of Theorem 3.4. We obtain that G is weak a solution to

G =Ly,G+Q(9,G), -G =Rv,G, Gy = fo.
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in the sense of Theorem 3.4, with moreover

T
Gl <20 [ [ 1V.GRdvdzdt < OO ol

and by uniqueness in Theorem 3.4, we get G'= S, fo. By the uniqueness of the possible
limit, we have thus established that ® is continuous.

Using now the Schauder-Tychonoff fixed-point theorem, the mapping ® has at least one
fixed point, that is there exists f € %y such that f = ®(f). This function f is a global
weak solution to the Landau equation (1.31) in the sense of Theorem 3.4, which concludes
the proof of Theorem 1.1. O

8.2. Proof of Theorem 1.2. We consider now a global weak solution F' to the Landau
equation (1.1)—(1.2), in the sense of Theorem 3.4, which satisfies (1.26) and (1.27), for
some admissible weight function w.,. By interpolation, for any p € (1,00), we then have

12 = plirr, (o) < &p(t) = 0, as t — oo,

for any admissible weight function w, verifying wp < w, < we. We define f := F — p
which satisfies
8tf:BFf+Q(f7:u)7 BFf:_UVJJf+Q(F7f)

We observe that because of (1.26) and (1.27), there exists &, Ho € (0, 00) such that

pr(t,x) > po, Er(t,x) < Ey, Hp(t,z) < Ho,
with

PF ::/ Fdv, E&Er ::/ F\U\de, Hr ::/ Flog F dv.
R3 R3 R3

From [24, Proposition 4] and [1, Proposition 2.1], there exists then ag = ag(po, o, Ho) > 0
such that
(8.1) (aij * F)&i&; > ao(v)[€[*, V€ € RY,
Applying to the dual semigroup Sg . associated to the operator

B}h =—v-Vzh+ (aij * F)aijh + Q(bl * F)@vlh
and the dual reflection condition (4.2)—(4.3) the same job as done in Proposition 4.2, we
may first establish that
(8.2) 155, (t, $)h Loy < C1e2h|| Lagury, V> 5> 0,
for any m’ := (w')~! associated to an admissible weight function w’ such that s’ +~v <0,

some constants C; and any h € L9(m'), ¢ = 1,2. The key observation is that, with obvious
notations taken from the proof of Proposition 4.2,

. o~ 4(g—1) Ch_) 11 1a~
/O(BFh)h|h|q 250 = _T/O(%*F)awHaijJr/owquf |9,

1
+_/ |hlqv-Vx(ﬁ%’q)+/|7h|qﬁl'q(nx-v),
qJ0 )

where the first term is nonpositive, the second term is bounded by ||k, () (and it is

here that we use the condition s’ + v < 0), and the two last terms are identical as those
considered during the proof of Proposition 4.2. We immediately deduce (8.2) by writing
the associated evolution equation and using Gronwall’s Lemma. By duality, we get a
similar conclusion as established in Proposition 4.5, namely

(8.3) 158, (£, 8) fll Loy < C1e | fllpogry, VE>s>0,
for p = 2,00. It is worth emphasizing here that the semigroups Sg . and Sg; are well
defined thanks to Theorem 2.11 as used in Theorem 3.4.

We next observe that in the present situation exactly the same conclusion as the one of
Proposition 5.1 holds, namely any solution A to the backward dual problem (4.2) associated
to B instead of By satisfies (5.1). We just need to repeat the proof of Proposition 5.1
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using in a crucial way the estimate (8.1). We may then repeat the proofs (with no changes!)

of Section 5.1, of Theorem 5.7 (with the help of (8.2)) and Theorem 5.8 in order to get
Ca(t—s)

(8.4) 198, (T, 8) fllpoe @) < CIWHfHLQ(w’Q), Vt>s2>0,

for any admissible weight w/_ < w}.
Interpolating (8.3) and (8.4), there in particular exists p € (2,00) such that

602 (t—s)

mHhHLP(%), Vi>s>0.

HSBF(t’S)hHLOO(w{)O) <C
For ¢t > 1, the Duhamel formula writes
t
£ = Snp(tt = Dfis+ [ Snp(t.7)QUr ) dr = £1(0) + ()

On the one hand, choosing w/, = w and w;, < w, we have

Hfl(t)|’L°°(w) = HSBF(t7t_1)ft—1|’L°°(w)

< Cre??||fictllpo(e,) < Cre%ep(t —1).
On the other hand, we have
t
1720 < [ 1Sme(t D@ ) 10wy 47
<

t ng(t—’T)
| O QU Wl ar

S osup gp(7),
(ti lvt)

where we have used Lemma 2.3 in order to bound [[Q(fr, p)[| 1# (). Both estimate together
implies that there exists T' > 0 such that

sup || fell L ) < €o,
>T

where g9 > 0 is given by Theorem 1.1. We may thus apply Theorem 1.1 (or repeat the
proof of) and we deduce that the accurate rate of convergence (1.28) also holds for the
solution F'. This completes the proof of Theorem 1.2. O
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