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A B S T R A C T

Potential flow theory-based solvers are commonly used in ocean engineering to investigate the interactions
between ocean waves and floating bodies. Depending on assumptions, several methods have been proposed.
Among them, the Weak-Scatterer method is an interesting trade-off in the sense that this approach is not limited
in theory by the small wave amplitudes and small body motions assumptions of linear methods. Moreover, this
approach is in practice more stable than the fully non-linear methods. An implementation of the Weak-Scatterer
method is the WS-CN code (Letournel, 2015; Chauvigné, 2016; Wuillaume, 2019).

The computational time of the WS-CN code which is considered in the present study is relatively long
for engineering purposes. In order to reduce it, the present paper presents an implementation of the Parareal
method in the WS-CN code. The Parareal method is an algorithm for parallelizing a simulation in time that can
accelerate the complete simulation (Lions, 2001) . This is a key difference in comparison to other acceleration
techniques which have been studied in the literature (e.g. the Fast Multipole Method (FMM), the precorrected
Fast Fourier Transform (pFFT) method, … ). To the authors’ knowledge, the present study is the first to couple
the Parareal method to a potential flow theory-based wave-structure interaction solver. It is shown that the
method can significantly reduce the computational time for small wave steepness, but that the performance
decreases rapidly with increasing steepness.
1. Introduction

Many numerical methods have been developed for modeling wave-
structure interactions. The most commonly used for engineering studies
of a floating body (such as an oil and gas offshore platform, an offshore
wind turbine or a wave energy converter) are the ones based on
the boundary element method. A comprehensive review of boundary
element methods for hydrodynamic modeling of wave energy systems
is presented by Papillon et al. [1]. Among these methods, those based
on the linearized potential flow theory are often preferred because
they are very fast and because they have been found to be suffi-
ciently accurate for many practical applications. Examples of popular
numerical codes based on linear potential flow theory are WAMIT [2],
ANSYS-AQWA [3] or NEMOH [4].

The linearized potential flow theory is based on the assumptions
that the fluid is inviscid and incompressible, that the flow is irro-
tational, that the wave amplitude is small with respect to both the
wavelength and the dimensions of the structure, and that the motion
of the floating body is small in comparison to the dimensions of
the structure. Therefore, this model is poorly suited in case of large
amplitude motion of the body and/or in heavy seas (waves of large

∗ Corresponding author.
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amplitude). In principle, Navier–Stokes solvers could be used to deal
with such problems. However, Navier–Stokes solvers are associated
with high computational time (it can exceed hours per wave period [5,
6]) which hampers its use for daily engineering studies. Moreover,
obtaining and maintaining a domain discretization of sufficient quality
throughout the simulation can be challenging, particularly in the case
of large-amplitude motions [7].

Alternative approaches for the study of a floating body with large
amplitude motion and/or in heavy seas are the fully non-linear poten-
tial theory and the Weak-Scatterer method [8]. In the fully non-linear
potential method, no assumptions are made about the amplitude of the
incident wave or the amplitude of the motion of the body. Guerber
et al. [9] developed a two-dimensional NWT (Numerical Wave Tank)
using a High-Order Boundary Element Method based on a fully non-
linear method to study the interactions between an incident wave
and a fully immersed cylinder. This method appears to preserve fluid
volume and energy at a high level of accuracy without using very
fine spacial discretization. This model was then adapted by Dombre
et al. [10] to study the case of a rigid body piercing the free surface.
However, non-linear BEM methods only allow to study potential flows
955-7997/© 2024 The Authors. Published by Elsevier Ltd. This is an open access art
c-nd/4.0/).
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and therefore do not allow the description of turbulent, rotational or
viscous effects that can occur in the vicinity of submerged structures.
By distinguishing between fluid regions close to interacting structures
and regions that are sufficiently far away, the coupled use of a CFD
solver and a potential solver makes it possible to benefit simultaneously
from the advantages of both methods [11–13]

In contrast to the linearized potential flow theory, the Weak-
Scatterer method [8] only assumes that the scattered waves due to
the interaction of the body with the incident waves are small. This
allows the free surface to be discretized at the position of the non-
linear incident wave instead of the total free surface, which is expected
to improve the robustness with respect to fully non-linear methods
(avoiding for example to have to deal with wave breaking). This
approach may also allow the use of coarser meshes, and therefore
reduce the computational time. Zhang et al. [14] used a higher-order
boundary element method based on the Weak-Scatterer method to
study the performance of a point absorber wave energy converter.
Comparisons of numerical simulation with experimental results showed
good agreement. The method made it possible to study the effects of
wave steepness or Power Take Off settings on the performance of the
converter. Tong et al. [15] used a Harmonic Polynomial Method (HPC)
based on a generalized Weak-Scatterer method, in which the boundary
conditions takes into account the fact that the free surface moves
tangentially to the surface of the piercing bodies. A good agreement
was obtained with experimental results, fully non-linear simulations
and theoretical solutions.

In previous work at École Centrale de Nantes, a numerical tool
(WS-CN) has been developed based on the Weak-Scatter method [16–
18]. The ambition is to achieve a fast and reliable engineering tool.
With the current implementation, despite being smaller than Navier–
Stokes solvers, computational times were found to be relatively long
(between 102 and 103 s per wave period for a mesh with about 103

odes). Therefore, for practical use, it has been deemed necessary to
ind ways of reducing the computation time.

In BEM methods, most of the computational cost is associated with
he assembling and the solving of a dense linear system of equations.
aive implementations typically result in complexity of 𝑂(𝑁3) with 𝑁

he number of unknowns. Methods have been developed to reduce the
omputational cost. They include the fast multipole method [19], the
FFT method [20] and the use of -matrix [21]. The fast multipole
ethod (FMM) allows theoretically to reach complexity of 𝑂(𝑁 log𝑁)

and even 𝑂(𝑁) in some cases. The principle of this method is to use a
multipole expansion in order to group the source points close enough
to each other and thus to be able to treat their influence on the distant
points as that of a single source point. The precorrected Fast Fourier
Transform (pFFT) method consists in building a uniform grid in which
the long distance interactions are good approximations of those of the
initial mesh. This uniform grid allows then to compute quickly the
long distance interactions between the different points by performing a
convolution product using a Fourier transform. It allows complexities of
𝑂(𝑁 log(𝑁)) to be reached. Teng and Song [22], for example, used this
method to accelerate a BEM solver. They showed that it can save both
computational time and memory space. Finally, the principle of the
Hierarchical Matrix (-Matrix) method is to approximate the matrix
associated with the linear system with a sparse matrix. This procedure
is carried out by identifying sub-matrices of sufficiently low rank 𝑘 in
he original matrix. Doing so, the complexity reduces to 𝑂(𝑁𝑘2 log(𝑁)).

Those methods allow to decrease the computational time associated
with the building and the solving of the linear system. However, a com-
plete simulation involves other computations (e.g. mesh management)
whose computational time can be significant (they may even become
dominant if the methods mentioned above, FMM, pFFT or −𝑚𝑎𝑡𝑟𝑖𝑐𝑒𝑠,
have been implemented). Conversely, the Parareal method allows the
complete simulation to be accelerated. Indeed, this method consists in
dividing the time interval of the simulation into sub-intervals in which
2

the simulation is carried out in parallel by different processors [23]. t
The Parareal method has been implemented in various fields of physics
such as quantum chemistry [24], hydrodynamics (simulation of system
described by the Navier–Stokes equation [25,26] or free surface wave
propagation [27,28]) and electromagnetism (simulation of turbulent
plasmas [29]).

To our knowledge, there have been no attempt to implement the
Parareal method in a wave-structure interaction solver based on the
Weak-Scatterer method. Therefore, in this study, we describe an imple-
mentation of the parareal method in the WS-CN code and we investi-
gate its effect on accuracy and computation time.

The remainder of the present paper is structured as follows: In
Section 2 we describe the wave-structure interaction model and its
present implementation in the WS-CN code. Section 3 is devoted to the
description of the Parareal method and the implementation in the WS-
CN code. Finally, we present in Section 4(i) a verification study and
(ii) sensitivity studies of the speed-up factor as function of to the wave
amplitude and the number of processors.

2. Wave-structure interaction model

The aim of this section is to describe how the WS-CN code works
and to study its computation times before time parallelization.

2.1. Mathematical formulation

The wave-structure interaction problem is illustrated in Fig. 1. The
wet body surface, i.e. the part of the body surface which is in the water,
is denoted 𝛤𝐵 . The part in air is denoted 𝛤𝐵 . The free surface is denoted
𝛤𝐹𝑆 . The seabed is 𝛤𝑆𝐵 . The lateral boundaries are denoted 𝛤𝐿𝐵 . The
inner fluid domain 𝛺 is such as 𝜕𝛺 = 𝛤𝐵 ∪ 𝛤𝐹𝑆 ∪ 𝛤𝑆𝐵 ∪ 𝛤𝐿𝐵 . A point
in the domain is identified by its Cartesian coordinates (𝑥, 𝑦, 𝑧) where 𝑧
is the altitude with respect to the mean free surface. In the absence of
breaking waves, the altitude of a point on the free surface is given by
a monovalent function 𝑧 = 𝜂(𝑥, 𝑦, 𝑡) called elevation.

For sake of brevity, the derivation of the mathematical model is
omitted in this paper. Only the key concept are presented. The details
can be found in e.g. [30]. In the following, vectors will be indicated in
bold (𝐯). A dot on a quantity indicates the derivative with respect to
time of this quantity: 𝑢̇ = d𝑢

d𝑡 .
The weak-scatterer method is based on potential flow theory, in

which the fluid is assumed to be inviscid and incompressible, and the
flow to be irrotational. With these assumptions, it can be shown that
the flow velocity 𝐕 derives from a velocity potential 𝜙:

𝐕 = 𝛁𝜙 (1)

and that the velocity potential follows Laplace’s equation:

𝛥𝜙 = 0. (2)

The material boundaries (body and seabed) are assumed to be imper-
meable. The velocity of the fluid in a direction 𝐧 perpendicular to these
surfaces (𝐕.𝐧 = 𝜕𝜙

𝜕𝑛 ), therefore satisfies the conditions:

𝜕𝜙
𝜕𝑛

= 0 ∀𝐌 ∈ 𝛤𝑆𝐵 (3)

𝜕𝜙
𝜕𝑛

= 𝐱̇𝐛.𝐧 ∀𝐌 ∈ 𝛤𝐵 (4)

where 𝐱̇𝐛(𝐌) = 𝐱̇𝐛(𝐆)+𝝎𝐛×𝐆𝐌 is the body velocity, 𝐧 is the unit vector
ormal to the body surface and pointing to the fluid and 𝝎𝐛 is the body
ngular velocity.

In this paper, only the case of a fixed body is considered (𝐱̇𝐛(𝐆) = 𝟎
nd 𝝎𝐛 = 𝟎) for sake of simplicity. However, note that the WS-CN
ode allows dealing with both prescribed motion and free motion of

he body [16–18].
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Fig. 1. Illustration of the wave-structure interaction problem.
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A fluid particle located at the free surface shall remain there. The
elationship derived from this constraint is called the kinematic free
urface boundary condition (KFSBC):

𝜕𝜂
𝜕𝑡

=
𝜕𝜙
𝜕𝑧

− 𝛁𝜙.𝛁𝜂 for 𝑧 = 𝜂(𝑥, 𝑦, 𝑡). (5)

The pressure discontinuity across the free surface due to surface
tension effects is neglected. Thus, Bernoulli’s theorem leads to the
dynamic free surface boundary condition (DFSBC):

𝜕𝜙
𝜕𝑡

= −𝑔𝜂 + 1
2
‖𝛁𝜙‖2 +

𝑝𝑎
𝜌

for 𝑧 = 𝜂(𝑥, 𝑦, 𝑡) (6)

where 𝜌 is the density of the fluid and 𝑝𝑎 is the atmospheric pressure,
which can be arbitrarily chosen to be zero.

2.1.1. Hydrodynamic force
The hydrodynamic force is obtained by integrating the pressure on

the surface of the body:

𝐅𝐇 = −∬𝐌∈𝛬𝐵

𝑝(𝐌)𝐧(𝐌)d𝑠 (7)

where 𝐧(𝐌) is the outgoing body normal and 𝑝(𝐌) is the pressure at a
point 𝐌.

The pressure at a point in the fluid is given by Bernoulli’s theorem:

𝑝 = 𝑝𝑎 − 𝜌
(

𝜕𝜙
𝜕𝑡

+ 1
2
‖𝛁𝜙‖2 + 𝑔𝑧

)

(8)

.1.2. Weak-scatterer hypothesis
It is assumed that 𝜙, 𝜂, 𝑝 and 𝐕 can be split in two terms corre-

ponding to the incident wave and a scattered wave:

= 𝜙𝑖 + 𝜙𝑠
= 𝜂𝑖 + 𝜂𝑠.

(9)

The incident wave is the solution of the following boundary problem
3

hich corresponds to that of the propagation of waves without the
ody:

𝛥𝜙𝑖 = 0 ∀𝐌 ∈ 𝛺𝑖 (a)
𝜕𝜙𝑖
𝜕𝑛

= 0 ∀𝐌 ∈ 𝛤𝑆𝐵 (b)
𝜕𝜂𝑖
𝜕𝑡

=
𝜕𝜙𝑖
𝜕𝑧

− 𝛁𝜙𝑖.𝛁𝜂𝑖 ∀𝑧 = 𝜂𝑖(𝑥, 𝑦, 𝑡) (c)
𝜕𝜙𝑖
𝜕𝑡

= −𝑔𝜂𝑖 +
1
2
‖𝛁𝜙𝑖‖

2 +
𝑝𝑎
𝜌

∀𝑧 = 𝜂𝑖(𝑥, 𝑦, 𝑡) (d)

(10)

here 𝛺𝑖 is the inner fluid domain delimited by 𝛤𝐿𝐵 , 𝛤𝑆𝐵 and the
urface 𝑧 = 𝜂𝑖(𝑥, 𝑦, 𝑡).

The quantities associated with the incident wave field appear as
orcing terms that are assumed to be known. They are consequently
escribed with a dedicated nonlinear wave model. For regular waves,
ne may use a model based on the stream function theory [31,32]. For
he irregular wave fields, the High-Order Spectral (HOS) method can
e used [33].

The basis hypothesis of the weak-scatterer method is that the quan-
ities related to the scattered flow (velocity potential 𝜙𝑠, free surface
levation 𝜂𝑠, pressure 𝑝𝑠 and velocity 𝐕𝑠) are small compared to the
ncident ones:

𝑠 ≪ 𝜙𝑖

𝑠 ≪ 𝜂𝑖
(11)

hat hypothesis allows the free surface conditions (KFSBC and DFSBC)
o be linearized on the position of the incident wave 𝑧 = 𝜂𝑖(𝑥, 𝑦, 𝑡). Keep-
ng only the first-order terms in 𝜂𝑠 and 𝜙𝑠, the free surface conditions
an be written [16] on 𝑧 = 𝜂𝑖(𝑥, 𝑦, 𝑡):

𝜕𝜂𝑠
𝜕𝑡

= −
𝜕𝜙𝑠
𝜕𝑧

− 𝛁𝜙𝑠.𝛁𝜂𝑖 − 𝛁𝜙𝑖.𝛁𝜂𝑠 + 𝜂𝑠

(

𝜕2𝜙𝑖

𝜕𝑧2
+

𝜕𝛁𝜙𝑖
𝜕𝑧

.𝛁𝜂𝑖
)

− 𝜈𝜂𝑠 (12)

𝜕𝜙𝑠
𝜕𝑡

= −𝑔𝜂𝑠 − 𝛁𝜙𝑠.𝛁𝜙𝑖 − 𝜂𝑠

(

𝜕2𝜙𝑖
𝜕𝑧𝜕𝑡

+
𝜕𝛁𝜙𝑖
𝜕𝑧

.𝛁𝜙𝑖

)

− 𝜈𝜙𝑠 (13)

The terms −𝜈𝜂𝑠 and −𝜈𝜙𝑠 are artificial damping terms [34] that take
non-zero values in areas close to the domain edge. They are added to
the free surface conditions in order to dissipate the waves reflected at
the edge of the domain due to the boundary condition 𝜕𝜙𝑠

𝜕𝑛 = 0 on 𝛤𝐿𝐵 .
In the case of circular domains:

(𝑟) = 𝛼𝜔
(

𝑟−𝑟0
𝜆

)2
𝑟 ≥ 𝑟0 = 𝑅𝑒 − 𝛽𝜆 (14)
𝜈(𝑟) = 0 𝑟 < 𝑟0
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where 𝑟 is the distance of the 𝐌 point from the central axis of the
domain, 𝑅𝑒 is the radius of the domain. The parameters 𝛼 and 𝛽 are
used to adjust the damping intensity and the width of the absorption
range. Typical values are 𝛼 = 0.7 and 𝛽 ≈ 1 [16].

BVP for the scattered velocity potential
The boundary value problem (BVP) for the scattered velocity poten-

tial therefore finally reads:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝛥𝜙𝑠 = 0 ∀𝐌 ∈ 𝛺 (a)
𝜕𝜙𝑠
𝜕𝑛

= −
𝜕𝜙𝑖
𝜕𝑛

+ 𝐱̇𝐛.𝐧 ∀𝐌 ∈ 𝛤𝐵 (b)
𝜕𝜙𝑠
𝜕𝑛

= 0 ∀𝐌 ∈ 𝛤𝑆𝐵 ∪ 𝛤𝐿𝐵 (c)
𝜕𝜙𝑠
𝜕𝑡

= −𝑔𝜂𝑠 − 𝛁𝜙𝑠.𝛁𝜙𝑖

−𝜂𝑠
(

𝜕2𝜙𝑖
𝜕𝑧𝜕𝑡 +

𝜕𝛁𝜙𝑖
𝜕𝑧 .𝛁𝜙𝑖

)

− 𝜈𝜙𝑠 ∀𝐌 ∈ 𝛤𝐹𝑆 (d)
𝜕𝜂𝑠
𝜕𝑡

= −
𝜕𝜙𝑠
𝜕𝑧

− 𝛁𝜙𝑠.𝛁𝜂𝑖 − 𝛁𝜙𝑖.𝛁𝜂𝑠

+𝜂𝑠
(

𝜕2𝜙𝑖
𝜕𝑧2

+ 𝜕𝛁𝜙𝑖
𝜕𝑧 .𝛁𝜂𝑖

)

− 𝜈𝜂𝑠 ∀𝐌 ∈ 𝛤𝐹𝑆 (e)

(15)

BVP for scattered acceleration potential
Eq. (8) shows that the time derivative of the velocity potential (or

acceleration potential) is required to compute the resulting pressure on
the body. It can be shown that the acceleration potential is the solution
of the boundary value problem:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝛥
𝜕𝜙𝑠
𝜕𝑡

= 0 ∀𝐌 ∈ 𝛺 (a)

𝜕2𝜙𝑠
𝜕𝑛𝜕𝑡

= −
𝜕2𝜙𝑖
𝜕𝑛𝜕𝑡

+ 𝐱̈𝐛.𝐧 + 𝑞 ∀𝐌 ∈ 𝛤𝐵 (b)

𝜕2𝜙𝑠
𝜕𝑛𝜕𝑡

= 0 ∀𝐌 ∈ 𝛤𝐿𝐵 ∪ 𝛤𝑆𝐵 (c)
𝜕𝜙𝑠
𝜕𝑡

= −𝑔𝜂𝑠 − 𝛁𝜙𝑠.𝛁𝜙𝑖

−𝜂𝑠
(

𝜕2𝜙𝑖
𝜕𝑧𝜕𝑡 +

𝜕𝛁𝜙𝑖
𝜕𝑧 .𝛁𝜙𝑖

)

− 𝜈𝜙𝑠 ∀𝐌 ∈ 𝛤𝐹𝑆 (d)
𝜕𝜂𝑠
𝜕𝑡

= −
𝜕𝜙𝑠
𝜕𝑧

− 𝛁𝜙𝑠.𝛁𝜂𝑖 − 𝛁𝜙𝑖.𝛁𝜂𝑠

+𝜂𝑠
(

𝜕2𝜙𝑖
𝜕𝑧2

+ 𝜕𝛁𝜙𝑖
𝜕𝑧 .𝛁𝜂𝑖

)

− 𝜈𝜂𝑠 ∀𝐌 ∈ 𝛤𝐹𝑆 (e)

(16)

where 𝐱̈𝐛 denotes the acceleration of the body at the point 𝐌 and 𝑞 is
an advection term due to the motion of the body [35–37]:

𝑞 =(𝝎𝐛.𝐬𝟏)
(

𝜕𝜙
𝜕𝑠2

− 2𝐱̇𝐛.𝐬𝟐
)

− (𝝎𝐛.𝐬𝟐)
(

𝜕𝜙
𝜕𝑠1

− 2𝐱̇𝐛.𝐬𝟏
)

+
𝐱̇𝐛.𝐬𝟏
𝑅1

(

𝜕𝜙
𝜕𝑠1

− 𝐱̇𝐛.𝐬𝟏
)

+
𝐱̇𝐛.𝐬𝟐
𝑅2

(

𝜕𝜙
𝜕𝑠2

− 𝐱̇𝐛.𝐬𝟐
)

+ (𝐱̇𝐛.𝐧)
(

𝜕2𝜙
𝜕𝑠21

+
𝜕2𝜙
𝜕𝑠22

+
(

1
𝑅1

+ 1
𝑅2

)

𝜕𝜙
𝜕𝑛

)

(17)

ere, 𝐬𝟏 and 𝐬𝟐 are the vectors of a frame tangent to the body surface
nd 𝑅1 and 𝑅2 are the radii of curvature in the 𝐬𝟏 and 𝐬𝟐 directions.

.1.3. Integral equations
Green’s second identity makes it possible to convert the volume

roblem into a surface problem. For any point 𝐌 of the closed surface
𝛺 delimiting the fluid domain, we have:

= ∬𝐏∈𝜕𝛺

𝜕𝜙𝑠(𝐏)
𝜕𝑛

𝐺(𝐏,𝐌)d𝑠 −∬𝐏∈𝜕𝛺

(

𝜙𝑠(𝐏) − 𝜙𝑠(𝐌)
) 𝜕𝐺(𝐏,𝐌)

𝜕𝑛
d𝑠 (18)

ith:

(𝐏,𝐌) = 1
‖𝐌 − 𝐏‖

(19)

𝜕𝐺(𝐏,𝐌)
=

(𝐌 − 𝐏).𝐧 (20)
4

𝜕𝑛
‖𝐌 − 𝐏‖3
Likewise, for the acceleration potential:

0 = ∬𝐏∈𝜕𝛺

𝜕2𝜙𝑠(𝐏)
𝜕𝑛𝜕𝑡

𝐺(𝐏,𝐌)d𝑠 −∬𝐏∈𝜕𝛺

(

𝜕𝜙𝑠(𝐏)
𝜕𝑡

−
𝜕𝜙𝑠(𝐌)

𝜕𝑡

)

𝜕𝐺(𝐏,𝐌)
𝜕𝑛

d𝑠

(21)

2.2. Implementation (WS-CN code)

The boundaries 𝜕𝛺 of the domain are discretized into 𝑁𝑒 triangular
panels. The panels are denoted by (𝛴𝑘)1≤𝑘≤𝑁𝑒

. The vertices are denoted
by (𝐌𝑖)1≤𝑖≤𝑁𝑝

where 𝑁𝑝 is the total number of vertices of the mesh.
ig. 2 shows the workflow implemented in the WS-CN code where 𝑢|𝑚𝑖
orresponds to the value of the quantity 𝑢 at node 𝐌𝑖 and time 𝑡𝑚.

.2.1. No-flow conditions (step 1)
Eqs. (15b) and (15c) are used to compute the normal derivative of

he velocity potential on the outer boundaries of the domain as well as
n the body surface.

The normal vectors at the grid nodes are required to compute Eq.
15b). They are obtained by calculating the weighted average of the
ormal vectors of the panels to which each grid node belongs. The
eight of the normal vector corresponding to panel 𝑘 is taken equal

o the angle of panel 𝑘 at the vertex corresponding to the grid node.
To reduce the number of unknowns, it is possible not to mesh

he surface corresponding to the seabed. To do this, the free surface
𝐹𝑆 , the outer boundary 𝛤𝐿𝐵 and the body surface 𝛤𝐵 surface are
irrored with respect to the seabed (Fig. 3). The no-flow condition on

he 𝛤𝑆𝐵 surface is ensured for this new problem because of symmetry.
oreover, for the same reason, the values of the potentials and normal

erivatives of potentials at a mesh node are respectively equal and
pposite to that of the symmetrical node, so that adding these fictitious
urfaces does not increase the number of unknowns.

.2.2. 1st boundary value problem (step 2)
Using the discretization described in the previous section, the in-

egral equation Eq. (18) is written at each point (𝐌𝑖)1≤𝑖≤𝑁𝑝
of the

esh:

=
∑

1≤𝑘≤𝑁𝑒
∬𝐏∈𝛴𝑘

𝜕𝜙𝑠(𝐏)
𝜕𝑛

𝐺(𝐏,𝐌𝑖)d𝑠 −
∑

1≤𝑘≤𝑁𝑒
∬𝐏∈𝛴𝑘

(

𝜙𝑠(𝐏) − 𝜙𝑠(𝐌𝑖)
)

×
𝜕𝐺(𝐏,𝐌𝑖)

𝜕𝑛
d𝑠 (22)

Let 𝐏𝐤
𝟏 , 𝐏𝐤

𝟐 and 𝐏𝐤
𝟑 be the three vertices of a mesh panel 𝛴𝑘. By adopting

a linear parametrization, the position of a point 𝐏 on the facet can
be described by two variables (𝑢, 𝑣) ∈ [0, 1]2 in the basis (𝐏𝐤

𝟏𝐏
𝐤
𝟐 ,𝐏

𝐤
𝟐𝐏

𝐤
𝟑 )

(Fig. 4):

𝐏 = 𝐏𝐤
𝟏 + 𝑢.(𝐏𝐤

𝟐 − 𝐏𝐤
𝟏 ) + 𝑣.(𝐏𝐤

𝟑 − 𝐏𝐤
𝟏 ) (23)

In the WS-CN code, an iso-parametric description is used for the spa-
tial distribution of quantities (potential and normal derivative of the
potential) and the coordinates over the surface of a panel:

𝜙(𝐏) = 𝜙(𝐏𝐤
𝟏 ) + 𝑢.(𝜙(𝐏𝐤

𝟐 ) − 𝜙(𝐏𝐤
𝟏 )) + 𝑣.(𝜙(𝐏𝐤

𝟑 ) − 𝜙(𝐏𝐤
𝟏 )) (24)

𝜕𝜙(𝐏)
𝜕𝑛

=
𝜕𝜙(𝐏𝐤

𝟏 )
𝜕𝑛

+𝑢.

(

𝜕𝜙(𝐏𝐤
𝟐 )

𝜕𝑛
−

𝜕𝜙(𝐏𝐤
𝟏 )

𝜕𝑛

)

+𝑣.

(

𝜕𝜙(𝐏𝐤
𝟑 )

𝜕𝑛
−

𝜕𝜙(𝐏𝐤
𝟏 )

𝜕𝑛

)

(25)

Owing to the linearity of integrals, each term of Eq. (22) can be
written as a linear combination of the values of the potentials or normal
derivatives of the potential at the vertices of the panels. By introducing
Eqs. (24) and (25) in the integrals, one can show:

∬𝐏∈𝛴𝑘

𝜕𝜙𝑠(𝐏)
𝜕𝑛

𝐺(𝐏,𝐌𝑖)d𝑠 =
∑

𝑗∕𝐌𝑗∈𝛴𝑘

𝛼𝑖,𝑗,𝑘
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑛
(26)

∬𝐏∈𝛴
𝜙𝑠(𝐏)

𝜕𝐺(𝐏,𝐌𝑖)
𝜕𝑛

d𝑠 =
∑

𝛽𝑖,𝑗,𝑘𝜙𝑠(𝐌𝐣) (27)

𝑘 𝑗∕𝐌𝑗∈𝛴𝑘
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Fig. 2. Workflow.
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Fig. 3. Symmetrization of the discretization of the problem with respect to the seabed.
i
s
u
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Fig. 4. Linear parametrization of a panel.

∬𝐏∈𝛴𝑘

𝜙𝑠(𝐌𝐢)
𝜕𝐺(𝐏,𝐌𝑖)

𝜕𝑛
d𝑠 = 𝛾𝑖,𝑘𝜙𝑠(𝐌𝐢) (28)

The expressions for 𝛼𝑖,𝑗,𝑘, 𝛽𝑖,𝑗,𝑘 and 𝛾𝑖,𝑘 can be found in [38].
Introducing Eqs. (25), (26) and (27) in Eq. (21) leads to the linear

system:
∑

1≤𝑗≤𝑁𝑝

𝐶𝑆(𝑖, 𝑗)
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑛
−

∑

1≤𝑗≤𝑁𝑝

𝐶𝐷(𝑖, 𝑗)𝜙𝑠(𝐌𝐣) = 0 (29)

where 𝐶𝑆(𝑖, 𝑗) and 𝐶𝐷(𝑖, 𝑗) are the coefficients of influence of a source
point 𝐌𝑗 on a control point 𝐌𝑖 where 1 ≤ 𝑖 ≤ 𝑁𝑝. These coefficients
are simple linear combinations of 𝛼𝑖,𝑗,𝑘, 𝛽𝑖,𝑗,𝑘 and 𝛾𝑖,𝑘 coefficients.

By separating the known terms (𝜙𝑠 on the free surface and 𝜕𝜙𝑠
𝜕𝑛 on

he body) and the unknown terms at this stage ( 𝜕𝜙𝑠𝜕𝑛 on the free surface
and 𝜙𝑠 on the body), we obtain a system of the form:

𝐴𝐗 = 𝐁 (30)

with:

𝐴𝐗(𝑖) =
∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆

𝐶𝑆(𝑖, 𝑗)
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑛
−

∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆∪𝛤𝐿𝐵∪𝛤𝑆𝐵

𝐶𝐷(𝑖, 𝑗)𝜙𝑠(𝐌𝐣)

(31)

𝐁(𝑖) = −
∑

𝐶𝑆(𝑖, 𝑗)
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑛
+

∑

𝐶𝐷(𝑖, 𝑗)𝜙𝑠(𝐌𝐣)
6

𝑗∕𝐌𝑗∈𝛤𝐹𝑆∪𝛤𝐿𝐵∪𝛤𝑆𝐵 𝑗∕𝐌𝑗∈𝛤𝐹𝑆
(32)

The solution to this system can be obtained by LU decomposition or
by using a GMRES (Generalized Minimal RESidual method) iterative
solver. In the WS-CN code, the matrix 𝐴 is assembled in both cases
(even if it is not needed in case of the GMRES solver).

The matrix 𝐴 depends on the mesh geometry and must therefore
be determined at each time step. Assembling and solving System (30)
account for the bulk of the computation time.

2.2.3. Dynamic and kinematic boundary conditions (step 3)
Eq. (13) is used to obtain the time derivative of the potential at

each nodes of the free surface. This equation involves the gradient of
the scattered potential, where only the normal component is known at
this stage (Step 2).

𝛁𝜙𝑠 = 𝛁𝐬𝜙𝑠 +
𝜕𝜙𝑠
𝜕𝑛

𝐧 (33)

The surface gradients 𝛁𝒔𝜙𝑠 and 𝛁𝒔𝜂𝑠, i.e. the projection of the gradients
n the horizontal plane, are obtained by approximating locally the
patial evolution of 𝜙𝑠 and 𝜂𝑠 using B-splines. These B-splines are also
sed to compute the second derivatives involved in the advection term,
q. (17) (Step 4).

.2.4. 2nd boundary value problem (step 4)
Eq. (16b) is used to determine the value of 𝜕2𝜙𝑠

𝜕𝑛𝜕𝑡 at each point of
the body. The resulting system is similar to Eq. (30), namely the 1st
Boundary Value Problem.

𝐴𝐗 = 𝐁 (34)

with:

𝐴𝐗(𝑖) =
∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆

𝐶𝑆(𝑖, 𝑗)
𝜕2𝜙𝑠(𝐌𝐣)

𝜕𝑛𝜕𝑡
−

∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆∪𝛤𝐿𝐵∪𝛤𝑆𝐵

𝐶𝐷(𝑖, 𝑗)
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑡

(35)

𝐁(𝑖) = −
∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆∪𝛤𝐿𝐵∪𝛤𝑆𝐵

𝐶𝑆(𝑖, 𝑗)
𝜕2𝜙𝑠(𝐌𝐣)

𝜕𝑛𝜕𝑡
+

∑

𝑗∕𝐌𝑗∈𝛤𝐹𝑆

𝐶𝐷(𝑖, 𝑗)
𝜕𝜙𝑠(𝐌𝐣)

𝜕𝑡

(36)

where the terms 𝐶𝑆(𝑖, 𝑗) and 𝐶𝐷(𝑖, 𝑗) are the same values as for Eq. (30)

and therefore do not need to be recomputed.
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2.2.5. Time integration (step 5)
Finally, 𝜂𝑠 and 𝜙𝑠 at the free surface are updated by time integration

ith a fourth-order Runge–Kutta scheme.
The points (𝐌𝑖) are updated according to the new position of the

body and of the incident wave at the next time step. If, after updat-
ing the mesh, some panels no longer comply with certain geometric
constraints, a new mesh is generated [39].

The state of the system is thus fully determined by the knowledge
at time 𝑡 of the state vector 𝑈 :

𝑈 = (𝜙(𝛤𝐹𝑆 ), 𝜂(𝛤𝐹𝑆 ), 𝐱𝐛, 𝐱̇𝐛) (37)

y using boundary conditions and assembling and solving the boundary
roblem, the state of the system at the next time step can be determined
y integration (Fig. 2). The function used to estimate the value of the
tate vector at the next time step using this method is called the ‘‘fine
ropagator’’, denoted by 𝐹 :

(𝑡 + 𝛿𝑡) = 𝐹 (𝑡, 𝑡 + 𝛿𝑡, 𝑈 (𝑡)) (38)

.3. Computational cost and acceleration

Fig. 5 shows the computational time associated with each step of the
ine propagator computation of a typical case study (simulation with
wo surface-piercing cylinders and a mesh of 8300 panels and 4550
odes) [30]. One can see that steps associated with the computation of
he influence coefficients (47.1%) and the build (8.4%) and solving of
he linear systems (20%) account for most of the computational time
75.5%). Nevertheless, one can see that the time spent for remesh-
ng is significant as it accounts for approximately 20% of the total
omputation time.

To reduce the computation time, Wuillaume et al. [30] implemented
parallelization of the computation of the influence coefficients re-

uired to assemble the matrices of the two boundary problems in
he WS-CN code (step 2). They achieved a reduction of 70% in the
omputation time of step 2, thus reducing the total simulation time by
5%.

The acceleration methods presented in the introduction (p-FFT,
MM, -matrix) also make it possible to reduce the computational time
f Steps 2 and 4 (computation of the influence coefficients, then build-
ng and solving of the linear systems), which represents approximately
5% of the total computational time. However, they have no influence
n the other steps which represent non-negligible amounts of time.
arallelization of those other steps can be challenging. In particular,
he remeshings of the free surface and the body are performed using an
dvancing front method. Techniques exist for parallelizing the meshing
f surfaces [40,41], but using these methods would involve major
odifications to the code.

Conversely, parallelization in time speeds up in principle the simula-
ion as a whole, without the need to implement acceleration techniques
epending on the step of the computation. This method is described in
he next section.

. Parareal method

The objective of this section is to present the time parallelization
ethod and its implementation in the case of WS-CN code.

.1. General description of the method

Parallelization in time consists in dividing the time interval over
hich the simulation is to be carried out and running the simulation in
arallel on each of the sub-intervals. The concept is that each processor
ses the fine propagator on one specific sub-interval. However, for a
rocessor to be able to use the propagator, it needs to be provided
ith initial conditions that only the simulations on the previous sub-

ntervals, once completed, can provide. In the Parareal method, the
7

oncept is to use a coarse but fast propagator in order to obtain an
pproximation of the solution and thus provide estimates of the initial
onditions for each sub-interval to the fine propagator [23].

An advantage of the Parareal method is that it can be implemented
n existing codes with relatively few modifications. Indeed, in this
ethod, both the coarse and the fine propagators can be considered as

‘black boxes’’ that just have to be capable of calculating the temporal
volution of a system given its initial state.

The method is illustrated in Fig. 6. Let 𝑁𝑝 be the number of tem-
oral subintervals, which also corresponds to the number of processors
nvolved in the parallelization procedure. It is equal to the number of
rocessors used in the simulation. The times delimiting the different
ubintervals are denoted by 𝑡0, 𝑡1, 𝑡2, . . . 𝑡𝑁𝑝

.
As mentioned previously, two propagators are required:

• 𝐶(𝑡1, 𝑡2, 𝑢1) is the coarse propagator which provides a quick esti-
mate of the response of the system at time 𝑡2 given the starting
time 𝑡1 and the initial state 𝑢1,

• 𝐹 (𝑡1, 𝑡2, 𝑢1) is the fine propagator which provides the system re-
sponse at time 𝑡2 given the starting time 𝑡1 and the initial state
𝑢1.

he first step of the Parareal algorithm consists in calculating first
pproximations of the solution at times 𝑡𝑘. They are denoted 𝑈0

𝑘 . They
re obtained using the coarse propagator sequentially.

The second step consists in using the fine propagator in paral-
el, starting from the initial conditions 𝑈0

𝑘 provided by the coarse
ropagator.

The rest of the algorithm consists in iteratively approximating the
olution (Fig. 6). The initial conditions for each subinterval at time 𝑡𝑘+1
nd at iteration 𝑛 + 1 are given by the relationship:
𝑛+1
𝑘+1 = 𝐶(𝑡𝑘, 𝑡𝑘+1, 𝑈𝑛+1

𝑘 ) + 𝐹 (𝑡𝑘, 𝑡𝑘+1, 𝑈𝑛
𝑘 ) − 𝐶(𝑡𝑘, 𝑡𝑘+1, 𝑈𝑛

𝑘 ) (39)

t iteration 𝑛+ 1, the 𝐹 (𝑡𝑘, 𝑡𝑘+1, 𝑈𝑛
𝑘 ) term uses states already computed

t iteration 𝑛 using the coarse propagator, so that they can be computed
n parallel (one computation per sub-interval).

The 𝐶(𝑡𝑘, 𝑡𝑘+1, 𝑈𝑛+1
𝑘 ) term involves the result of the simulation over

he previous interval. Therefore it must be obtained sequentially. This
eature highlights the need for the coarse propagator to be as fast as
ossible. To achieve this requirement, one can use:

• a larger time step, as done in the original method [23],
• a coarser space discretization,
• a lower order time integration scheme,
• an other model [42,43].

n this work, we consider this last strategy.
The Parareal method being an iterative method, it requires a con-

ergence test to stop. In order to quantify the convergence at iteration
, let us define the following quantity:

𝑛 = max
(

𝛼𝑘𝑛
)

= max
⎛

⎜

⎜

⎝

‖

‖

‖

𝑈𝑛
𝑘 − 𝑈𝑛−1

𝑘
‖

‖

‖

‖

‖

‖

𝑈𝑛
𝑘
‖

‖

‖

⎞

⎟

⎟

⎠

(40)

In this study, it is considered that convergence is achieved as soon as:

𝛼𝑛 < 𝛼𝑚𝑖𝑛 (41)

where 𝛼𝑚𝑖𝑛 = 10−2.
As can be seen in Fig. 6, ∀𝑘 ≥ 𝑛, 𝑈𝑛

𝑘 = 𝑈𝑛
𝑛 . Therefore, at each new

iteration 𝑘 + 1 of the Parareal algorithm, the solution with the fine
propagator is known up to time 𝑡𝑘. Despite this feature can save some
computational time, it was not exploited in this work.

3.2. Implementation of the parareal method in the WS-CN code

In the present study:



Engineering Analysis with Boundary Elements 167 (2024) 105870

8

Y. Poirier et al.

Fig. 5. Time distribution.

Fig. 6. Parareal algorithm.
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Fig. 7. 1 and 2-order neighbors.

• the fine propagator uses the Weak-Scatterer method, for which
the linear system of the 1st Boundary Value Problem must be
assembled and solved at each iteration.

• the coarse propagator uses a fully linearized approach where the
domain is discretized on the mean position of the free surface
and on the equilibrium position of the body. The mesh is then
constant throughout the simulation. The matrix associated with
Eq. (30), which only depends on the mesh position, can therefore
be computed and inverted once at the start of the simulation,
saving considerable time.

A significant difficulty in applying the Parareal method to the WS-CN
code is that the two propagators do not a priori share the same meshes:

• the coarse propagator uses a mesh 𝑀𝑐 which has been computed
from the mean position at the free surface and at the equilibrium
position of the body. This mesh does not change over time.

• the fine propagator uses a mesh 𝑀𝑓 which follows the incident
wave elevation and the instantaneous position of the body. It
therefore changes over time.

n order to be able to relate the results of the two propagators, it is
ecessary for them to return the values of the velocity and elevation
otentials at the same points. It is therefore decided to interpolate
he state vector returned by the fine propagator to the mesh used
y the coarse propagator. This interpolation is carried out using a B-
pline approximation [44], as done in the computation of the surface
radients in Eq. (33).

Let (𝑥, 𝑦) be the coordinates of a point on the free surface belonging
o the mesh 𝑀𝑐 . Let (𝑥0, 𝑦0) be the coordinates of the point in the mesh
𝑓 closest to this point and (𝑥𝑖, 𝑦𝑖) where 1 ≤ 𝑖 ≤ 𝑁𝑣 are the coordinates

f the 𝑁𝑣 1-order and 2-order neighbors in the mesh 𝑀𝑓 (Fig. 7). Let
s define a function 𝜎 such that 𝜎(𝑥, 𝑦) gives a good approximation of
he value of a quantity 𝐹 (free surface elevation or velocity potential)
t the point (𝑥, 𝑦) of the mesh 𝑀𝑐 from the values 𝐹𝑖 of this quantity at
he points (𝑥𝑖, 𝑦𝑖) of the mesh 𝑀𝑓 . For example, one may use order 3
seudo-polynomial splines which are of the form:

(𝑥, 𝑦) =
𝑁𝑣
∑

𝑖=0
𝛼𝑖
(

(𝑥 − 𝑥𝑖)2 + (𝑦 − 𝑦𝑖)2
)3 + 𝑃 (𝑥, 𝑦)

with

𝑃 (𝑥, 𝑦) = 𝛼𝑛+1 + 𝛼𝑛+2𝑥 + 𝛼𝑛+3𝑦 + 𝛼𝑛+4𝑥
2 + 𝛼𝑛+5𝑥𝑦 + 𝛼𝑛+6𝑦

2 (42)

where the values of 𝛼𝑖 are determined using the following 𝑁𝑣 + 7
constraints:

𝜎(𝑥𝑖, 𝑦𝑖) = 𝐹𝑖,∀𝑖 ∈ [[0, 𝑁𝑣]] (43)

𝑁𝑣
∑

𝑖=0
𝛼𝑖 = 0

𝑁𝑣
∑

𝑖=0
𝛼𝑖𝑥

2
𝑖 = 0

𝑁𝑣
∑

𝑖=0
𝛼𝑖𝑥𝑖 = 0

𝑁𝑣
∑

𝑖=0
𝛼𝑖𝑦

2
𝑖 = 0

𝑁𝑣

𝛼𝑖𝑦𝑖 = 0
𝑁𝑣
∑

𝛼𝑖𝑥𝑖𝑦𝑖 = 0

(44)
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𝑖=0 𝑖=0
Table 1
Error 𝐸𝑁 as function of number of panels.

Number of panels 𝑁 1.9 × 102 2.4 × 102 4.0 × 102

Error 𝐸𝑁 2.2 × 10−2 1.0 × 10−2 0

4. Results

4.1. Case study

The case study corresponds to a vertical fixed cylinder of height
ℎ = 0.9m, radius 𝑅 = 0.2m and mass 𝑚 = 65 kg (Fig. 8). The incident
wave is a regular wave with period 𝑇 = 1 s, wavelength 𝜆 = 1.6m,
amplitude 𝐴 and steepness 𝜀 = 2𝐴

𝜆 . The water depth is 𝐻 = 1m and the
lateral boundaries of the domain are located at a distance 3.0m (15𝑅)
from the center. For the various simulations, a time step 𝛿𝑡 = 0.01 s was
used.

The aim is to simulate the interactions between the incident wave
and the cylinder over time, in particular the scattered wave generated
by the interactions of the cylinder with the incident wave and the forces
applying to the cylinder. Simulation results for an example simulation
with the WS-CN code without time parallelization are shown in Fig. 9.
The simulation was carried out with 3 different meshes with varying
discretization in order to assess mesh convergence. In Fig. 9, differences
in the wave elevation and vertical force are hardly distinguishable be-
tween the three different meshes. Therefore, to quantify the accuracy,
we define 𝐸𝑁 a measure of the error on the vertical force :

𝐸𝑁 =
∫

𝑁𝑡𝛿𝑡

0
|

|

𝐹𝑁 (𝑡) − 𝐹4000(𝑡)|| d𝑡

∫

𝑁𝑡𝛿𝑡

0
|

|

𝐹4000(𝑡)|| d𝑡
(45)

here 𝐹𝑁 (𝑡) corresponds to the vertical force calculated with a mesh
ith 𝑁 panels (thus 𝐹4000(𝑡) is the solution with the finest mesh).

Table 1 shows the error 𝐸𝑁 as function of the number of panels.
ne can see that the error is of order of 10−2. In what follows, the
esh with 𝑁 = 1, 9 × 102 panels was used.

Fig. 9 shows that after a short transient period, the free surface
levation and the force on the cylinder is quasi-periodic. The deviations
rom periodicity are due to wave reflections on the lateral boundaries
f the simulation, which are not fully eliminated by the numerical
bsorbing beach.

For sake of comparison, Fig. 9 also includes simulation results
btained with the linear model (coarse propagator). Significant dif-
erences with the results obtained with the nonlinear model can be
bserved. This shows that nonlinear effects are non-negligible in this
xample, which justifies the use of a nonlinear method.

.2. Convergence of the parareal method

Figs. 10 and 11 show the results of a simulation carried out using
he WS-CN code with time parallelization for a wave of amplitude
= 0.014m. In each figure, the top graph shows the results obtained

fter the first iteration of the parareal method. The following curves
orrespond to the results after the second and the third iterations
espectively. The vertical lines show the time intervals allocated to the
ifferent processors (20 processors were used).

On the top graph, one can observe that the simulation result ob-
ained with the fine propagator after the first iteration are both very
imilar to that obtained with a simulation using only the coarse prop-
gator (fully linear model) and very different from the reference sim-
lation (original version of the WS-CN code). However, note the dis-
ontinuities at the times corresponding to the bounds of the intervals
llocated to each processor (e.g at time 𝑡6 = 1.8 s or 𝑡18 = 5.4 s).

After the second and the third iterations, one can see that these
discontinuities have been greatly reduced. Moreover, the scattered
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Fig. 8. Pictures of the meshes of the case study.
Fig. 9. Scattered wave elevations (top) as function of time for a point of the free surface located 0.2m downstream of the cylinder and vertical forces (bottom) applying to the
cylinder. They were obtained using the WS-CN without time parallelization (𝐴 = 0.014m, 𝜀 = 0.017) with three different meshes and the linear model with a mesh with 𝑁 = 4, 0×102

panels.
wave elevation and the vertical force applying to the body are very
close to the reference results. The method therefore seems to quickly
achieve convergence.

To measure convergence, let us define a measure 𝑛 of the con-
sistency between the Parareal method, at iteration 𝑛, and the original
version of WS-CN code:

𝑛 =
∫

𝑁𝑡𝛿𝑡

0
|

|

𝐹𝑛(𝑡) − 𝐹𝑊𝑆 (𝑡)|| d𝑡

𝑁𝑡𝛿𝑡
|

|

𝐹𝑊𝑆 (𝑡)|| d𝑡
(46)
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∫0
where 𝐹𝑛(𝑡) corresponds to the vertical force obtained at time 𝑡 after
𝑛 Parareal iterations and 𝐹𝑊𝑆 (𝑡) corresponds to the vertical force
obtained at time 𝑡 with the original version of the WS-CN code.

The top panel in Fig. 12 shows 𝑛 as function of the number of
iterations for various wave steepness. For the sake of comparison, the
errors obtained with the linear model (coarse propagator) are also
shown in the figure. One can see that it takes only 2 iterations for the
error on the vertical forces to be an order of magnitude less than that
obtained by a fully linear simulation, irrespective of the wave steepness.
Moreover, results show that increasing the number of iterations do
not reduce further the error. This can be explained by the fact that
the remeshing steps in the WS-CN code without time parallelization
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Fig. 10. Scattered wave elevation as function of time at a point located 0.2m downstream of the cylinder (𝐴 = 0.014m, 𝜀 = 0.017, 𝑇 = 1 s, 𝑁𝑝 = 20, 𝑁𝑡 = 600). The vertical
dotted lines separate the sub-intervals which are allocated to the different processors. On the right, we zoomed in on the time 𝑡6 = 1.8 s corresponding to a transition between two
processors.
Fig. 11. Vertical forces experienced by the cylinder (𝐴 = 0.014m, 𝜀 = 0.017, 𝑇 = 1 s, 𝑁𝑝 = 20, 𝑁𝑡 = 600). The vertical dotted lines separate the sub-intervals which are allocated to
the different processors.
and with time parallelization do not occur at the same time. Thus, the
remaining error is a geometrical error, which is on the order of 10−2

according to Table 1. Thus, the fact that the error plateaus is not related
to a convergence issue in the parareal algorithm. This is supported by
the bottom panel in Fig. 12 which shows that the convergence criterion
𝛼𝑛 (Eq. (40)) keeps decreasing with increasing number of iterations.
Despite it was not tested by the authors, it is believed that increasing
the mesh resolution could address this challenge.
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Obviously, the speed-up achieved with the Parareal method depends
on the number of iterations, which depends on the criterion 𝛼𝑛 < 𝛼𝑚𝑖𝑛.
According to Fig. 12, 𝛼𝑚𝑖𝑛 = 10−1 appears to be enough to achieve
convergence for the vertical force. Using this criterion allows significant
speed-ups to be achieved for wave amplitudes of less than 0.02m, as
can be seen in Fig. 13 which shows results for simulations of 𝑁𝑡 = 600
time steps carried out with 20 processors in parallel. For example,
for an incident wave amplitude 𝐴 = 0.008m with wave period 𝑇 =
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Fig. 12. Evolution of 𝑛 and 𝛼𝑛 (bottom) as function of number of iterations (𝑇 = 1 s, 𝑁𝑝 = 20, 𝑁𝑡 = 600).

Fig. 13. Speed-up factor (top) and number of iterations required for the algorithm to converge (bottom) as a function of incident wave amplitude (𝑇 = 1 s, 𝑁𝑝 = 20, 𝑁𝑡 = 600) for
a tolerance 𝛼𝑚𝑖𝑛 = 10−1 (left) and 𝛼𝑚𝑖𝑛 = 10−2 (right).
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Fig. 14. Scattered elevation over time of a point on the free surface, located 0.2 m downstream of the cylinder obtained without time paralleling (𝐴 = 0.008m, 𝜀 = 0.01, 𝑁𝑡 = 400)
obtained with fully linear or Weak-Scatterer simulation.
Fig. 15. Speed-up factor (top) and number of iterations required for the algorithm to converge (bottom) as a function of the number of processors (𝑁𝑡 = 600) for a tolerance
𝛼𝑚𝑖𝑛 = 10−1 (left) and 𝛼𝑚𝑖𝑛 = 10−2 (right).
1 s, the computational time is divided by 5. Note that the use of the
weak-scatter method is worthwhile in this example albeit the small
wave steepness 𝜀 = 0.01, as can be seen in Fig. 14 which shows that
there are visible differences in the wave elevation when computed
with the Weak-scatterer method and the fully linear method (coarse
propagator).
13
For sake of comparison, Fig. 13 also shows the speed-up and number
of iterations for a convergence criterion 𝛼𝑚𝑖𝑛 = 10−2. It can be seen that,
with increasing wave amplitude, the speed-up eventually decreases
down to 1 (no acceleration). This is because, as the amplitude of the
incident wave increases, the difference between the results provided
by the fine and coarse propagators increases, which slows down the
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Fig. 16. Computational times associated with the coarse propagator alone, the fine propagator alone and the sum of the two as a function of the number of processors (𝐴 = 0.01m,
𝜀 = 0.013, 𝑇 = 1 s, 𝑁𝑡 = 600) for a tolerance 𝛼𝑚𝑖𝑛 = 10−1 (left) and 𝛼𝑚𝑖𝑛 = 10−2 (right).
convergence of the algorithm. For example, the method converges in
only 3 iterations for an incident wave of amplitude 𝐴 = 0.008m but
only converges after 12 iterations for an incident wave of amplitude
𝐴 = 0.02m (Fig. 13).

4.3. Influence of the number of processors

Fig. 15 (top) shows the speed-up factor as function of the number
of processors for three cases: a wave of wave period 𝑇 = 1 s and
wave steepness 𝜀 = 0.013, a wave with the same period but a different
steepness 𝜀 = 0.018, and a wave of wave steepness 𝜀 = 0.013 but with
shorter period 𝑇 = 0.8 s. Overall, one can see that the computation is
accelerated, but that the speed-up factor can be rather disappointing
depending on the number of processors. Indeed, it appears that the
speed-up factor increases with increasing number of processors up to
a number of processors, after which it reduces. That limit number
of processors seems to depend on the wave characteristics. However,
overall, one can see that this limit is on the order of one hundred
processors for the three sets of parameters that were considered. In
addition, Fig. 15 (bottom) shows that the number of iterations required
for the algorithm to converge increases slowly with the number of
processors.

To explain why the speed-up factor reduces once a number of
processors is exceeded, one should recall that the initial conditions
given to each processor are computed from the results of the coarse and
fine propagators (Eq. (39)). Because the fine propagator (based on the
Weak-scatterer approach) and the coarse propagator (linear approach)
use different meshes, it is necessary to interpolate the data to feed the
updated initial conditions to the fine propagator. The time required
for this operation being directly related to the number of processors,
it becomes dominant when exceeding a number of processors. This is
shown in Fig. 16. Therefore, for the parareal method to be efficient,
one should not use a too large a number of processors.

5. Conclusions

In this study, we investigated whether the Parareal method can be
used to reduce the computation time of a wave-structure interaction
solver based on the weak-scatterer approach. We showed that after a
sufficient number of iterations, the algorithm converges towards the
solutions obtained by sequential simulation. For sufficiently low wave
14
steepness, the method converges quickly enough to allow a significant
reduction of the computational times. However, that benefit reduces
with increasing wave steepness. We have also shown that there is an
optimal number of processors which maximizes speed-up. This is due to
the trade-off between the number of simulations which can be carried
out in parallel and the cost of interpolation between the meshes used
by the different propagators.

To improve the performance of the method, further work should
focus on improving the speed of convergence for greater steepness.
Moreover, the convergence criterion relates to the maximum value of
the errors computed at the end of the simulations carried out by the
different processors on each sub-interval. It can be seen that this error
is greater the longer the simulation time associated with the processor
is (Fig. 17). One strategy for increasing convergence speed is to use the
Parareal algorithm over a shorter simulation time. Once the method
has converged, the remaining time interval can then be treated in the
same way (Fig. 18). Preliminary tests have shown encouraging results
in this direction.
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Fig. 17. Error associated with each processor for iteration 𝑛 = 3 (𝐴 = 0.025m, 𝜀 = 0.03, 𝑇 = 1 s, 𝑁𝑝 = 20, 𝛥𝑡 = 0.01 s).
Fig. 18. Parareal slicing.
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