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Abstract

We consider time-harmonic electromagnetic problems with material coefficients represented
by elliptic fields, covering a wide range of complex and anisotropic material media. The
properties of elliptic fields are analyzed, with particular emphasis on scalar fields and normal
tensor fields. Time-harmonic electromagnetic problems with general elliptic material fields
are then studied. Well-posedness results for classical variational formulations with different
boundary conditions are reviewed, and hypotheses for the coercivity of the corresponding
sesquilinear forms are investigated. Finally, the proposed framework is applied to examples of
media used in the literature: isotropic lossy media, geometric media, and gyrotropic media.

1 Introduction

The mathematical modeling of electromagnetic wave propagation in complex and anisotropic me-
dia is a very active research topic, e.g. for the design of metamaterials. In this article, we consider
electromagnetic models defined with linear boundary value problems in the time-harmonic regime,
which are often considered in practice. Knowledge of the mathematical properties of these prob-
lems is of paramount importance for the selection and development of accurate, reliable and effi-
cient numerical solution methods, e.g. based on finite element methods and domain decomposition
methods.

The mathematical analysis of time-harmonic electromagnetic problems has been carried out for
isotropic media and certain classes of anisotropic media. Variational formulations with symmetric
positive definite material tensor fields have been studied for example in [2, 14, 16, 17]. Non-
Hermitian material tensors have been considered in [1] for complex symmetric tensors, and in [3]
for anisotropic media coming from plasma theory. Well-posedness and regularity results have been
recently obtained in [10–12] for problems with material tensor fields verifying a general ellipticity
condition.

In this article, we investigate the properties of elliptic fields as defined in [10–12], and we
review and systematically analyze time-harmonic electromagnetic problems with elliptic material
coefficients. We particularly focus on settings with elliptic scalar fields (e.g. for isotropic lossy
media) and elliptic normal and Hermitian tensor fields (e.g. for geometric and gyrotropic media).

This article is structured as follows. In Section 2, the mathematical model is described. The el-
liptic material fields are defined and studied in Section 3. In Section 4, the variational formulations
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of time-harmonic electromagnetic problems with Dirichlet, Neumann and Robin boundary condi-
tions are defined with the appropriate functional spaces, well-posedness properties are reviewed,
and the coercivity of the sesquilinear forms is studied. Finally, in Section 5, the framework is
applied to examples of media used in the literature: isotropic lossy media, geometric media, and
gyrotropic media.

2 Mathematical model

We consider time-harmonic electromagnetic problems posed in a domain Ω ⊂ R3, which is assumed
to be an open, connected, bounded region with a Lipschitz-continuous boundary Γ := ∂Ω. The
problems are written with the time-harmonic Maxwell equations,

−ıωµh+ curl e = 0, (2.1)
−ıωεe− curl h = −j, (2.2)

where e and h are the electric and magnetic fields, ε and µ are the electric permittivity tensor
and the magnetic permeability tensor, j is the current density, and ω is the angular frequency.
We assume that ω is a strictly positive real constant, and we take the convention that the time-
dependence of the fields is e−ıωt, where t is the time. Boundary conditions are prescribed on the
boundary Γ. Standard boundary conditions are

e× n = ge,

h× n = gh,

n× (h× n) +αimp(e× n) = gimp, (2.3)

where n is the unit outward normal, αimp is an impedance tensor and ge, gh and gimp are surface
data. The Silver-Müller boundary condition is a particular case of the third boundary condition.
If the material tensors are real isotropic with ε = εI 3 and µ = µI 3, the Silver-Müller boundary
condition corresponds to the surface tensor αimp =

√
ε/µI 2, where I 3 is the 3-by-3 identity tensor

and I 2 is the 2-by-2 identity tensor defined along the tangent plane of the boundary Γ, that is
I 2 = I 3 − n ⊗ n. In an abuse of notation, in equation (2.3), we assume that αimp acts only on
the tangent components of e× n.

The e-formulations of these problems are obtained by removing h from equation (2.2) and
from the boundary conditions thanks to equation (2.1), which leads to the equation

curl(µ−1 curl e)− ω2εe = f (2.4)

and the boundary conditions

e× n = gD, (2.5)
(µ−1 curl e)× n = gN, (2.6)

n× ((µ−1 curl e)× n) +α(e× n) = gR,

which correspond, respectively, to Dirichlet, Neumann and Robin boundary conditions. Let us
note that f = ıωj, gD = ge, gN = ıωgh and gR = ıωgimp and α = ıωαimp.

In this article, we consider that µ(x) and ε(x) are general complex 3-by-3 tensor fields, and
that α(x) is a general complex 2-by-2 tensor field. We assume that these tensor fields verify the
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ellipticity condition defined in the next section.

3 Elliptic material fields

In this section, we define and study a general family of scalar and tensor material fields. The
set D is a bounded subset of R3, ξ(x) is a complex d-by-d tensor field defined on D (for d = 1,
2 or 3), and L∞(D) := {ξ Lebesgue-measurable such that ∥ξ∥L∞(D) < +∞} with ∥ξ∥L∞(D) :=

esssupx∈D supz∈Cd\{0} |ξz|/|z|. In the scalar case, i.e. for d = 1, we use the notations ξ(x), L∞(D)

and ∥ξ∥L∞(D).

3.1 Definition of elliptic fields and ellipticity directions

We consider a general family of tensor fields satisfying the following ellipticity condition.

Definition 3.1 (Elliptic tensor field). The d-by-d tensor field ξ ∈ L∞(D) is said to be elliptic
if

∃(θξ, ξ−) ∈ R× R>0, a.e. in D, ∀z ∈ Cd, ℜ{eıθξ (ξz) · z} ≥ ξ−|z|2. (3.1)

In addition, we use the notation ξ+ := ∥ξ∥L∞(D).

The ellipticity condition (3.1) means that there exists at least one direction of the complex plane,
called an ellipticity direction, along which the tensor is coercive a.e.

Definition 3.2 (Ellipticity direction). An ellipticity direction of ξ is an angle θξ for which
there exists ξ− ∈ R>0 such that the pair (θξ, ξ−) fulfills the ellipticity condition (3.1).

If θξ is an ellipticity direction, then θξ+2mπ is also an ellipticity direction for every integer m. In
practice, the sets of ellipticity directions can be written in a certain range to simplify comparisons,
although they must be understood up to a multiple of 2π. In this work, we take the convention
to write them in the range [−π, π].

Definition 3.3 (Θ-set). The Θ-set of ξ, denoted by Θξ, is the set of all the ellipticity
directions of ξ belonging to the range [−π, π].

For a given ellipticity direction θ ∈ Θξ, there exists a range of values ]0, ξsup− [, such that, for all
ξ− ∈ ]0, ξsup− [, the pair (θ, ξ−) fulfills the ellipticity condition (3.1). In this sense, we say that ξsup− ,
and then ξ−, depends on θξ.

The following definition is introduced for configurations where two elliptic tensors share at least
one ellipticity direction.

Definition 3.4 (Simultaneous ellipticity). Two elliptic tensors ξ1 and ξ2 are said to be
simultaneously elliptic if Θξ1

∩Θξ2
̸= ∅.

3.2 Properties of elliptic scalar fields

For scalar fields, the ellipticity condition can be simplified, and Definition 3.1 can be rewritten as
follows.
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Definition 3.5 (Elliptic scalar field). The scalar field ξ(x) = |ξ(x)| eıφξ(x) ∈ L∞(D) with
φξ(x) ∈ R is said to be elliptic if

∃(θξ, ξ−) ∈ R× R>0, a.e. in D, |ξ(x)| cos(θξ + φξ(x)) ≥ ξ−. (3.2)

In addition, we use the notation ξ+ := ∥ξ∥L∞(D).

The next proposition shows that a scalar field is elliptic if and only if all its values, a.e. in D,
belong to a fixed closed half-place of C that does not contain zero.

Proposition 3.6. Let a scalar field ξ(x) = |ξ(x)| eıφξ(x) ∈ L∞(D) with φξ(x) ∈ R. The field
ξ is elliptic if and only if ξinf := infx∈D |ξ(x)| > 0 and there exist θξ ∈ R and ηξ ∈ ]0, π/2]

such that, a.e. in D,

θξ + φξ(x) ∈
⋃
n∈Z

[
2nπ − (π/2− ηξ) , 2nπ + (π/2− ηξ)

]
. (3.3)

In addition, when ξ is elliptic, ηξ can be chosen arbitrarily close to 0.

Proof. By using Definition 3.5, the reverse implication of the proposition is straightforward. For
the direct implication, we have ξ+ < +∞ because ξ(x) ∈ L∞(D). Then, Equation (3.2) gives, a.e.,
cos(θξ + φξ(x)) ≥ ξ−/ξ+ > 0. Therefore, Equation (3.3) holds with ηξ = π/2 − arccos(ξ−/ξ+) =

arcsin(ξ−/ξ+) ∈ ]0, π/2].

When ξ is elliptic, let (θξ, ξ−) be an admissible pair in Equation (3.2). We can then choose
ηξ = arcsin(ξ−/ξ+). Nevertheless, (θξ, ξ−/2

k) is also an admissible pair for every k ∈ N, and
we can also choose ηξ = η

(k)
ξ := arcsin(ξ−/ξ+/2

k). Because limk→∞ η
(k)
ξ = 0, ηξ can then be

arbitrarily close to 0.

The ellipticity directions and the Θ-set can be explicitly identified in certain cases.

Proposition 3.7. Let a scalar field ξ(x) = |ξ(x)|eıφξ(x) ∈ L∞(D) with φξ(x) ∈ [φ−, φ+] ⊂ R
a.e. in D. If infx∈D |ξ(x)| > 0 and φ+ − φ− < π, then the field ξ is elliptic and every angle

θξ ∈
⋃
n∈Z

]
2nπ − π/2− φ− , 2nπ + π/2− φ+

[
(3.4)

is an ellipticity direction.

Proof. By Proposition 3.6, the field ξ is elliptic if and only if there exist θξ ∈ R and ηξ ∈ ]0, π/2]

such that, for almost every x ∈ D, there exists m ∈ Z such that

2mπ − (π/2− ηξ) ≤ θξ + φξ(x) ≤ 2mπ + (π/2− ηξ). (3.5)

This condition is necessarily satisfied if θξ satisfies

2mπ − (π/2− ηξ)− φ− ≤ θξ ≤ 2mπ + (π/2− ηξ)− φ+.

Because ηξ can be arbitrarily close to 0 (by Proposition 3.6), this relation holds for every angle

θξ ∈
]
2mπ − π/2− φ− , 2mπ + π/2− φ+

[
. (3.6)
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This range is not empty because φ+ − φ− < π. If θξ = θ0 satisfies (3.5) for a given m = n0, then
every θξ = θ0 + 2nπ with n ∈ Z also satisfies (3.5) for m = n0 + n. Therefore, the condition is
satisfied for every angle in the range (3.6) up to a multiple of 2π. This holds a.e. in D.

Proposition 3.8. If, in addition to the hypotheses of Prop. 3.7, we have φ− = minx∈D φξ(x)

and φ+ = maxx∈D φξ(x), then there is no ellipticity direction outside the range (3.4).

Proof. Because the ellipticity directions are defined up to a multiple of 2π, it is sufficient to prove
that there is no ellipticity direction in the range [π/2− φ+, 3π/2− φ−].

We proceed by contradiction. We assume that θξ is an ellipticity direction that satisfies

π/2− φ+ ≤ θξ and θξ ≤ 3π/2− φ−. (3.7)

Returning to the proof of Proposition 3.7, the angle θξ must satisfy the condition (3.5) in particular
for every x ∈ D such that φξ(x) = φ− or φξ(x) = φ+.

If φξ(x) = φ−, this condition is satisfied if and only if there exists m− ∈ Z such that

2m−π − (π/2− η−)− φ− ≤ θξ and θξ ≤ 2m−π + (π/2− η−)− φ−, (3.8)

for some η− ∈ ]0, π/2] that can be arbitrarily close to 0. Combining these inequalities with the
second and first inequalities of (3.7), respectively, yields

η− ≤ 2(1−m−)π and η− ≤ 2m−π + (φ+ − φ−).

These conditions are satisfied only if m− = 0 and φ− < φ+. Then, (3.8) gives

θξ ∈
[
− π/2− φ− + η− , π/2− φ− − η−

]
. (3.9)

We proceed similarly for the case φξ(x) = φ+. Then, the condition (3.5) is satisfied if and
only if there exists m+ ∈ Z such that

2m+π − (π/2− η+)− φ+ ≤ θξ and θξ ≤ 2m+π + (π/2− η+)− φ+, (3.10)

for some η+ ∈ ]0, π/2] that can be arbitrarily close to 0. Again, combining these inequalities with
the second and first inequalities of (3.7), respectively, gives

η+ ≤ 2(1−m+)π + (φ+ − φ−) and η+ ≤ 2m+π.

These conditions are satisfied only if m+ = 1 and φ− < φ+. Then, (3.10) gives

θξ ∈
[
3π/2− φ+ + η+ , 5π/2− φ+ − η+

]
. (3.11)

Every angle θξ verifying the conditions (3.7) must belong to the ranges (3.9) and (3.11) to
be an ellipticity direction. However, the intersection of both ranges is empty. Indeed, we have
π/2−φ− − η− < 3π/2−φ+ + η+, which is equivalent to φ+ −φ− < π+ η− + η+, which is always
true because φ+ − φ− < π by hypothesis and η− + η+ is strictly positive. Therefore, there is no
ellipticity direction in the range [π/2− φ+, 3π/2− φ−].
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(a) φξ = 0

Re

Im

Θε

φε=0

(b) φξ = π

Re

Im

Θε

φε

(c) φξ = π/2

Re

Im

Θε

φε

(d) φξ ∈ [0, π/2]

Re

Im

Θε

φε(x)

Figure 1: Representation of the set of all the ellipticity directions Θξ (in red) for a scalar field
ξ(x) = |ξ(x)| eıφξ(x) (in blue) with infx∈D |ξ(x)| > 0 and supx∈D |ξ(x)| < +∞ in several configu-
rations. On figure 1d, we assume that minx∈D φε(x) = 0 and maxx∈D φε(x) = π/2.

Corollary 3.9. In addition to the hypotheses of Proposition 3.7,

• if φ− ∈ ]− 3π/2, π/2] and φ+ ∈ [−π/2, 3π/2[, then

Θξ ⊇ ]− π/2− φ−, π/2− φ+[,

• if φ− ∈ ]− 3π/2,−π/2[ and φ+ ∈ ]− 3π/2,−π/2[, then

Θξ ⊇ [−π,−3π/2− φ+[ ∪ ]− π/2− φ−, π],

• if φ− ∈ ]π/2, 3π/2[ and φ+ ∈ ]π/2, 3π/2[, then

Θξ ⊇ [−π, π/2− φ+[ ∪ ]3π/2− φ−, π].

The equalities hold if φ− = minx∈D φξ(x) and φ+ = maxx∈D φξ(x).

Proof. Direct by using Propositions 3.7 and 3.8.

Several configurations are illustrated in Figure 1. If ξ(x) is purely real, it is elliptic if and
only if it is either positive a.e. (then Θξ = ]− π/2, π/2[, see Figure 1a) or negative a.e. (then
Θξ = [−π,−π/2[ ∪ ]π/2, π], see Figure 1b). Similarly, if ξ(x) is purely imaginary, it is elliptic if
and only if the imaginary part is either positive a.e. (then Θξ = ]− π, 0[, see Figure 1c) or negative
a.e. (then Θξ = ]0, π[). For a general field ξ(x) = |ξ(x)| eıφξ(x) with φξ(x) ∈ [0, π/2] (Figure 1d),
we have Θξ ⊇ ]− π/2, 0[. In addition, if minx∈D |φξ(x)| = 0 and maxx∈D |φξ(x)| = π/2, then
there is no ellipticity direction outside ]− π/2, 0[, and the equality holds.

3.3 Properties of elliptic tensor fields

3.3.1 Normal and Hermitian tensor fields

For normal tensor fields, the general ellipticity condition (3.1) can be rewritten by using the
eigenvalues of the tensor fields at every point.

Let ξ ∈ L∞(D) be a normal d-by-d tensor field, and let x ∈ D be such that ξ(x) is well-defined.
Because ξ(x) is normal, it is diagonalizable and there exists an orthonormal basis of Cd composed
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of eigenvectors of ξ(x). Below, the eigenvalues and associated orthonormal eigenvectors of ξ at
x ∈ D are denoted by {λi(x)}i=1...d ∈ C and {vi(x)}i=1...d ∈ Cd, respectively. Each eigenvalue
is represented as λi(x) = |λi(x)|eıβi(x) with βi(x) ∈ R. If, in addition, ξ(x) is Hermitian, all the
eigenvalues are real.

In the normal case, for every point x ∈ D and every vector z ∈ Cd, we have that (ξ(x)z) ·
z =

∑
i λi(x)|zi|2 with z =

∑
i zivi(x) and zi := z · vi(x) for i = 1 . . . d. Using this property,

Definition 3.1 applied to normal tensor fields can be rewritten as follows.

Definition 3.10 (Normal elliptic tensor field). The normal d-by-d tensor field ξ ∈ L∞(D)

is said to be elliptic if

∃(θξ, ξ−) ∈ R× R>0, a.e. in D, |λi(x)| cos(θξ + βi(x)) ≥ ξ−, for i = 1 . . . d,

where {λi(x)}i=1...d are the eigenvalues of ξ(x) represented as λi(x) = |λi(x)|eıβi(x) with
βi(x) ∈ R for i = 1 . . . d.

Therefore, the tensor ξ is elliptic if and only if there exists a pair (θξ, ξ−) for which all the
eigenvalues, a.e., satisfy the ellipticity condition.

Propositions 3.6, 3.7 and 3.8 can be straightforwardly extended to normal tensor fields. The
main difference is that all the eigenvalues of ξ(x), a.e., must satisfy the hypotheses fulfilled by the
elliptic scalar fields.

Proposition 3.11 (Normal elliptic tensor field). Let ξ ∈ L∞(D) be a normal d-by-d tensor
field. For all x ∈ D, let {λi(x)}i=1...d ∈ C be the eigenvalues of ξ(x) represented as λi(x) =

|λi(x)|eıβi(x) with βi(x) ∈ R for i = 1 . . . d.
(a) The tensor field ξ is elliptic if and only if infx∈D |ξ(x)| > 0 and there exist θξ ∈ R and

ηξ ∈ ]0, π/2] such that, a.e. in D,

θξ + βi(x) ∈
⋃
n∈Z

[
2nπ − (π/2− ηξ) , 2nπ + (π/2− ηξ)

]
, for i = 1 . . . d.

In addition, when ξ is elliptic, ηξ can be chosen arbitrarily close to 0.

(b) If infx∈D |ξ(x)| > 0 and {βi(x)}i=1...d ∈ [β−, β+] ⊂ R a.e. in D with β+−β− < π, then
ξ is elliptic and every angle

θξ ∈
⋃
n∈Z

]
2nπ − π/2− β− , 2nπ + π/2− β+

[
(3.12)

is an ellipticity direction.

(c) If, in addition to the hypotheses of (b), there exist i−, i+ = 1 . . . d and x−,x+ ∈ D such
that βi−(x−) = β− and βi+(x+) = β+, then there is no ellipticity direction outside the
range (3.12).

Proof. The proofs of (a), (b) and (c) are similar to the proofs of Propositions 3.6, 3.7 and 3.8,
respectively.

In the Hermitian case, all the eigenvalues are real. As a consequence, a Hermitian tensor field
is elliptic if and only if all its eigenvalues are bounded and either uniformly positive or uniformly
negative a.e.
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Proposition 3.12 (Hermitian elliptic tensor field). Let ξ ∈ L∞(D) be a Hermitian d-by-d
tensor field. The tensor field ξ is elliptic if and only if all the eigenvalues of ξ, denoted
{λi}i=1...d, are strictly positive or strictly negative, and there exist ξ+, ξ− ∈ R>0 such that,
a.e., |λi(x)| ∈ [ξ−, ξ+] for i = 1 . . . d. Moreover, Θξ = ]− π/2, π/2[ if the eigenvalues are
positive, and Θξ = [−π,−π/2[ ∪ ]π/2, π] if they are negative.

Proof. Direct.

3.3.2 General tensor fields

For general complex tensor fields, we have the following results.

Proposition 3.13 (Inverse of an elliptic tensor field). If the tensor field ζ ∈ L∞(D) is elliptic,
then there exists an inverse tensor field ρ := ζ−1 that belongs to L∞(D) with ρ+ ∈ [ζ−1

+ , ζ−1
− ].

Moreover, for any θζ ∈ Θζ, this tensor field satisfies the ellipticity condition with θρ = −θζ
and ρ− = ζ−ζ

−2
+ . In addition, Θρ = −Θζ.

Proof. Let x ∈ D be such that ζ(x) is well-defined. Because of the ellipticity condition (i.e. Equa-
tion (3.1) for ξ = ζ), we have ζ(x)z = 0 if and only if z = 0. Therefore, ζ(x) is injective, and
there exists an inverse tensor ρ(x) such that ζρ is the identity tensor.

Let y ∈ Cd and z = ρy. Because ζ ∈ L∞(D), we have |ζz| ≤ ζ+|z|, and also ζ−1
+ |y| ≤ |ρy|

a.e. in D. Because ζ is elliptic, we have ζ−|z|2 ≤ ℜ{eıθζ (ζz) · z} ≤ |(ζz) · z| ≤ |z∥ζz|, then
ζ−|z| ≤ |ζz|, and also |ρy| ≤ ζ−1

− |y| a.e. in D. Therefore, ζ−1
+ ≤ ∥ρ∥L∞(D) ≤ ζ−1

− and ρ ∈ L∞(D).

By using again the ellipticity condition, together with ℜ{eiθζ (ζz) · z} = ℜ{eiθζ y · (ρy)} =

ℜ{e−iθζ (ρy) · y} and ζ−|z|2 = ζ−|ρy|2 ≥ ζ−ζ
−2
+ |y|2, we obtain that

∃(θζ , ζ−) ∈ R× R>0, a.e. in D, ∀y ∈ Cd, ℜ{e−iθζ (ρy) · y} ≥ ζ−ζ
−2
+ |y|2.

Therefore, ρ is elliptic with (θρ, ρ−) = (−θζ , ζ−ζ
−2
+ ), and Θρ ⊃ −Θζ . Because ζ = ρ−1, we also

have Θζ ⊃ −Θρ, and then Θρ = −Θζ .

Proposition 3.14 (Scaling of an elliptic tensor field). If the tensor field ζ ∈ L∞(D) is
elliptic, then the tensor field ρ := αζ with α = |α|eıβ ∈ C\{0} belongs to L∞(D) with
ρ+ = |α|ζ+. Moreover, for any θζ ∈ Θζ, this tensor field satisfies the ellipticity condition
with θρ = θζ − β and ρ− = |α|ζ−.

Proof. Direct.

Proposition 3.15 (Eigenvalues of an elliptic tensor field). If the tensor field ζ ∈ L∞(D) is
elliptic, then all the eigenvalues of ζ(x) a.e. in D belong to a fixed closed half-plane of C that
does not contain zero.

Proof. Let (θζ , ζ−) ∈ R × R>0 be a pair such that the ellipticity condition is satisfied for ζ.
Let λ ∈ C be an eigenvalue of ζ(x) for a given point x ∈ D. Then, there exists an eigenvector
v ∈ Cd\{0} such that ζ(x)v = λv. Because ζ ∈ L∞(D), we have ζ+|v| ≥ |ζ(x)v|, that is ζ+ ≥ |λ|.
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By using the ellipticity condition, we have ℜ{eıθζ (ζ(x)v) · v} ≥ ζ−|v|2, and then ℜ{eıθζ λ} ≥ ζ−.
In particular, |λ| ≥ ζ− > 0. Denoting λ = |λ|eıβ , we have cos(θζ + β) ≥ ζ−/ζ+ > 0. Therefore,

θζ + β ∈
⋃
n∈Z

[
2nπ − (π/2− ηζ) , 2nπ + (π/2− ηζ)

]
with ηζ = π/2− arccos(ζ−/ζ+) ∈ ]0, π/2]. Since the set is the same for all the eigenvalues of ζ(x)
a.e. in D, the result holds.

Proposition 3.16. If the tensor field ζ ∈ L∞(D) is elliptic, then

∀v ∈ L2(D), ∀θζ ∈ Θζ , ζ−∥v∥2L2(D) ≤ ℜ
{
eıθζ (ζv,v)D

}
≤

∣∣(ζv,v)D∣∣ ≤ ζ+∥v∥2L2(D).

Proof. Direct.

4 Time-harmonic electromagnetic problems

In this section, we consider the e-formulation of general time-harmonic electromagnetic problems
written with equation (2.4) in a domain Ω, and completed with a boundary condition on Γ := ∂Ω.
We consider problems with only one type of boundary condition, which is a Dirichlet condition
(2.5), a Neumann condition (2.6) or a Robin condition (2.6). The problems are called Dirichlet,
Neumann and Robin problems, respectively.

After a presentation of the geometric and functional framework, we define the variational
formulations, and we review general well-posedness results based on [10–12]. Then, we study
conditions such that the sesquilinear forms of the variational formulations are coercive.

4.1 Geometric and functional framework

We make the following geometric hypotheses.

Hypothesis 4.1 (Geometry I). The domain Ω is an open, connected and bounded subset of R3

with a Lipschitz-continuous boundary Γ.

Hypothesis 4.2 (Geometry II). The boundary Γ is of class C2 or is polyhedral without pathological
vertex (for a definition, see [6]).

The tangential trace operator and tangential components trace operator are denoted γT : v →
(v×n)|Γ and πT : v → n× (v×n)|Γ. Depending on the considered problem, the solution belongs
to one of the following spaces

H(curl,Ω) := {v ∈ L2(Ω), curl v ∈ L2(Ω)},
H0(curl,Ω) := {v ∈ H(curl,Ω), γTv = 0},
H+(curl,Ω) := {v ∈ H(curl,Ω), γTv ∈ L2

t (Γ)},

where L2
t (Γ) := {v ∈ L2(Γ), v · n = 0 a.e. on Γ}. Endowed with the norm

∥v∥H(curl,Ω) :=
√

∥v∥2L2(Ω) + ∥curl v∥2L2(Ω),

9



the spaces H(curl,Ω) and H0(curl,Ω) are Hilbert spaces. Endowed with the norm

∥v∥H+(curl,Ω) :=
√
∥v∥2L2(Ω) + ∥curl v∥2L2(Ω) + ∥γTv∥2L2(Γ),

the space H+(curl,Ω) is a Hilbert space. We introduce the surface operators

∇Γ(v|Γ) := πT (∇v),

curlΓ(v|Γ) := γT (∇v),

divΓ(γ
Tv) := dual operator of −∇Γ,

curlΓ(π
Tv) := dual operator of curlΓ,

and the surface spaces

H
1/2
∥ (Γ) := πT (H1(Ω)),

H
1/2
⊥ (Γ) := γT (H1(Ω)),

H
−1/2
∥ (divΓ,Γ) := {v ∈

[
H

1/2
∥ (Γ)

]′
, divΓ v ∈ H−1/2(Γ)},

H
−1/2
⊥ (curlΓ,Γ) := {v ∈

[
H

1/2
⊥ (Γ)

]′
, curlΓ v ∈ H−1/2(Γ)}.

For a Lipschitz boundary Γ, the trace operators γT and πT are continuous and surjective from
H(curl,Ω) to the surface spaces H

−1/2
∥ (divΓ,Γ) and H

−1/2
⊥ (curlΓ,Γ), respectively, see [7]. In

addition, these surface spaces are dual spaces, and we have the classical integration by parts
relation

(u, curl v)Ω − (curl u,v)Ω = ⟨γTu, πTv⟩Γ, ∀u,v ∈ H(curl,Ω),

where (a,b)Ω =
∫
Ω
a · b dx, and ⟨·, ·⟩Γ denotes the duality product between H

−1/2
∥ (divΓ,Γ) and

H
−1/2
⊥ (curlΓ,Γ).

4.2 Variational formulations

We make the following material hypotheses.

Hypothesis 4.3 (Medium I). The electric permittivity ε and the magnetic permeability µ are
elliptic complex 3-by-3 tensor fields belonging to L∞(Ω).

Hypothesis 4.4 (Medium II). The impedance α is an elliptic complex 2-by-2 tensor field belong-
ing to L∞

t (Γ). It verifies additional regularity hypotheses given in [11, Section 4].

The variational formulations of the Dirichlet, Neumann and Robin problems are written as
follows. Under Hypotheses 4.1, 4.2, 4.3 and 4.4 (for the Robin case), these variational formulations
are equivalent to the corresponding differential formulations. See [11, Theorem 5.1] for the Robin
case.
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Problem 4.5 (Dirichlet problem). Find e = e0 + elift with e0 ∈ H0(curl,Ω) such that

aD(e0,v) = ℓD(v), ∀v ∈ H0(curl,Ω),

where the sesquilinear form aD and the antilinear form ℓD are defined as

aD(u,v) := (µ−1 curl u, curl v)Ω − ω2(εu,v)Ω, (4.1)
ℓD(v) := (f + ω2εelift,v)Ω − (µ−1 curl elift, curl v)Ω,

where elift ∈ H(curl,Ω) is a lift function such that elift × n = gD, for given data f ∈ L2(Ω)

and gD ∈ H
−1/2
∥ (divΓ,Γ).

Problem 4.6 (Neumann problem). Find e ∈ H(curl,Ω) such that

aN(e,v) = ℓN(v), ∀v ∈ H(curl,Ω),

where the sesquilinear form aN and the antilinear form ℓN are defined as

aN(u,v) := (µ−1 curl u, curl v)Ω − ω2(εu,v)Ω, (4.2)
ℓN(v) := (f ,v)Ω + ⟨gN, π

Tv⟩Γ,

for given data f ∈ L2(Ω) and gN ∈ H
−1/2
⊥ (curlΓ,Γ).

Problem 4.7 (Robin problem). Find e ∈ H+(curl,Ω) such that

aR(e,v) = ℓR(v), ∀v ∈ H+(curl,Ω),

where the sesquilinear form aR and the antilinear form ℓR are defined as

aR(u,v) := (µ−1 curl u, curl v)Ω − ω2(εu,v)Ω − ⟨αγTu, γTv⟩Γ, (4.3)
ℓR(v) := (f ,v)Ω − ⟨gR, γ

Tv⟩Γ,

for given data f ∈ L2(Ω) and gR ∈ H
−1/2
∥ (divΓ,Γ) ∩H

−1/2
⊥ (curlΓ,Γ).

Let us note that the Robin boundary condition regularizes the solution at the boundary, see
e.g. [11]. This ensures that γT e ∈ L2

t (Γ) and πT (µ−1 curl e) ∈ L2
t (Γ), which justifies the choice

of the solution space H+(curl,Ω).

4.3 Well-posedness of the problems

Time-harmonic electromagnetic problems can exhibit resonance phenomena, which mathemati-
cally correspond to non-unique solutions, while we generally seek a unique solution. Therefore,
two definitions of the well-posedness are generally used. To simplify the presentation, we introduce
the following abstract problem:

| Find u ∈ V such that a(u,v) = ℓ(v) for all v ∈ V, (4.4)
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with a Hilbert space (V, ∥ · ∥V), a continuous sesquilinear form a : V ×V → C and a continuous
antilinear form ℓ : V → C.

Definition 4.8 (Well-posedness in the Hadamard sense). The problem (4.4) is well-posed in
the Hadamard sense if it admits a unique solution u ∈ V which depends continuously on the
data, i.e. there exists C ∈ R>0 such that ∥u∥V ≤ C ∥ℓ∥V′ .

Definition 4.9 (Well-posedness in the Fredholm sense). The problem (4.4) is well-posed in
the Fredholm sense if either (1) the problem admits a unique solution u ∈ V which depends
continuously on the data, or (2) the problem has solutions if and only if the data satisfy a finite
number of compatibility conditions. In the second case, the solutions form an affine space of
finite dimension, and the component of the solution that is V-orthogonal to the corresponding
linear space depends continuously on the data.

The Dirichlet and Neumann problems (i.e. Problems 4.5 and 4.6) are well-posed in the Fredholm
sense under the hypotheses 4.1, 4.2 and 4.3, see [12, Theorem 5.3] and [12, Theorem 4.2]. For
the Robin problem (i.e. Problem 4.7), the well-posedness is proven in [11, Theorem 5.3] under the
additional hypothesis 4.3 and the following additional hypothesis.

Hypothesis 4.10 (Medium III). The tensor fields −µ−1 and α are simultaneously elliptic.

If a problem is well-posed in the Fredholm sense, the uniqueness of the solution implies the
well-posedness in the Hadamard sense. The uniqueness of the solution can be proven for the Robin
problem if the tensor fields ε and µ are real symmetric positive definite. It is a consequence of a
unique continuation principle [23]. Unfortunately, to the best of our knowledge, no similar result
is available for more general tensor fields.

On the other hand, by the Lax-Milgram lemma, the problem (4.4) is well-posed in the Hadamard
sense if the sesquilinear form a is coercive. In addition, the continuous dependency on the data
holds with the constant C = C−1

coe, where Ccoe is the coercivity constant defined below.

Definition 4.11 (Coercivity). A sesquilinear form a : V ×V → C is coercive if there exist
Ccoe ∈ R>0 and θcoe ∈ R such that

ℜ{−eıθcoea(u,u)} ≥ Ccoe∥u∥2V, ∀u ∈ V.

The coercivity of the sesquilinear forms of the considered problems is investigated in the next
section.

4.4 Coercivity of the sesquilinear forms

Under an additional hypothesis on the material fields ε and −µ−1, we can prove that the sesquilin-
ear forms of the Dirichlet, Neumann and Robin problems are coercive.

Hypothesis 4.12 (Medium IV). The tensor fields ε and −µ−1 are simultaneously elliptic.

Proposition 4.13 (Coercivity; Dirichlet and Neumann cases). Assume that Hypotheses 4.3
and 4.12 hold. Let Θ be the intersection of the Θ-sets of ε and −µ−1. Then, the sesquilinear
forms (4.1) and (4.2) are coercive for all θcoe ∈ Θ with the coercivity constant Ccoe =

min(µ−µ
−2
+ , ω2ε−), which depends on θcoe.
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Proof. Let a given θ ∈ Θ. Because ε and −µ−1 are elliptic for the ellipticity direction θ, there
exist strictly positive real constants ε− and µ− such that, a.e., for all zε ∈ C3 and zµ ∈ C3,

ℜ{eıθ(εzε) · zε} ≥ ε−|zε|2 and −ℜ{eıθ(µ−1zµ) · zµ} ≥ µ−µ
−2
+ |zµ|2

with µ+ := ∥µ∥L∞(Ω). Then, for all u ∈ H(curl,Ω), we have

ℜ
{
eıθω2(εu,u)Ω

}
≥ ω2ε− ∥u∥2L2(Ω) ,

−ℜ
{
eıθ(µ−1 curl u, curl u)Ω

}
≥ µ−µ

−2
+ ∥curl u∥2L2(Ω) ,

and then

ℜ
{
− eıθa(u,u)

}
≥ µ−µ

−2
+ ∥curl u∥2L2(Ω) + ω2ε− ∥u∥2L2(Ω)

≥ min(µ−µ
−2
+ , ω2ε−) ∥u∥2H(curl,Ω) .

Therefore, the coercivity condition holds for every θcoe = θ ∈ Θ.

The following general result is adapted from [11].

Proposition 4.14 (Coercivity; Robin case). Assume that Hypotheses 4.3, 4.4, 4.10 and 4.12
hold. Let Θ be the intersection of the Θ-sets of ε, −µ−1 and α. Then, the sesquilinear form
(4.3) are coercive for all θcoe ∈ Θ with the coercivity constant Ccoe = min(µ−µ

−2
+ , ω2ε−, α−),

which depends on θcoe.

Proof. Let a given θ ∈ Θ. Because ε, −µ−1 and α are elliptic for the ellipticity direction θ, there
exist strictly positive real constants ε−, µ− and α− such that, a.e., for all zε ∈ C3, zµ ∈ C3 and
zα ∈ C2,

ℜ{eıθ(εzε) · zε} ≥ ε−|zε|2,
−ℜ{eıθ(µ−1zµ) · zµ} ≥ µ−µ

−2
+ |zµ|2,

ℜ{eıθ(αzα) · zα} ≥ α−|zα|2,

with µ+ := ∥µ∥L∞(Ω). Then, for all u ∈ H+(curl,Ω), we have

ℜ
{
eıθω2(εu,u)Ω

}
≥ ω2ε− ∥u∥2L2(Ω) ,

−ℜ
{
eıθ(µ−1 curl u, curl u)Ω

}
≥ µ−µ

−2
+ ∥curl u∥2L2(Ω) ,

ℜ
{
eıθ(αγTu, γTu)Γ

}
≥ α− ∥u∥2L2

t (Γ)
,

and then

ℜ
{
− eıθa(u,u)

}
≥ µ−µ

−2
+ ∥curl u∥2L2(Ω) + ω2ε− ∥u∥2L2(Ω) + α− ∥u∥2L2

t (Γ)

≥ min(µ−µ
−2
+ , ω2ε−, α−) ∥u∥2H+(curl,Ω) .

Therefore, the coercivity condition holds for every θcoe = θ ∈ Θ.
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5 Examples of problems with elliptic material coefficients

In this section, we discuss time-harmonic electromagnetic problems with material media used in
the literature. We consider isotropic lossy media, geometric media (e.g. media used in perfectly
matched layers), and gyrotropic media (e.g. media used in cold plasma models).

5.1 Isotropic lossy media

In isotropic lossy media, the electric permittivity and magnetic permeability tensor fields can
be written as ε = εcI 3 and µ = µI 3, respectively, with the complex dielectric field εc(x) :=

ε(x)+ ıσ(x)/ω ∈ C, where the coefficients ε(x), µ(x) and σ(x) are strictly positive real fields. For
the Robin problem, we consider an isotropic impedance α = αI 2 with a complex impedance field
α(x) ∈ C. We assume that all the scalar fields are bounded.

We can prove that the sesquilinear form of the Dirichlet, Neumann and Robin problems are
coercive under some hypotheses. For sufficiently smooth fields u and v, the sesquilinear form of
the Dirichlet and Neumann problems can be rewritten as

a(u,v) = (µ−1 curl u, curl v)Ω − ω2(εcu,v)Ω, (5.1)

and the one of the Robin problem reads

a+(u,v) = a(u,v)− (αγTu, γTv)Γ. (5.2)

Below, the complex fields εc(x) and α(x) are written in polar form as

εc(x) = |εc(x)| eıφε(x) and α(x) = |α(x)| eıφα(x),

with φε(x) ∈ ]0, π/2[ and φα(x) ∈ R.

Proposition 5.1 (Coercivity; Dirichlet and Neuman cases). If φε(x) ∈ [φε,−, φε,+] a.e. with
0 < φε,− ≤ φε,+ < π/2, then the sesquilinear form (5.1) of the Dirichlet and Neumann
problems is coercive for all coercivity direction θcoe ∈ Θcoe with Θcoe ⊇ ]−π/2− φε,−,−π/2[.
In addition, the equality holds if φε,− = minx∈D φε(x).

Proof. If εc and −µ−1 are simultaneously elliptic, i.e. the intersection of their Θ-sets is not empty,
then the sesquilinear form is coercive thanks to Proposition 4.13,

By Corollary 3.9, εc is an elliptic field and its Θ-set is Θεc ⊇ ]− π/2− φε,−, π/2− φε,+[.
Because µ is a strictly positive elliptic real field, the field −µ−1 is a strictly negative elliptic real
field and its Θ-set is Θ−µ−1 = [−π,−π/2[∪ ]π/2, π]. We directly have that the intersection of both
sets satisfies

Θεc ∩Θ−µ−1 ⊇ ]−π/2− φε,−,−π/2[ ,

and the equality holds if φε,− is the minimum value of φε(x).

The Θ-sets used in the proof are illustrated in Figure 2a.
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(a) Fields εc and −µ−1

Re

Im

εc(x)

−µ−1(x)

Θεc
Θ−µ−1

β1

β2

β2

β1
β1 = φε,−

β2 = π/2 − φε,+

(b) Field α

α(x)

Re

Im

Θα

η1

η2

η1

η2
η1 = φα,−

η2 = φα,+ − π

Figure 2: Representation of the Θ-sets (in red) on the complex plane for the fields εc(x), −µ−1(x)
and α(x) (in blue) for a non-homogeneous isotropic lossy medium. The fields have values in regions
of the complex plan that are colored blue.

Proposition 5.2 (Coercivity; Robin case). If φε(x) ∈ [φε,−, φε,+] and φα(x) ∈ [φα,−, φα,+]

a.e. with 0 < φε,− ≤ φε,+ < π/2, 0 < φα,− ≤ φα,+ < π+φε,− and φα,+−φα,− < π, then the
sesquilinear form (5.2) of the Robin problem is coercive for all coercivity direction θcoe ∈ Θcoe

with

Θcoe ⊇
]
− π/2−min(φε,−, φα,−),−π/2−max(0, φα,+ − π)

[
.

In addition, the equality holds if φε,− = minx∈D φε(x), φα,− = minx∈D φα(x) and φα,+ =

maxx∈D φα(x).

Proof. If εc, −µ−1 and α are simultaneously elliptic, i.e. the intersection of the Θ-sets of εc, −µ−1

and α is not empty, then the sesquilinear form is coercive thanks to Proposition 4.14. Following
the proof of Proposition 5.2, we already have that

Θε ∩Θ−µ−1 ⊇ ]− π/2− φε,−,−π/2[, (5.3)

where the equality holds if φε,− = minx∈D φε(x).

By Proposition 3.7, if φα,− ≤ φα,+ and φα,+ − φα,− < π, the scalar field α is elliptic, and
every angle

θα ∈
⋃
n∈Z

]
2nπ − π/2− φα,− , 2nπ + π/2− φα,+

[
is an ellipticity direction of α. For a given n, the intersection between the set (5.3) and the interval
]2nπ − π/2− φα,−, 2nπ + π/2− φα,+[ is not empty if and only if

2nπ < φα,− and φα,+ < 2nπ + π + φε,−.

In particular, since 0 < φα,− and φα,+ < π + φε,−, the intersection is not empty for n = 0.
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Therefore, under these conditions, the sesquilinear form is coercive.

Let us characterize more precisely the set of the coercivity directions. If φα,− ∈ ]0, π/2] and
φα,+ ∈ ]0, π + φε,−[, then, by Corollary 3.9,

Θα ⊇ ]− π/2− φα,−, π/2− φα,+[

and the intersection between all the Θ-sets is such that

Θε ∩Θ−µ−1 ∩Θα ⊇ ]− π/2−min(φε,−, φα,−),min(−π/2, π/2− φα,+)[.

On the other hand, if φα,− ∈ ]π/2, π + φε,−[ and φα,+ ∈ ]π/2, π + φε,−[, then, by Corollary 3.9,

Θα ⊇ [−π, π/2− φα,+[ ∪ ]3π/2− φα,−, π]

and the intersection is such that

Θε ∩Θ−µ−1 ∩Θα ⊇ ]− π/2− φε,−,min(−π/2, π/2− φα,+)[.

The equality holds if φε,− = minx∈D φε(x), and if φα,− and φα,+ are the minimal and maximal
values of φα(x), respectively. Since min(−π/2, π/2−φα,+) = −π/2−max(0, φα,+−π), the result
holds.

The Θ-sets used in the proof are illustrated in Figure 2.

Coercivity constants are easily obtained for cases with constant material properties.

Corollary 5.3 (Coercivity; Dirichlet and Neumann case). In addition to the assumptions of
Proposition 5.1, the fields εc and µ are constant, then, for all coercivity direction θcoe ∈ Θcoe,
the coercivity constant of the sesquilinear form a can be chosen equal to

Ccoe = min
(
−µ−1 cos(θcoe), ω2|εc| cos(θcoe + φεc)

)
.

Proof. For all θcoe ∈ Θcoe, the sesquilinear form (5.1) gives successively

ℜ{a(−eıθcoeu,u)} = −ℜ{eıθcoe(µ−1 curl u, curl u)Ω}+ ω2ℜ{eıθcoe(εcu,u)Ω}

= −ℜ{µ−1eıθcoe} ∥curl u∥2L2(Ω) + ω2ℜ{|εc|eıφεc eıθcoe}∥u∥2L2(Ω)

= −µ−1 cos(θcoe) ∥curl u∥2L2(Ω) + ω2|εc| cos(θcoe + φεc) ∥u∥
2
L2(Ω)

≥ Ccoe ∥u∥2H(curl,Ω) ,

which gives the result. By direct inspection, we get cos(θcoe) < 0 and cos(θcoe + φεc) > 0, and
then Ccoe > 0.

Corollary 5.4 (Coercivity; Robin case). In addition to the assumptions of Proposition 5.2,
the fields εc, µ and α are constant, then, for all coercivity direction θcoe ∈ Θcoe, the coercivity
constant of the sesquilinear form a+ can be chosen equal to

C+
coe = min

(
−µ−1 cos(θcoe), ω2|εc| cos(θcoe + φεc), |α| cos(θcoe + φα)

)
.
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Proof. For all θcoe ∈ Θcoe, the sesquilinear form (5.2) gives successively

ℜ{a+(−eıθcoeu,u)} = −ℜ{eıθcoe(µ−1 curl u, curl u)Ω}+ ω2ℜ{eıθcoe(εcu,u)Ω}
+ ℜ{eıθcoe(αγTu, γTu)Γ}

= −ℜ{µ−1eıθcoe} ∥curl u∥2L2(Ω) + ω2ℜ{|εc|eıφεc eıθcoe}∥u∥2L2(Ω)

+ ℜ{|α|eıφαeıθcoe}
∥∥γTu

∥∥2
L2(Γ)

= −µ−1 cos(θcoe) ∥curl u∥2L2(Ω) + ω2|εc| cos(θcoe + φεc) ∥u∥
2
L2(Ω)

+ |α| cos(θcoe + φα)
∥∥γTu

∥∥2
L2(Γ)

≥ C+
coe ∥u∥

2
H+(curl,Ω) ,

which gives the result. By direct inspection, C+
coe > 0.

5.2 Geometric media

Anisotropic metamaterials can be obtained by coordinate transformations in particular reference
frames. Cloaks of invisibility and perfectly matched layers (PMLs) are typical examples.

Let us consider a spherical layer centered at the origin. The interior and exterior radius of the
layer are R1 and R2, respectively, with 0 < R1 < R2. The material tensors obtained by using a
transformation in spherical coordinates can be written as ε = ε0Λ and µ = µ0Λ with

Λ =
s22
s1

(r̂⊗ r̂) + s1(I 3 − r̂⊗ r̂),

where r ∈ ]R1, R2[ is the radial coordinate, r̂ is the radial unit vector, and s1(r) and s2(r) are
spatially-varying coefficients. This tensor field is normal. For each r ∈ ]R1, R2[, the eigenvalues
are s1 (with multiplicity 2) and s22/s1.

The goal of a cloak of invisibility is to hide an object from any incident waves. The object is
placed inside the cloak (i.e. inside the sphere of radius R1), and all incident waves must be perfectly
transmitted through the cloak without seeing the object. For a spherical cloak, the coefficients
are

s1(r) = 1/(1−R1/R2) and s2(r) = (1−R1/r)/(1−R1/R2),

see e.g. [18] and [8, chapter 8]. The eigenvalues are strictly positive, and then the material tensors
are symmetric positive definite, inside the layer (i.e. for r ∈ ]R1, R2[). However, it is not possible
to find a strictly positive lower bound for s2, because s2 is smooth and equal to 0 at r = R1.
If we consider a slightly modified model where s2(r) is replaced by s̃2(r) = max(s2(r), ϵ) with
0 < ϵ ≪ 1, then the material tensors are elliptic.

The PMLs are artificial absorbing layers that are commonly used to truncate computational
domains. They can be obtained by using coordinate transformations with an imaginary part in the
complex plane, see e.g. [9, 22]. For a spherical PML located within the layer ]R1, R2[ to truncate
the spherical domain of radius R1, the coefficients s1 and s2 are

s1(r) = 1 + ıσ(r)/κ and s2(r) = 1 + ı/(κr)

∫ r

R1

σ(r′) dr′,
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where σ(r) is a positive real function called the absorbing function, and κ =
√
ε0µ0 ω. We can

write s1 = |s1| eıφ1 and s2 = |s2| eıφ2 with φ1, φ2 ∈ [0, π/2[, because the real and imaginary parts
of the coefficients are, respectively, strictly positive and positive. Then, the eigenvalues of Λ are
s1 = |s1| eıφ1 and s22/s1 = |s2|2/|s1| eı(2φ2−φ1). Note that the angle between the phases of these
eigenvalues, i.e. 2|φ2 − φ1|, is always strictly lower than π. Therefore, if the absorbing function is
bounded, all the eigenvalues belong to an open half space of C that does not contain zero, and then
the tensors are elliptic (see Proposition 3.11). On the other hand, unbounded absorbing functions
are often used to improve the accuracy of domain truncation, e.g. [5]. Problems with unbounded
media do not fit into the framework proposed in this work, but some analysis could be done using
weighted functional spaces.

5.3 Gyrotropic media

A medium is gyroelectric or gyromagnetic if there is a rectangular reference frame where ε or µ,
respectively, can be represented as

ε = ε0

 ε1 ıε2 0

−ıε2 ε1 0

0 0 ε3

 or µ = µ0

 µ1 ıµ2 0

−ıµ2 µ1 0

0 0 µ3

 ,

see e.g. [20, section 6.6] and [13]. The eigenvalues of these matrices are {ε0(ε1 ± ε2), ε0ε3} and
{µ0(µ1 ± µ2), µ0µ3}.

Magnetized ferrite is an example of gyromagnetic medium. We have ε = εI 3 and

µ1 = 1− (ω0ωM )/(ω2 − ω2
0), µ2 = (ωωM )/(ω2 − ω2

0) and µ3 = 1,

where ω0 is the gyromagnetic response frequency and ωM is the saturation magnetization fre-
quency, see e.g. [15, section 8.18] and [20, section 6.9]. The eigenvalues of µ are {µ0+µ0ωM/(ω0±
ω), µ0}. The matrix µ is Hermitian positive definite if and only if 1 + ωM/(ω0 ± ω) > 0.

Cold plasma with a static magnetic field ensuring plasma stability is an example of gyroelectric
medium, see e.g. [4, section 6.2], [20, section 6.8] and [21]. Sébelin et al [19] studied the following
model. The magnetic permeability tensor is µ = µ0I 3 and the coefficients of the dielectric tensor
ε are

ε1 = 1 +
∑
ς

α

ω

ω2
pς

ω2
cς − α2

, ε2 =
∑
ς

ωcς

ω

ω2
pς

ω2
cς − α2

and ε3 = 1−
∑
ς

ω2
pς

ωα
,

with α = ω+ ıν, where ωpς and ωcς are the plasma frequency and the cyclotron frequency of each
species ς (ions and electrons), and ν > 0 is the electron-ion collision frequency. The frequency ωcς is
negative for electrons. Sébelin et al [19] studied the well-posedness of a variational formulation with
a coercive sesquilinear form for the Dirichlet problem. The well-posedness of several alternative
formulations was studied by Back et al [3] for a model with an additional Landau damping effect.
For this model, the problem can be studied with our approach, see [10, 12].
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6 Conclusion

In this work, we have reviewed, extended and applied recent results for the analysis of time-
harmonic electromagnetic boundary value problems in elliptic media. This family of media includes
heterogeneous, complex and anisotropic media, which are of practical interest as illustrated by the
examples of Section 5.

The considered mathematical framework relies on the use of a general definition of elliptic fields
(Definition 3.1). We have systematically studied properties of general, normal and hermitian tensor
fields, as well as scalar fields, that verify the ellipticity condition. In particular, we have identified
ellipticity directions and, in some cases, we have characterized the sets of all the possible ellipticity
directions.

General well-posedness and regularity results have been obtained in [11, 12] by using this frame-
work. Here, we have more specifically studied conditions such that the problems are coercive. The
coercivity directions of the sesquilinear forms are related to the ellipticity direction of the material
fields, and the coercivity constants depend on the constants used in the ellipticity condition of
the material fields. These results could be used to optimize the coercivity conditions, which are
related to the stability of the formulations.

While we have mainly studied the electromagnetic problems at the continuous level, our results
could be used to analyze numerical methods and domain decomposition methods for solving these
problems. Indeed, these analyses generally depend on the properties of the initial differential
problems. In the coercive case, the coercivity constant of the sesquilinear form plays an important
role in the stability of the solution methods.

Acknowledgement

This work was supported in part by the ANR JCJC project WavesDG (research grant ANR-21-
CE46-0010) and by the Agence de l’Innovation de Défense [AID] through Centre Interdisciplinaire
d’Etudes pour la Défense et la Sécurité [CIEDS] (project 2022 ElectroMath).

References
[1] A. Alonso and A. Valli. Unique solvability for high-frequency heterogeneous time-harmonic Maxwell

equations via the Fredholm alternative theory. Mathematical Methods in the Applied Sciences, 21(6):
463–477, 1998.

[2] F. Assous, P. Ciarlet, and S. Labrunie. Mathematical foundations of computational electromagnetism.
Springer, 2018.

[3] A. Back, T. Hattori, S. Labrunie, J.-R. Roche, and P. Bertrand. Electromagnetic wave propagation
and absorption in magnetised plasmas: variational formulations and domain decomposition. ESAIM:
Mathematical Modelling and Numerical Analysis, 49(5):1239–1260, 2015.

[4] P. M. Bellan. Fundamentals of plasma physics. Cambridge university press, 2008.
[5] A. Bermúdez, L. Hervella-Nieto, A. Prieto, and R. Rodríguez. An exact bounded perfectly matched

layer for time-harmonic scattering problems. SIAM Journal on Scientific Computing, 30(1):312–338,
2008.

[6] A. Buffa, M. Costabel, and C. Schwab. Boundary element methods for Maxwell’s equations on
non-smooth domains. Numerische Mathematik, 92(4):679–710, 2002.

[7] A. Buffa, M. Costabel, and D. Sheen. On traces for H(curl,Ω) in Lipschitz domains. Journal of
Mathematical Analysis and Applications, 276(2):845–867, 2002.

19



[8] W. Cai and V. M. Shalaev. Optical metamaterials. Springer, 2010.
[9] W. Chew, J. Jin, and E. Michielssen. Complex coordinate stretching as a generalized absorbing

boundary condition. Microwave and Optical Technology Letters, 15(6):363–369, 1997.
[10] D. Chicaud. Analysis of time-harmonic electromagnetic problems in elliptic anisotropic media. PhD

thesis, Institut polytechnique de Paris, 2021.
[11] D. Chicaud and P. Ciarlet Jr. Analysis of time-harmonic Maxwell impedance problems in anisotropic

media. SIAM Journal on Mathematical Analysis, 55(3):1969–2000, 2023.
[12] D. Chicaud, P. Ciarlet Jr, and A. Modave. Analysis of variational formulations and low-regularity

solutions for time-harmonic electromagnetic problems in complex anisotropic media. SIAM Journal
on Mathematical Analysis, 53(3):2691–2717, 2021.

[13] Y.-L. Geng and C.-W. Qiu. Extended Mie theory for a gyrotropic-coated conducting sphere: An
analytical approach. IEEE transactions on antennas and propagation, 59(11):4364–4368, 2011.

[14] R. Hiptmair. Finite elements in computational electromagnetism. Acta Numerica, 11:237–339, 2002.
[15] A. Ishimaru. Electromagnetic wave propagation, radiation, and scattering: from fundamentals to

applications. John Wiley & Sons, 2017.
[16] A. Kirsch and F. Hettlich. The mathematical theory of time-harmonic Maxwell’s equations. Applied

mathematical sciences, 190:20, 2015.
[17] P. Monk. Finite element methods for Maxwell’s equations. Oxford University Press, 2003.
[18] J. B. Pendry, D. Schurig, and D. R. Smith. Controlling electromagnetic fields. Science, 312(5781):

1780–1782, 2006.
[19] E. Sébelin, Y. Peysson, X. Litaudon, D. Moreau, J. Miellou, and O. Lafitte. Uniqueness and existence

result around Lax-Milgram lemma: application to electromagnetic waves propagation in tokamak
plasmas. Technical report, Euratom-CEA, 1997.

[20] C. G. Someda. Electromagnetic waves. Crc Press, 2017.
[21] T. H. Stix. Waves in plasmas. Springer Science & Business Media, 1992.
[22] A. Vaziri Astaneh, B. Keith, and L. Demkowicz. On perfectly matched layers for discontinuous

Petrov–Galerkin methods. Computational Mechanics, 63(6):1131–1145, 2019.
[23] V. Vogelsang. On the strong unique continuation principle for inequalities of Maxwell type. Mathe-

matische Annalen, 289(1):285–295, 1991.

20


	Introduction
	Mathematical model
	Elliptic material fields
	Definition of elliptic fields and ellipticity directions
	Properties of elliptic scalar fields
	Properties of elliptic tensor fields
	Normal and Hermitian tensor fields
	General tensor fields


	Time-harmonic electromagnetic problems
	Geometric and functional framework
	Variational formulations
	Well-posedness of the problems
	Coercivity of the sesquilinear forms

	Examples of problems with elliptic material coefficients
	Isotropic lossy media
	Geometric media
	Gyrotropic media

	Conclusion
	References

