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ABSTRACT:
Accurate modelling and prediction of sediment transport in aquatic environments is essential for sustainable coastal

and riverine management. Current capabilities rely on physical process-based numerical models and fine-scale sedi-

ment flux measurements. High-resolution hydroacoustic instrumentation has emerged as a promising tool for such

measurements. However, challenges arise due to the inherent complexity of ultrasound scattering processes. This

study introduces a numerical modelling using a point-particle approach to simulate the echoes backscattered by such

instrumentation in sediment-laden flow conditions. The model considers geometric, statistical, particle cloud, and

flow-induced effects on sediment velocity, concentration, and flux estimates using an acoustic concentration and

velocity profiler as a reference. The model performance is assessed here under unidirectional constant flow condi-

tions in terms of velocity, concentration, and time-resolved sediment flux estimates for a large range of the particles’

advection speed and sampled volume sizes. Application to the estimation of the measurement accuracy of sediment

flux in these flows is also considered, with a final error on the flux seen to be partially controlled by the residence

time of particles within the sampled volumes. The proposed model provides insights into scattering processes and

offers a tool for investigating robust sediment flux estimation techniques in various flow conditions.
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NOMENCLATURE

d0 Distance between the emitter E and one of the

two receivers R
b Angle of orientation of the receivers compared

to the vertical

c Angle formed by the emitter axis and the emit-

ter–receiver axis

x; y; z Cartesian coordinate system. The emitter and

the two receivers are aligned in the yz plane

a; b Receiver length, width

E;R1; R2 Location of the emitter, receiver 1 and receiver 2.

The receiver position is symmetric with respect to

the vertical axis of the coordinate system

F Location of the focal point of the bistatic system

Pj Coordinates of a particle j xj; yj; zjð ÞT

Vj
!

Velocity vector of a particle j u; v;wð ÞT
r1j; r2j Distance between one particle at Pj and the

emitter (subscript 1)/receiver (subscript 2)

r0 Distance along the acoustic axis of the emitter

to the point at which the sound pressure is A

k
!

Ij; k
!

Sj Incident (I) and scattered (S) wave number rela-

tive to particle j

yr; zr Position of one of the two receivers on the yz
plane

h Angle formed between the vertical and the inci-

dent axis

hx; hy Projection of the angle between the scattered

axis and the receiver normal axis RF
�!� �

on the x
and y planes

a0 Emitter radius

DE; DR Directivity functions of the emitter and

receivers

� Emitter carrier frequency

A Emitted pulse amplitude

s Emitted pulse duration

fPRF Pulse repetition frequency

tPRF 1=fPRF

fe Sampling frequency of the simulated echoes

R Autocorrelation function
q Normalized autocorrelation coefficient

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q tPRFð Þ2

q
sv Volume backscattering coefficient (m2.m�3)

rj Scattering cross section

bðtÞ Recorded echoa)Email: Guillaume.fromant@univ-littoral.fr
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SaðtÞ Amplitude of the demodulated backscattered

echo

Sa;rms ðtÞ Root mean square backscattered amplitude of

the demodulated echoes

I; Q In-phase and quadrature components of the

Doppler signal obtained after demodulation of

b(t)

gI; gQ Noise terms in the in-phase and quadrature com-

ponents I, Q

zi Ii þ jQi

�̂D Averaged Doppler frequency estimated with the

pulse-pair method

�Dj Doppler frequency shift induced by the motion

of a particle at position Pj

/ Phase of the demodulated backscattered echo

/i Random phase of the return echo i from the N
scatterers present in the sampled volume v0

k Range bin number

Xk Volume covered by one pulse length centered

around gate k position in bistatic configuration

v0 Sampled volume at gate k
N Number of particles in v0

dk; bk Distance of the gate k with respect to the emitter

and one receiver

ak Doppler angle formed by the emitter axis and

the line linking gate k to the receiver

m Number of consecutive pulses considered in an

estimate

Pn Number of pulses generated in one simulation

Ns Number of particles introduced in the simula-

tion domain

tp Time separating two pulses

t� Time separating two pulses beyond which q
drops below a value of 0.1 ½qðt�Þ ¼ 0:1]

qS Particle density

ap Particle radius (m)

M Mass concentration (kg.m�3)

c Sound speed in water

aw Attenuation due to water

I. INTRODUCTION

Modelling and predicting sediment transport in

aquatic environments is essential for reaching sustainable

management of coasts and rivers. Our current capability

to model sediment transport in the coastal or fluvial envi-

ronments relies on a synergy between physical process-

based numerical models, which are key for long term pre-

dictions of bathymetrical evolution under climate change

scenarios, and fine-scale process measurements of sedi-

ment transport flows. This measurement ability appears as

a crucial step in the validation of increasingly efficient

turbulence-resolved two-phase flow simulations. This has

led to the development of a variety of high-resolution

instrumentation over the past 30 years for measurements

of flow, particle, or sediment velocity [Pitot-tubes (Sumer

et al., 1996), conductivity probe (Pugh and Wilson,

1999)], sediment size and concentration [conductivity

probes (Fromant et al., 2018), capacity probes (Sumer

et al., 1996), gamma rays (Pugh and Wilson, 1999), or

both particle velocity and concentration [image techni-

ques (Capart and Fraccarollo, 2011; Spinewine et al.,
2011)], and active hydroacoustic techniques (Shen and

Lemmin, 1997; Thorne and Hanes, 2002; Hay et al.,
2012a; Hurther et al., 2011). The use of scattering based

ultrasound has been one of the most promising candidates

to non-intrusively observe the flow and sediment transport

processes. In particular, they allow measurements of sedi-

ment fluxes in the benthic boundary layer as the product

of pointwise measured particle velocity and concentration

in highly turbulent geophysical flows, such as rivers, estu-

arine, and coastal ocean flows.

Mono- or multi-bistatic ultrasound sonars combining

pulse-to-pulse coherent Doppler frequency profiling with

incoherent backscattered intensity profiling can provide collo-

cated time-resolved profiles (along the transmitted pulse

direction) of multi-component velocity and sediment concen-

tration. The use of MHz ultrasound frequencies in sediment-

laden water flows allows to reach profiling ranges on the

order of O(m) with high spatial ½O(mm)] and temporal

½O(ms)] resolutions (Shen and Lemmin, 1997; Zedel and

Hay, 1999; Hurther et al., 2011; Hurther and Lemmin, 2001a;

Zedel and Hay, 2002; Hurther and Thorne, 2011; Fromant

et al., 2018). In these sediment transport flows, typical sedi-

ment concentration values range from 0.01 to 1 g/l in the

upper dilute suspension flow layer subject to turbulent parti-

cle motions, and from 10 to 1000 g/l in the lower dense

bedload layer subject to collisional, saltating, rolling, or slid-

ing particle motions. The corresponding flow opacity

hinders the use of standard optical flow measurement

tools, such as particle image velocity (PIV) or laser doppler

velocimetry / laser doppler anemometry (LDV / LDA).

Hydroacoustic measurement tools have offered an interesting

means of high-resolution sediment flux estimates in boundary

layer sediment transport flows (Revil-Baudard et al., 2015;

Fromant et al., 2019; Naqshband et al., 2021; Grossmann

et al., 2023) and, more recently, of direct comparison to novel

turbulence-resolved two-phase fluid-particle simulations in

sediment transport flows (Cheng et al., 2018; Chauchat et al.,
2022).

Even though the basic measurement principles of

hydroacoustic sediment flux measurements are well known

and described in the literature (originally derived for radar

interferometry applications) (Bamler and Hartl, 1998; Pepe

and Cal�o, 2017), and medical applications (see Atkinson

and Wells, 1977; Mo and Cobbold, 1992), data processing

and analysis remains a challenge in aquatic environments

due to the inherent complexity of ultrasound scattering pro-

cesses. In particular:

(1) Sensor geometry of the system has strong effects on sed-

iment flux measurements as it can result in range and

velocity ambiguities (Hurther et al., 2011; Hurther and

Lemmin, 2001a; Zedel, 2008). Most specifically, the
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system geometry is crucial when it comes to multi-

component velocity field estimation. In that sense,

bistatic systems are preferred (Hurther and Lemmin,

2001a; Lhermitte and Lemmin, 1994; Zedel and Hay,

2002) but their intricate geometry complicates the

estimation of particle concentration from the backscat-

tered amplitude due to the range dependency of the sam-

pled volumes, and associated loci and shape evolution

with range and/or particle concentration (Zedel et al.,
2021).

(2) Hydroacoustic sediment flux measurements suffer

from the dichotomy of requiring phase-coherent mea-

surements of Doppler echo pairs (i.e., high temporal

correlation of pulse pairs requiring the same particle

population is insonified between consecutive echoes),

and incoherent pulse echoes for concentration estima-

tions, which requires statistical independency (absence

of correlation between pulse echoes, that is, the parti-

cle population insonified between consecutive echoes

differs). Indeed, phase-coherence from pulse-to-pulse

is the essence for Doppler signal reconstruction and an

estimate of the quasi-instantaneous particle velocity

(Garbini et al., 1982); hence, requiring high temporal

resolutions via a high pulse repetition frequency

(PRF). The opposite, phase incoherence, may be

reached when consecutive echoes are no longer corre-

lated, resulting in lower temporal resolutions for the

backscattered amplitude (sediment concentration) esti-

mation. This coherence/incoherence dichotomy partly

explains the high uncertainties on time-resolved flux

measurements in recent open-channel and field experi-

ments. Thorne and Hurther (2014) addressed this

aspect by measuring the characteristic Doppler corre-

lation time scale in typical (highly turbulent) sediment

transport flow conditions. This characteristic time

scale was used to set the minimum time for statistical

independence of consecutive pulse echoes. The num-

ber of (independent) pulse echoes used for the calcula-

tion of an acoustic intensity value determines

the statistical bias error of a sediment concentration

estimate. Thorne and Hurther (2014) showed that

maximal bias errors of about 20% are obtained at mea-

surement rates of around 8 Hz for sediment concentra-

tion profiles.

(3) A significant source of uncertainty also originates

from the hydrodynamic flow regimes themselves,

such as the level and the degree of isotropy of the flow

turbulence within the sample volume [usually of the

order of O 100 mm3ð Þ], which can be seen as a source of

incoherency that potentially decreases the temporal cor-

relation of the Doppler signal. Other explicit noise sour-

ces, inherent to the measuring principle, such as the

Doppler noise caused by the random velocity fluctua-

tions of the scatterers within the sampling volume, also

contribute to decorrelation (Garbini et al., 1982;

Voulgaris and Trowbridge, 1998; Hurther and Lemmin,

2001b).

In trying to improve hydroacoustic measurements of sed-

iment fluxes, we need to better understand these geometric,

statistical, and flow condition induced effects in order to bet-

ter quantify the measurement accuracy of sediment velocity,

concentration, and flux. In the present paper, a numerical

modelling approach is presented to address this challenge,

with the primary objective to simulate backscattered echoes

with a point-particle approach to formulate any type of com-

plex flows. This is key to elaborate new methods for process-

ing and analyzing recorded echoes in complex turbulent flow

conditions, and improve the quality of velocity, concentra-

tion, and flux measurements. Few other studies are based on a

numerical modelling approach to simulate particle scattering

processes, in particular for analyzing pulse-coherent Doppler

velocity estimation. In the context of sediment transport,

Zedel (2008) first proposed a numerical model capable of

reproducing bistatic coherent Doppler backscatter from scat-

tering fluid tracers in synthetic velocity fields. The model was

recently improved in Zedel et al. (2021) to account for parti-

cle concentration, imposed as a mean intensity profile, and

illustrates the evident synergy between simulations and mea-

surements. For the latter numerical approach, the particle con-

centration is computed by approximating the integral over

backscatter from individual sources through adjustments of a

received backscattered level to achieve characteristic concen-

tration profiles commonly observed above a moving bed in

the bottom boundary layer of turbulent unidirectional flows

(Eulerian approximation). This allowed circumvention of the

high computational costs associated with large numbers of

point-particle scatterers. Simulations in Dillon et al. (2012a)

rather focused on reproducing the phase statistics of backscat-

tered echoes using Monte Carlo simulations in an effort to

elaborate noise reduction fusion filters for improved velocity

estimation in the Bayesian framework, with no further con-

sideration of the concentration profiles.

The present study uses an alternative approach based on

a point-particle (in the Lagrangian sense) scattering model

generating pulse-to-pulse coherent Doppler echoes recorded

by bistatic systems, scattered by individual particles at a set

volume concentration, and moving at a controlled unidirec-

tional constant flow speed. This methodology provides more

realistic estimates of the time-resolved (quasi-instantaneous)

particle velocity, concentration, and fluxes obtained with

commonly used bistatic systems. The present methodology

strongly differs from previous numerical sediment fluxes

estimates resulting from a continuum description of the sedi-

ment concentration. With this point-particle modelling

approach, effects on the recorded pulse echoes will be inves-

tigated, due to beam pattern geometry, pulse carrier fre-

quency, and pulse duration (as the control parameter of the

sampled volumes size along the insonified water column),

elementary particle scattering properties (via the prescrip-

tion of the particle form function), spatial distribution of

particles in the water column, and the imposed unidirec-

tional constant particle velocity. The impact of these effects

on measurement accuracy of time-resolved and mean sedi-

ment flux estimates will be quantified and discussed.
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The modelled system depicted in the present paper is

based on the characteristics of an acoustic concentration and

velocity profiler (ACVP) technology (Hurther et al., 2011). It

is based on the ADVP technology proposed by Lemmin and

Rolland (1997) as a multi-bistatic system using a high-

directivity central transmitter with several wide-angle

receivers to permit nearly collocated bistatic velocity mea-

surements along a profile range aligned with the transmitting

direction. Other multi-bistatic systems exist, such as the

MFDop or Vectrino Profiler (Nortek Group, Trondheim,

Norway) technologies of Zedel et al. (2021) or Thomas et al.
(2017), respectively, using different sensors and sensor geom-

etries. The ACVP geometry is deliberately chosen here due

to its intensive implementation over the past 10 years in

many coastal, river, open-channel, and wave-flume sediment

transport studies (e.g., Fromant et al., 2018; Fromant et al.,
2019; Grossmann et al., 2022; Grossmann et al., 2023;

Naqshband et al., 2014; Naqshband et al., 2017; Naqshband

et al., 2021; Revil-Baudard et al., 2015; Revil-Baudard et al.,
2016; van der Zanden et al., 2016; van der Zanden et al.,
2018; Guta et al., 2022). The results obtained herein apply to

the simulated ACVP technology but other sensors and sensor

geometries can be readily implemented.

The objective of this study is to assess the performance

of proposed numerical model for simulations of hydroacous-

tic sediment transport measurements of sediment fluxes. As

a first step in this novel numerical modelling approach, the

case of particles moving at unidirectional constant speed (as

an asymptotic case referring to the mean component of a

turbulent flow) is tested and validated here before more

complex turbulent sediment-laden flows will be considered

in future studies. As a consequence, random scattering pro-

cesses induced by flow turbulence are neglected, to isolate

and identify the causes of ultrasound measurement uncer-

tainty in sediment velocity, concentration, and sediment flux

profiling.

The paper is organized as follows. Section II presents

the considered sound scattering theory. Section III is

devoted to the numerical implementation of the formulated

scattering model. The simulation results are first assessed in

terms of backscatter amplitude and particle velocity statis-

tics (Sec. IV). Section V focuses on the simulated accuracy

of sediment flux measurements. The conclusions are sum-

marized in Sec. VI.

II. ACOUSTIC BACKSCATTER THEORY

A. Backscattered signal in bistatic configuration

We consider a multi-bistatic system (ACVP; Hurther

et al., 2011) (Fig. 1): the system is composed of one down-

ward looking emitter and two receivers symmetrically posi-

tioned on either side of the emitter at a distance d0, tilted by

an angle b ¼ 630� towards a point of intersection beneath

the emitter. The angle formed by the emitter axis and the

emitter–receiver axis is called c. The emitter axis is aligned

with the z axis. Both receivers are synchronized but record

their own signal. For simplicity in the following, we’ll focus

on a single emitter–receiver couple forming one of the two

bistatic subsystems of the ACVP. The emitter is a circular

piston transducer of radius a0, and the receiver is rectangular

with a length a and a width b (see Fig. 2; with a� b so that

the beam opening is wide in the vertical plane (elevation)

and narrow in the horizontal plane (azimuth).

The pulses are modelled as sine waves of carrier fre-

quency �, amplitude A, and duration s, emitted at a pulse

repetition frequency fPRF on the order of kHz:

s tð Þ ¼ A � sin 2p�tð Þ � rect t; sð Þ: (1)

The rect function here represents a gated unit rectangle

function of duration s. In the following, the filtering effect

due to the sensor bandwidth is not taken into account in the

numerical model.

The pulse travels within the flow domain below the

emitter and is scattered by each insonified particle Pj present

in the domain. The water-sediment mixture is treated as a

FIG. 1. (Color online) Schematics of the geometry adopted for the present

simulation represented in a Cartesian coordinate system. The emitter (E)

and receiver (R) are separated by a distance d0. c is the angle formed by the

(ER) axis and the emitter normal axis (vertical axis here). The receiver nor-

mal axis points towards the focal point F of the system, forming a tilt angle

b with the vertical axis. Each of the j particles are positioned at Pj, located

at a distance r1j from E and r2j from R. Each particle moves at a velocity Vj.

k
!

Ij and k
!

Sj are, respectively, the wave numbers of the pulse travelling the

domain projected on the incident (EPj
�!

) and scattered directions (PjR
�!

). h is

the angle between the vertical axis and the incident axis. hx (hy) is the pro-

jection of the angle between the scattered axis and the receiver normal axis

RF
�!� �

on the x (y) plane.
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dilute suspension (i.e., with a mean volumetric sediment

concentration below 10%), so that sound attenuation due to

particle scattering or sediment viscous effects can be

ignored. After reaching a particle Pj, a component of the

scattered wave is directed towards the bi-static receivers;

this we refer to as the backscattered component. The wave

travel time from its emission to its reception equals

ðr1j þ r2jÞ=c, r1j (and r2j) being the distance between the

emitter (receiver) and the particle Pj. The recorded echo,

bðtÞ, finally consists of the summation of all the individual

backscattered echoes from each of the N particles within the

insonified volume:

b tð Þ ¼
XN

j¼1

ADj
ffiffiffiffi
rj
p

r1r2

sin 2p � þ �Dj½ � t� r1j þ r2j

c

� �� 	

� e�aw r1þr2ð Þ � rect t;
s�

� þ �Dj

� 	
; (2)

where, aw is the attenuation coefficient due to water, rj is

the scattering cross section of particle Pj (set constant in the

simulations), �Dj is the Doppler shift induced by the motion

of particle Pj following the velocity vector Vj
! ¼ u v wð ÞT (:T

is the transpose operator), c is the speed of sound in water.

Placing the frame origin at the emitter, the positions of the

emitter and the receiver are set to E ¼ 0; 0; 0ð ÞT and

R ¼ 0; yr; zrð ÞT . Given a particle Pj with coordinates

xj yj zjð ÞT in the domain, we define the following vectors,

respectively, aligned with the incident direction (emitter-

particle direction, subscript I) and scattering direction (parti-

cle-receiver direction, subscript S):

kIj
!¼ 2p�

c

xj

yj

zj

0
@

1
A � 1

r1j
; ksj
�! ¼ 2p�

c

�xj

yr � yj

zr � zj

0
@

1
A � 1

r2j
: (3)

The Doppler shift �Dj is then determined as the scalar prod-

uct between Vj
!

and ksj
�! � kIj

!
:

�Dj ¼
1

2p
Vj
! � ksj

�! � kIj
!
 �

: (4)

Dj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

E � D2
R

p
in Eq. (2) is the range-dependent directivity

function of the system (root mean square product of the

range-independent directivity functions of the circular

FIG. 2. (Color online) (a) Three-dimensional (3D) view of the ACVP transducers composed of one central emitter E and two symmetrical receivers R1 and

R2, (b) directivity patterns of the circular emitter, (c) directivity patterns of the rectangular receivers split along the transducer width b (dashed black line)

and length a (solid black line) of the model system. The dotted red lines represent the –3 dB threshold and the corresponding angles are indicted with the red

dotted lines.
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piston emitter DE of radius a0 and the rectangular receiver

DR of length a and width b evaluated at the location of the

particle Pj (Fig. 1):

DE hð Þ ¼ 2J1 ka0sin hð Þ
� �
ka0sin hð Þ

; (5)

DR hx; hy

� �
¼

sin
b

k
sin hxð Þ

� 	
b

k
sin hxð Þ

�
sin

a

k
sin hy

� �� 	
a

k
sin hy

� � : (6)

hx and hy are functions of the receiver position and its tilt

angle b relative to the vertical axis. For a standard ACVP

configuration, such as described in Hurther et al. (2011)

and Fromant et al. (2018), a0 ¼ 6:35 mm, a ¼ 20 mm, and

b ¼ 2:5 mm.

The volume v0 sampled by one receiver at range bin k
corresponds to the integral of the squared directivity func-

tion of the system D2 over the volume Xk covered by one

pulse length. In bistatic configuration, Xk is the volume

enclosed within the two ellipsoidal surfaces, taking their

foci at the emitter and receiver, representing the iso-travel

paths of the wave from the emitter to the receiver at the

beginning and end of the pulse. For typical systems (Hurther

et al., 2011; Moore and Hay, 2009; Zedel et al., 2021), the

sampled volumes are on the order of O(100 mm3).

The amplitude [Sa tð Þ] and phase (/) of the demodulated

backscattered signal, respectively, enable estimates of the

concentration and the velocity. While the velocity estima-

tion relies on the coherence existing between two pulsed

echoes sufficiently close in time and insonifying the same

cloud of scatterers in motion, this is not the case for the con-

centration, for which consecutive pulses need to be decorre-

lated statistically as incoherent. Due to the random spatial

distribution of the N particles within the sampled volume,

the backscattered amplitude of two particle clouds, between

consecutive insonifying pulses, with similar particle numeri-

cal densities but different spatial distributions, will vary due

to the random phase /i of the return echoes from the N scat-

terers [Eq. (7); Strutt and Rayleigh, 1877]. As multiplying

the number of observations of the backscattered amplitudes

using multiple pulses m, the phase terms in Eq. (7a) below

become uniformly distributed between 0 and 2p with a zero-

value average over m echoes (consecutive or not). Thus, the

root mean square of Eq. (7a) over m echoes, Sa;rmsðtÞ [Eq.

(7b)], tends towards
ffiffiffiffi
N
p

as the number of pulses increases,

since the random position of the particles in the flow

changes as they pass in and out of the insonified volume,

Sa tð Þ /
ffiffiffiffi
N
p

1þ 2

N

XN

n¼1

X
p 6¼n

cos /n � /p

� �0
@

1
A1=2

; (7a)

Sa;rms tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

Xm

i¼1

Sa tið Þ2
s

/
ffiffiffiffi
N
p

: (7b)

B. Coherent velocity estimate

In practice, the recorded signal at a receiver, b tð Þ, is

demodulated by the carrier frequency � to obtain the in-

phase (I) and quadrature (Q) components (for distinction of

velocity direction) of the Doppler signal at range gate k:

I ¼
ðtPRF

0

b tð Þ sin 2p�tð Þ � rect t� dk þ bk

c
; s

� 	
dt

¼ A � Sa tð Þfes
2

cos /ð Þ þ gI; (8)

Q ¼
ðtPRF

0

b tð Þ cos 2p�tð Þ � rect t� dk þ bk

c
; s

� 	
dt

¼ A � Sa tð Þfes
2

sin /ð Þ þ gQ: (9)

gI and gQ are a combination of noise terms (Doppler noise,

system noise, thermal noise, etc.) decorrelating the in-phase

and quadrature components, dk is the vertical position of the

gate of interest on the emitter axis, and bk is the distance

between the gate k and the receiver. Here, / ¼ 2p�Dt, where

�D is the Doppler frequency seen at the receiver, fe is the

sampling frequency of the recorded signal, and Sa tð Þ is the

amplitude of the backscattered signal. fes samples are

summed over a total duration of tPRF ¼ 1=fPRF to produce I
and Q at gate k:

The autocorrelation function R (and its normalized

equivalent q) can then be estimated from a finite sequence

z1…zm corresponding to an ensemble of m consecutive

pulses zi ¼ Ii þ jQið Þ; the emissions of which are separated

by a time tp,

R tpð Þ ¼ E z�i ziþ1

� �
¼ 1

m� 1

Xm�1

n¼1

z�nznþ1; (10a)

q tpð Þ ¼
R tpð Þ
R 0ð Þ

����
����

¼ 1

m� 1

Xm�1

n¼1

z�nznþ1

�����
�����
,

1

m� 1

Xm�1

n¼1

jz�nznþ1j; (10b)

where � denotes complex conjugation. The autocorrelation

function of the complex signal being itself complex, the nor-

malized autocorrelation function qðtpÞ offers the benefit of

taking values between 0 and 1 to express the degree of cor-

relation between pulses (Dillon et al., 2011; Zedel et al.,
1996). For small tp (i.e., tp ¼ tPRF ¼ 1=fPRF), q is the highest

and monotonically decreases towards 0 as tp, the time

elapsed between two pulses, increases. For pulsed sonar sys-

tems, the smallest value of tp is tPRF ¼ 1=fPRF. qðtprf Þ is also

called the autocorrelation coefficient.

An average Doppler frequency estimate �̂D at each

receiver can then be determined from the time derivative of

the phase (divided by 2p) of the pulse-to-pulse autocorrela-

tion function R tpð Þ using m consecutive pulses with the

pulse-pair method (Lhermitte and Serafin, 1984). Therefore,
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if tp ¼ tPRF is the time elapsed between two consecutive

samples, and m is the number of samples over which R tpð Þ
has been averaged [see Eq. (10a)], in the pulse sequence,

one writes

�̂D ¼
1

2ptPRF
arctan

Im R tPRFð Þð Þ
Re R tPRFð Þð Þ

� 	
(11)

because for tp ¼ 0, the phase of R tp ¼ 0ð Þ is equal to zero,

by definition. This method is the most robust method against

noise terms g (Lhermitte and Serafin, 1984). Using two

receivers R1 and R2, respectively located right and left of

the emitter, the 2-component velocity at range bin k can fur-

ther be estimated by simple geometric transformation with

prior knowledge of the Doppler angle ak at range bin k
(angle between the emitter normal axis and the range bin-

receivers axis):

u ¼ c

2� sin akð Þ
�DR1
� �DR2ð Þ;

w ¼ c

2� 1� cos akð Þ
� � �DR1

þ �DR2ð Þ:

8>>><
>>>: (12)

The pulse-pair phase (velocity) distribution is well known in

the synthetic aperture radar (SAR) literature. The resulting

distribution is a highly non-linear symmetric function of the

phase difference w ¼ /̂ � /k (Bamler and Hartl, 1998;

Dillon et al., 2012b). In the limit of q! 1, the behavior of

this function can be shown to be a Pearson type VII distribu-

tion of the form

p xð Þ ¼
C lð Þ

f
ffiffiffi
p
p

C l� 1
2

� � 1þ x

f

� 	2
" #�l

; (13)

with parameters l and f given by 3
2

and
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

p
; respec-

tively, and C being the Gamma function.

C. Incoherent concentration estimate

The backscatter amplitude Sa recorded by a receiver

can be estimated from the in-phase and quadrature compo-

nents of the Doppler signal:

Sa ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2I

fes

� 	2

þ 2Q

fes

� 	2
s

: (14)

Sa is linked to the particle number N within the sampled vol-

ume [Eq. (7)]. However, the phase terms in Eq. (7a) prevent

direct estimation of
ffiffiffiffi
N
p

. Due to the stochastic nature of the

backscatter amplitude [Eq. (7)], the root mean square back-

scatter is thus computed over an ensemble (or sequence) of

m backscattered amplitudes following a Rayleigh distribu-

tion (Strutt and Rayleigh, 1877), ensuring the phase of the

signal is uniformly distributed over 2p. In its time-

discretized form, Eq. (7b) then gives

Sa;rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

Xm

i¼1

Sa
2
i

s
: (15)

Using the wave equation, the backscatter can be normalized

by the sampled volume to obtain a volume backscattering

coefficient ðm2=m3Þ

sv ¼
S2

a;rms

A2r2
0

ð ð ð
V

D2
ED2

R

r2
1r2

2

e2a r1þr2ð Þdv : (16)

With a; an attenuation term containing attenuation effects

due to water and sediment (the latter is neglected in the pre-

sent case), r0 is the distance along the acoustic axis of the

emitter to the point at which the sound pressure is A, and v0

is the sampled volume, a function of the pulse length s and

range. Under the assumption of incoherence, sv can be

related to the particle number N within the volume v0, with

prior knowledge of the scattering cross section r ðm2Þ for a

particle of radius ap and density qs. For the simulations, all

particles were identical in size. We also assume here that

under the assumption of Rayleigh scattering (radius of the

particles ap � k the wavelength), the variation of r accord-

ing to the scattering angle can be ignored (Moore and Hay,

2009). We thus consider scattering to be isotropic around

the backscatter direction and use the backscattering cross

section rbs ¼ rðh ¼ �piÞ to describe the particles scattering

properties:

N

v0

¼ sv

rbs
¼ 3M

4qspa3
; (17)

where M kg.m�3 is the particle mass concentration.

III. SIMULATION DESIGN

Several simulations were carried out to assess the model

capability to return consistent velocity and concentration

estimates. The standard system geometric configuration is

that of an ACVP system (d0 ¼ 69:3 mm; c ¼ 133:5� rad;

b ¼ 30�) (Fromant et al., 2018; Hurther et al., 2011). In all

simulations, further referred to as runs, temporal signals are

sampled at a frequency fe ¼ 100 MHz. In each run, Pn

½O 104ð Þ] pulses of duration s with a carrier frequency

� ¼ 1 MHz are emitted at a pulse repetition frequency

fPRF ¼ 1600 Hz, and b tð Þ [Eq. (2); see Fig. 3] is continu-

ously computed and stored for each of the two receivers. Ns

particles are introduced in a 7	105 mm3 rectangular domain

(x¼ y¼�50–50 mm, and z¼ 60–130 mm) surrounding the

system range-dependent directivity patterns highlighted in

Fig. 4, the position of which being uniformly distributed

along the x, y and z axis. This domain was chosen to cover a

major part of the system directivity patterns in the far field

of the system, centered around z¼ 95 mm from the emitter.

Each particle in the domain is given the same advection

speed, here in a direction aligned with the yz plane, with

velocities varying between 0.1 and 1 m/s between runs.

While it was possible to include turbulence in the present

model, no turbulent fluctuations of the particle velocity were

introduced for the purpose of this study devoted to model

performance assessment in unidirectional constant flow. For

these constant velocity values, no aliasing effect occurs over
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the entire profiling range. The number of particles was set to

reach numerical densities of 2:86	 107 particles per unit

m3, thus accounting for 2	 104 particles in the simulation

domain, for a corresponding volume concentration of

1:2	 10�4 m3=m3. This value has been chosen to maintain

a constant non-zero pulse-to-pulse number of particles

(hence, instantaneous volume concentration) within the vol-

umes sampled by the ACVP system, which is on the order of

O 100 mm3ð Þ using a standard geometric bistatic configuration

as described above (In these conditions, around three par-

ticles are located within the –3 dB sampled volume on aver-

age. Note that the total backscatter is from the whole

insonified volume containing sufficient particles for Rayleigh

statistics to apply.) This number was never perfectly constant

due to the random spatial distribution of the particles within

the flow region. Furthermore, this volume particle concentra-

tion value of 1:2	 10�4 ensures dilute particle suspension

conditions for which particle scattering induced attenuation

FIG. 3. (Color online) (a) s(t), the 2 ls sinusoidal pulse emitted at 1 MHz and associated echo. Blue and orange lines represent two consecutive pulses simu-

lated for particles moving in the positive y direction with an advection velocity of 0.5 m/s (run 3, Table I). (b) Closeup of the echo centered around the range

bin of interest (dashed vertical lines) at a vertical position z¼ 0.1079 m.

FIG. 4. (Color online) Spatial directivity patterns of the modelled system in (a) the yz plane and (b) the xz plane. The red boxes indicate the limits of the

domain in which particles are in motion. The dotted lines define the –3 dB limits of the directivity patterns of the emitter E and one receiver R1 projected on

(a) the yz plane and (b) the xz plane. The solid black line is the –3 dB contour of the complete system directivity patterns. Here, d0¼ 69.3 mm, c ¼133.5�,
b¼ 30�, a0¼ 6.35 mm, a¼ 20 mm, b¼ 2.5 mm. The emitter is located at (0,0,0), the receiver is located at (0,0.05, –0.045). The black arrow shows the flow

direction, the black þ shows the range gate of interest at z¼ 107.9 mm from the emitter.
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remains negligible. Each particle possesses scattering

properties close to that of a spherical sand particle

(qs ¼ 2650 kg:m3) of radius ap ¼ 100 lm, with a backscatter-

ing cross section rbs ¼ 8:70	 10�11 m2/m3 (Thorne and

Hanes, 2002). A 3D view of the way system directivity pat-

terns intersect the simulation domain is shown on Fig. 5.

The present simulations allowed the control of the

sampled volume by two means. The pulse length was var-

ied between 2 and 12 ls, leading to changes in the sampled

volume along the vertical axis, and the emitter directivity

patterns, controlled through the circular piston radius a0,

were selected to be between 2.12 and 19.05 mm. The latter

influenced the volume size as well as its aspect ratio. These

cases with varying sampled volumes are not necessarily

practical configurations; they were chosen to illustrate the

impact of volume changes in the present case of unidirec-

tional constant flow test conditions. Although the synthetic

echoes covered a spatial range on the order of the vertical

size of the simulation domain, all the velocities and con-

centration estimates studied hereafter only concern one

range gate centered at z ¼ 107.9 mm below the emitter

and located in the sensor far field (marked as a black þ on

Fig. 4).

Several parameters were also stored so that there was

access to each particle position/velocity within the domain.

All these parameters were computed in the gate of interest

at dk (z ¼ 107.9 mm) for both receivers, such as the number

of particles present within the mainlobe of the directivity

patterns of the system, the actual velocity of each particle

within the beam (that is the same for each particle) and the

particle velocity observed by the system after projection on

the sampled volume phase center.

Table I lists the runs that were carried out and the asso-

ciated relevant input parameters. Each run was launched on

a clustering machine and lasted approximately 15 h to gener-

ate Pn ¼ 104 raw backscattered echoes [Eq. (2)].

IV. SIMULATION ASSESSMENT

In the following, the model performance is evaluated

based on simulated backscattered echo amplitudes and

phases, for various particle advection speeds and different

settings of sampled volumes under unidirectional constant

flow conditions. For each simulation, a uniform concentra-

tion with randomly distributed particles is set in the

FIG. 5. (Color online) 3D representation of the sampled domain and transducers’ sensitivities for the emitter E (left), receivers R1 and R2 (middle), and

directivity patterns of one emitter–receiver couple (right). The red dots are modelled particles moving at an advection speed V
! ¼ 0; v; 0ð ÞT . The gray

regions (isocontours) bound the mainlobe of the emitter E (left panel), the receiver R1 (middle panel), and the couple emitter–receiver E–R1 directivity func-

tions (right panel). These regions illustrate the volume sampled within the simulated domain bounded by the rectangular box.

TABLE I. Summary of the simulation runs. For all runs, the PRF was set to

1600 Hz, the number of particles per unit m3 was set constant to 2:86	 107;

and the center of the sampled volume investigated here is set to dk ¼ 107:9

mm. The particle scattering properties were the same in all runs, as well as

the geometric properties of the system (d0 ¼ 69:3 mm; c ¼ 133:5� rad;

b ¼ 30�) and the receivers’ dimensions ða; bÞ ¼ ð20; 2:5Þmm. Note that

Runs 1–9 and 16–18 possess a standard ACVP system geometry configura-

tion such as described in Sec. II A. Also, note that u; v;w are the particles

velocity components aligned with the x; y; z coordinates, respectively.

Run Pn u; v;w (m/s) s (ls) a0 (mm)

Sampled vol.

(�3 dB) (mm3)

1 10 000 (0,0.1,0) 2 6.35 108.8

2 10 000 (0,0.25,0) 2 6.35 108.8

3 10 000 (0,0.5,0) 2 6.35 108.8

4 10 000 (0,0.75,0) 2 6.35 108.8

5 10 000 (0,1,0) 2 6.35 108.8

6 10 000 (0,0.5,0) 4 6.35 217.1

7 10 000 (0,0.5,0) 6 6.35 325.4

8 10 000 (0,0.5,0) 8 6.35 434.1

9 10 000 (0,0.5,0) 12 6.35 651.5

10 10 000 (0,0.5,0) 2 12.7 36.5

11 10 000 (0,0.5,0) 2 9.52 59.4

12 10 000 (0,0.5,0) 2 19.05 17.4

13 10 000 (0,0.5,0) 2 3.18 251.9

14 10 000 (0,0.5,0) 2 4.23 182.0

15 10 000 (0,0.5,0) 2 2.12 385.3

16 80 000 (0,0.1,0) 2 6.35 108.8

17 80 000 (0,0.5,0) 2 6.35 108.8

18 80 000 (0,0.75,0) 2 6.35 108.8
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simulation domain. The particles are further advected at a con-

stant speed normal to the emitter axis and aligned to the emit-

ter–receivers plane in the y direction with velocity v. The

particle mass concentration (proportional to the number of par-

ticles per unit volume for a fixed ap) is set constant in time

within the simulation domain, in the sense that each particle

leaving the simulation domain at one face is reintroduced

within the simulation domain at the opposite face at a random

position over the face surface—this to avoid periodicity effects

of the simulation. The potential of the present model to repro-

duce numerically consistent velocity, concentration, and sedi-

ment flux measurements is discussed in this section.

A. Controlling particle advection speed

Figure 6 presents the histograms of instantaneous parti-

cle velocity estimated using two consecutive pulses ½m ¼ 2

in Eqs. (10a) and (11) to compute the pulse-pair velocity

estimate] for the case of varying particle advection speed

(Table I, Runs 1–5; Fig. 6). The estimated horizontal veloci-

ties were computed using both receivers’ echoes, according

to Eq. (12). Despite the constant particle advection speed,

the estimated velocity shows random fluctuations. This is

due to the Doppler spectrum spreading induced by the ran-

dom phase distribution of the backscattered echo as the par-

ticles move through the sampled volume. The velocity

reconstruction obtained using Eq. (12) assumes identical

positions (on the emitter axis) of all scatterers within

the sampled volume whereas spatial deviations from the

assumed position exist leading to random fluctuations in the

computed velocities. The estimated velocities are distributed

following a Pearson type VII distribution, Eq. (13) (a normal

fit to the distributions is also displayed as a reference in Fig.

6). This is in accordance with previous results derived from

radar interferometry in bistatic configuration (Pepe and

Cal�o, 2017). The width of the distribution is controlled by

the parameter a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q tPRFð Þ2

q
, where qðtPRFÞ is the nor-

malized autocorrelation function computed following Eq.

(10a) based on the demodulated echoes seen at one of the

two receivers (the result is similar for each receiver). a
increases with increasing advection speed [Figs. 6(a)–6(e)],

associated with a decrease in peak value of PDF(v), highlight-

ing the fact that the correlation coefficient between consecu-

tive samples tends to decrease with increasing advection

speed in the absence of any turbulent particle motions.

This is further illustrated on Fig. 6(f), where the normal-

ized autocorrelation function of the velocity time series is

seen to decrease more rapidly in time with increasing particle

advection velocity. This trend was anticipated as the particle

population (more particularly their spatial distribution) within

the sampled volume changes more rapidly in-between con-

secutive pulses emitted at a constant PRF (here of 1600 Hz)

as the particle advection speed is increased. A reasonable

hypothesis indeed considers that consecutive pulses remain

correlated as long as the same particle population is insonified

within the sampled volume. In the present case of unidirec-

tional constant flow conditions, at fixed sampled volume size,

only the particle advection speed controls the residence time

of a particle cloud within the sampled volume.

For all these runs, backscattered signal amplitudes

SaðtÞ, Eq. (14) histograms were also computed for different

FIG. 6. (Color online) (a)–(e) PDF(v) of the instantaneous velocities (using two consecutive pulses) for various velocities (Runs 1–5) and fixed sampled vol-

ume. The red lines are normal fits to the distributions shown here as a reference, the black lines are Pearson type VII fits to the distribution. (f) Normalized

autocorrelation function of the estimated velocity time series for all velocity cases, tp, is the time elapsed between two pulses.
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advection speeds (Table I, Runs 1–5; Fig. 7). Time series of

SaðtÞ are Rayleigh distributed as expected (Strutt and

Rayleigh, 1877; Zedel, 2008), displaying similar mean

square values [Fig. 7(f)] normalized by the sampled volume

v0ða0Þ (in m3). The width of the distributions appears steady

as shown in Fig. 7(f) where S2
aðtÞ=v0ða0Þ exhibit similar

median and 1
4

and 3
4

quantiles.

B. Controlling volume size and shape

The present model also allows control of the sampled

volume size, by modifying the pulse length or its shape by

modifying the system (emitter–receiver couples) directivity

patterns. The latter was here simply altered by adjusting the

emitter radius size. The volume sampled by one receiver

possesses a complex 3D shape, defined by the intersection

of the isotravel lines of the pulse contouring the measure-

ment gate (region in space where the time necessary for a

pulse to travel from the emitter to the receiver remains con-

stant) within the mainlobe of the directivity patterns of the

emitter–receiver couple. In the present case, as the emitter

radius is increased (decreased), the mainlobe of the emit-

ter–receiver directivity patterns narrows (widens).

Alternatively, increasing the pulse length leads to a vertical

expansion of the sampled volume and conserves the

aspect ratio. These regimes are not necessarily practicable

configurations but they permit the study of the effect

of measurement collocation on velocity and concentration.

The collocation of the volumes insonified by each receiver

is an important parameter when turbulence-resolved

multi-component velocity estimations are of concern.

Figure 8 illustrates the position of the particles insonified in

one measurement gate (dk ¼ 107:9 mm) by a 2 ls–duration

pulse to be recorded by each of the two receivers R1 and R2

(Fig. 4). The final echo recorded by each receiver is the sum

of the backscatter from each individual particle within the

volume weighted by the directivity patterns of each bistatic

emitter–receiver couple.

As the emitter radius changes, the resulting sampled

volume is stretched both horizontally (y direction) and verti-

cally (z direction). For the smaller emitter radii, the regions

in space seen by both receivers begin to differ substantially,

leading to increasingly more non-colocalized measurements

as a systematic measurement position error in the geometric

multi-component velocity reconstruction [Eq. (12)], which

assumes a theoretical volume center on the emitter axis

[blue cross in Figs. 8(a), 8(c), and 8(e)]. In these calcula-

tions, the measurement position is set at the sampled volume

centroid, computed as the barycenter of the directivity beam

patterns across the isotravel lines defining the gate of

interest.

Furthermore, measurement resolution is also decreased

due to the increasing vertical extents of the sampled vol-

umes. Moreover, as the emitter radius decreases, the vertical

distribution of the insonified particles contributing to the

echo becomes increasingly less homogeneous due to the

narrow upper tail of the sampled volume, with less targets

located near the thin upper tail of the sampled volume [visi-

ble on Figs. 8(d) and 8(f) in the xz plane). Consequently, tar-

gets located in the narrowing upper tail contribute to a lesser

FIG. 7. (Color online) (a)–(e) PDF(SaðtÞ) of the backscattered amplitudes for particle advection velocities ranging from 0.1 to 1 m/s (Runs 1–5). The black

lines are the Rayleigh fits to the distributions. (f) Boxplots representation of the mean squared backscatter distributions for all advection velocities where the

red lines represent the median value, and the extrema of the dotted lines show the extrema of the distribution. The upper and lower levels of the boxes in the

boxplot refer to the 25th and 75th percentiles.
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number of consecutive pulses than those located in the lower

part. Due to the complex 3D shape of the sampled volume,

this effect persists when increasing the pulse length by a few

cycles (not shown here for brevity). Finally, Figs. 8(a) and

8(b) confirms the co-located feature of the standard ACVP

system geometry in Hurther et al. (2011) corresponding to

Runs 1–5 with a0 ¼ 6:35 mm.

The previous effects associated with different sampled

volume settings (pulse time-length and emitter radius) are

visible in the simulated statistical distributions of particle

velocity. Figures 9 and 10 present the instantaneous veloci-

ties distribution [Eq. (12)] estimated using two consecutive

pulses for the case of varying pulse length (Table I, Runs 1

and 6–9) and emitter radius (Table I, Runs 1 and 10–15),

respectively, for a fixed particle advection velocity of

0.5 m/s.

Increasing the pulse length appears to have no impact

on the estimated velocity distribution [Figs. 9(a)–9(e)] nor

on the normalized autocorrelation function in terms of mean

correlation time scale [Fig. 9(f)]. In the present case of uni-

directional constant flow conditions with particle velocities

in y-direction, the increase in the sampled volume in

z-direction does not increase the characteristic correlation

time; this is in accordance with the previous hypothesis

relating correlation of consecutive pulses to particle resi-

dence time within the sampled volume.

Changing the sampled volume aspect ratio by decreas-

ing a0 seems, however, to impact the velocity distributions.

As the mainlobe of the directivity patterns widens (decreas-

ing emitter radii), the width of the distribution is controlled

by the parameter a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q tPRFð Þ2

q
; this appears to

increase for a0 ¼ 4:23 mm and below [Figs. 10(e)–10(g)],

as a probable result of a higher geometric velocity recon-

struction error of the horizontal velocity [see Figs. 8(c) and

8(e)]. Consecutive pulses are also seen to reduce coherence

more rapidly as a0 decreases [Fig. 10(h)]. The extent of this

loss of coherence is however less sensitive here compared

to varying advection speed [Fig. 6(f)] and may be the result

of the inhomogeneous vertical distribution of the particles

contributing to the echo as the system directivity patterns

stretches horizontally [Figs. 8(d) and 8(f)]. It is also

noted that a slight decrease in q tPRFð Þ (increase in a) is

also observed for the smaller sampled volume [Fig. 10(a)],

FIG. 8. (Color online) Representation of the volumes sampled in (a)(c)(e) the y-z plan and (b)(d)(f) the xz plane by each receiver R1 and R2 in bistatic config-

urations used in (a) and (b) run 1, (c) and (d) 13, and (e) and (f) 15. Black (red) dots represent the position of particles (projected on the plane of interest)

contributing to the backscattered echo within the volume sampled by the right (left) receiver R1 (R2) for the current pulse. Panels (a)–(c) show the theoretical

volume center (blue þ) used for velocity reconstruction [Eq. (12)], and the volume centroids relative to the E-R1 (white þ) and E-R2 (black þ) transducers

couples. The colormap reveals the mainlobe of the directivity patterns for the emitter and R1 receiver E-R1 transducer couple for D2
R1 > 0:125 (or

10log10D2
R1 > �9 dB). The value 0.125 has been chosen here for illustration purpose as it encompasses most of the system directivity function mainlobe on

the figure (no threshold is used in the calculations). The vertical extent of the sampled volume is indicated with dashed white lines and is common for both

emitter–receiver couples as the system is axisymmetric around the emitter axis.
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as the residence time of the particles traversing the volume

is decreased: the smaller sampled volumes ½Oð10 mm3Þ;
see Table I] do not ensure permanent presence of particles

within the –3 dB volume, and the question of the mini-

mum sampled volume size for a given particle volume

concentration arises leading to a potential discontinuity in

the measured time-resolved particle concentration.

Time series of backscattered amplitudes for varying

pulse length (Fig. 11) and emitter radii (Fig. 12) at a constant

particle advection speed of 0.5 m/s are Rayleigh distributed as

FIG. 9. (Color online) (a)–(e) PDF(v) of the instantaneous velocities (using two consecutive pulses) for various sampled volumes controlled by the pulse

length s (Runs 1 and 6–9) and fixed advection velocity, v ¼ 0:5 m/s. The red lines are Normal fits to the distributions, the black lines are Pearson type VII

fits to the distribution. (f) Normalized autocorrelation function of the estimated velocity time series for all pulse length cases.

FIG. 10. (Color online) (a)–(g) PDF(v) of the instantaneous velocities (using two pulses) for various sampled volume controlled by the emitter radius (Runs

1 and 10–15) and fixed advection velocity, v ¼ 0:5 m/s. The red lines are Normal fits to the distributions, the black lines are Pearson type VII fits to the dis-

tribution. (h) Normalized autocorrelation function of the estimated velocity time series for all sampled volume cases.
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FIG. 11. (Color online) (a)–(e) PDF ðSaÞ of the backscattered amplitudes for sampled volume ranging from 108 mm3 (s¼ 2 ls) to 650 mm3 (s¼ 12 ls)

(Runs 1 and 6–9). The sampled volumes were adjusted by tuning the pulse length s. The black lines are Rayleigh fits to the distributions. (f) Boxplots repre-

sentation of the volume-normalized mean squared backscatter distributions for all sampled volumes where the red lines represent the median value, and the

extrema of the dotted lines show the extrema of the distribution. The upper and lower levels of the boxes in the boxplot refer to the 25th and 75th

percentiles.

FIG. 12. (Color online) (a)–(g) PDF ðSaÞ of the backscattered amplitudes for sampled volume ranging from 17 mm3 (a0¼ 19 mm) to 385 mm3 (a0 ¼ 2.1 mm)

(Runs 1 and 10–15). The sampled volumes were adjusted by adjusting the emitter radius a0. The black lines are Rayleigh fits to the distributions. (h)

Boxplots representation of the volume-normalized mean squared backscatter distributions for all sampled volumes where the red lines represent the median

value, and the extrema of the dotted lines show the extrema of the distribution. The upper and lower levels of the boxes in the boxplot refer to the 25th and

75th percentiles.
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expected, displaying similar mean square values once nor-

malized by the sampled volumes v0ða0Þ. The widths of the

distributions are fairly similar to the case of varying veloci-

ties, as shown in Fig. 7(f). No particular effect on the normal-

ized mean squared backscattered amplitudes can be seen in

the present case of unidirectional constant flow simulation

due to volume changes [Fig. 11(f) and Fig. 12(h)].

As shown in the present case of unidirectional constant

flow simulations, the model offers opportunities to investi-

gate the role of the sampled volume in the final velocity esti-

mate. It particularly highlights the importance of ultrasound

beam pattern associated with sensor geometry for velocity

measurements. When high-resolution multi-component

velocity measurements are aimed at a given small flow scale

(driven by viscosity or by flow turbulence), the different

bistatic radial velocity components must be measured simul-

taneously (at turbulence-driven scale) at the same position

and within a sampled volume of size being larger than the

flow scale to be resolved. In typical highly turbulent flow

conditions, Lemmin and Rolland (1997), Shen and Lemmin

(1999), and Hurther et al. (2011) designed a bistatic system

using wide angle receivers with beam patterns overlapping a

wide domain of the highly directive emitter beam patterns

(see Fig. 4). This allowed collocated measurements

[Fig. 8(a)] at a distance far from the sensor induced flow dis-

turbance region (typically of a few centimeters below sen-

sors) with a vertical resolution converging asymptotically

with range, towards the monostatic resolution of cs=2. Hay

et al. (2012a) and Hay et al. (2012b) selected a bistatic sys-

tem composed of identical high-directivity transducers for

both emission and reception, thus constraining the region of

collocated velocity measurements around the point of inter-

section of the emitter and receiver beam patterns (Zedel

et al., 2021) but sampling the vertical domain with a con-

stant spatial resolution of cs=2.

Both these systems have demonstrated their potential to

profile sediment fluxes in highly turbulent sediment-laden

flows (Smyth et al., 2002; Hurther and Lemmin, 2003;

Fromant et al., 2018; Fromant et al., 2019; Zedel et al.,
2021), and while in this study the choice has been directed

towards modelling ACVP systems, the present approach can

be transposed to other geometries. With consistent velocity

and backscatter amplitude statistics returned, the present

point-particle approach can thus be regarded as a simulation

tool adapted to the examination of hydroacoustic particle

flux measurements with the capability to investigate the sys-

tem related effects of beam pattern geometry and effects due

to flow conditions.

V. MEASUREMENT ACCURACY OF SEDIMENT FLUX

Hydroacoustic profilers, such as the acoustic particle

flux profiler (APFP) (Shen and Lemmin, 1997), acoustic

concentration and velocity profiler (ACVP) (Hurther et al.,
2011), or multi-frequency coherent Doppler profiler

(MFDop) (Hay et al., 2012a,b) systems provide time-

resolved measurements of sediment fluxes at rates resolving

the smallest flow scale involved in sediment transport. For

the wide majority of sediment-laden flow conditions, this

typically implies turbulent microscales on the order of 0.01 s

for the velocity and 0.1 s for the smallest concentration

scales (Thorne and Hurther, 2014). As a consequence, sedi-

ment fluxes defined as the local product of sediment velocity

and concentration need to be measured at rates of about

10 Hz. Resolving these time scales is linked to our capability

to observe the flow properties (velocity, concentration)

quasi-instantaneously, at a temporal rate sufficiently high to

ensure signal coherency, necessary for the flow accuracy,

over a period of time sufficiently large to reach incoherent

scattering conditions for the concentration estimate. For

velocity measurements, pulse-to-pulse phase coherency over

received consecutive echoes is guaranteed when the pulse

repetition period is much smaller (usually set to ten times)

than the correlation time scales of the Doppler signal dis-

cussed in Sec. IV A (Figs. 9 and 10). This implies typical

PRF values on the order of 1 KHz. On the other hand, for

particle concentration measurements, in order to suppress

the contribution of the coherent phase term in Eq. (7a) (sec-

ond term in the parenthesis), averaging of the echo ampli-

tudes Sa must be done over sufficient statistical independent

pulse echoes so that the coherent phase term becomes a ran-

dom variable with a zero valued average. The number of

independent realizations for the calculation of one concen-

tration estimate determines the statistical bias errors on the

time-resolved concentration measurement as discussed by

Thorne and Hurther (2014). However, in Thorne and

Hurther (2014), no explanation considering sampled volume

geometry and flow conditions effects was given to justify

the number of statistically independent pulse echoes needed

for a robust (i.e., weakly statistically biased) time-resolved

particle concentration estimate.

When it comes to time-resolved flux measurement, no

clear consensus exists on how many consecutive pulses are

then necessary to build a robust time-resolved estimate of

the concentration when backscattered echoes are only par-

tially decorrelated, and the question relative to the conver-

gence of such partially incoherent observations arises. For

this purpose, estimation of the measurement accuracy of

time-resolved sediment velocity, concentration, and flux is

investigated here considering the random scattering process

(at the scale of the sampled volume) discussed above (Sec.

IV A) under imposed constant particle speed (as a proxy of

unidirectional constant sediment-laden flow conditions).

Estimating the measurement accuracy under these simplified

flow conditions is a crucial first step before considering

more complex and realistic flow conditions involving turbu-

lence induced random fluctuations of velocity, concentra-

tion, and sediment flux.

Three 50 s long runs (Runs 16–18 using the settings of

Runs 1, 3, and 4, respectively; Table I) were generated for

the estimation of the measurement accuracy of time-

resolved velocity, concentration, and sediment flux. The

sensor geometry and pulse time-length settings for these

runs correspond to standard ACVP configuration.
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These runs were split into 50 sub-runs of 1 s each. For

each sub-run, velocity v [Eqs. (10)–12)], concentration M
[Eqs. (15)–(17)], and flux Mv were calculated using a grow-

ing sequence of m consecutive pulses, from m ¼ 2 to 1600

for time-resolved estimation. Therefore, because

fPRF ¼ 1600 Hz, the lowest and highest simulated time-

resolutions are 1 s and 1.25	 10�3 s. These time-resolution

values are called integration time in the following because

they represent the time interval t over which the consecutive

echoes are averaged for one estimate using the pulse-pair

technique. In this way, time-resolved estimates of v and M
could be produced (albeit the time-resolved feature becomes

questionable for high values of m) over a range of temporal

rate varying from 1 to 800 Hz. Thus, each sub-run produced

a realization of how v; M and Mv converged over 1 s.

Figures 13(a)–13(c) envelopes displays the evolution as a

function of integration time of the standard deviation (over

50, sub-run, realizations) of estimates v [Fig. 13(a)],

M [Fig. 13(b)], and Mv [Fig. 13(c)] for particles moving at

0.1, 0.5, and 0.75 m/s. For each quantity in Figs.

13(a)–13(c), a reference mean value (represented as the

thick colored solid curve) is calculated from an average over

the particles present within the sampled volume, the number

of which can vary slightly from one pulse to another due to

exiting and entering particles. Note, for instance, the resid-

ual mean value fluctuations seen in the reference mean con-

centration and sediment flux values shown by the slightly

oscillating colored solid curves [Figs. 13(b) and 13(c)]. The

magnitude of these small oscillations represents the mini-

mum achievable measurement error since its origin is asso-

ciated with a sampled volume size close to the minimal size

for a representative (spatially averaged) volume particle

concentration. For larger sampled volumes, this residual

oscillation vanishes to zero; however, the aim here is to

examine the local small-scale mass concentrations. The

optimal sample volume size for the simulated (low) particle

FIG. 13. (Color online) Evolution of the standard deviation envelope of the (a) time-resolved velocity, (b) concentration, (c) flux estimates (color patches)

with respect to the integration time (which is linked to the number of consecutive samples necessary to create an estimate), for advection velocities of 0.1 m/

s (yellow, Run 16), 0.5 m/s (blue, Run 17), and 0.75 m/s (magenta, Run 18). The standard deviations were derived from 50 independent 1 s duration samples.

In panels (a)–(c), the solid-colored lines correspond to the mean expected value based on the actual particle number within the sampled volume. On panels

(b), the thick black line shows the 1=
ffiffiffiffi
m
p

behavior. The evolution of the normalized root mean squared errors with respect to integration time are also repre-

sented for (d) velocity, (e) concentration, (f) flux (Runs 1–5). Panels (g)–(i) represent the same data as panels (d)–(f), with the x axis normalized by the

decorrelation time t�.
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volume concentration condition can be found by determin-

ing the minimal size above which the oscillation of the ref-

erence mean concentration value remains below a fixed

relative error value. In the present case, Figs. 13(b) and

13(c) show that this minimal error is below a few percent

which ensures the appropriateness of the tested sampled vol-

ume size.

For each particle advection velocity case, the estimated

quantities display high uncertainty for small numbers of

consecutive pulses m (or small integration time t). The

velocity bias error [Fig. 13(a)] collapses at a faster rate than

the concentration error [Fig. 13(b)]. Only a few consecutive

pulses are required for the pulse-pair method to remove the

noise due to the spatial distribution of the particles within

the sampled volume. Also, it can be visually inferred on

Fig. 13(a) that the error on velocity decreases faster for

lower particle advection speeds, whereas the opposite trend

can be observed for the concentration error where the error

magnitude remains high for the 0.1 m/s case [Fig. 13(b)].

This supports the idea that longer particle residence time

within the sampled volume maintains phase coherence over

more consecutive pulses [Fig. 6(f)] as a source of statistical

bias errors in the concentration estimation.

For all velocity cases, the black solid curve in Fig.

13(b) shows that the concentration bias errors display a

trend in 1=
ffiffiffiffi
m
p

where m is the number of independent echo

amplitude realizations. This trend confirms the Rayleigh dis-

tributed echo amplitudes as shown in Thorne and Hurther

(2014) when incoherent scattering conditions are met.

Furthermore, it can be seen that for the smaller, 0.1 ms�1,

velocity case, the bias error becomes larger and that the

range with the trend in 1=
ffiffiffiffi
m
p

is shifted towards larger inte-

gration time values. This supports that longer particle resi-

dence time within the sampled volume maintains coherence

over more consecutive pulses [Fig. 6(f)] as a source of ran-

dom errors in the concentration estimation.

These different scales of convergence for the velocity

and concentration estimates are highlighted on Figs. 13(d)

and 13(e), respectively, representing the evolution of the

normalized root mean squared error (rmse), as a function of

integration time. An order of magnitude separates the nor-

malized rmse for velocity ½O 10�2 � 10�1ð Þ] and concentra-

tion ½Oð10�1 � 100Þ]. For both estimates, the magnitude of

the rmse decreases, according to both increasing advection

speed and integration time. As anticipated from Fig. 13(b),

the normalized rmse for the concentration exhibits a slow

decrease rate with respect to integration time for small inte-

gration times, for which the estimate has not yet met the cri-

terion of incoherent scattering. This trend is more

pronounced as the particle advection velocity is reduced as

previously observed from Fig. 13(b).

The order of magnitude of convergence rate existing

between velocity and concentration estimates has a critical

impact on the bias error of sediment flux [Fig. 13(c)], which

follows the trend of the concentration error [Fig. 13(f)].

Although this is not a problem for time-averaged (usually

called net) flux estimations, especially in unidirectional

constant flow conditions, this suggests that getting (weakly

biased) time-resolved sediment flux measurements depends

first on the measurement accuracy of time-resolved concen-

tration. This is in good agreement with the typical ratio of 1

order of magnitude between the time-resolutions of pulse-

coherent velocity and concentration (and sediment flux)

measurements obtained with the ACVP technology

(Naqshband et al., 2014; Revil-Baudard et al., 2015,

Fromant et al., 2018; Grossmann et al., 2023). How turbu-

lent flow scales smaller than the sampled volume size affect

coherence time scale of the Doppler signal and velocity and

concentration statistics has not been studied in great detail

so far. The present numerical point-particle model tool

offers this type of investigation, where an adapted descrip-

tion of the scattering from turbulent microstructures to

account for the temporal fluctuation of the scattered field

due to the time-varying random medium (Ishimaru, 1978;

Shen and Lemmin, 1997) and subsequent Doppler frequency

spread anticipated in the temporal frequency spectrum of

the return echos could be implemented.

Finally, the integration time in the plots of normalized

rmse plots was made dimensionless with respect to the cor-

relation time scale t� for each simulated case. t� is deter-

mined as the time separating two pulses beyond which the

normalized autocorrelation function drops below a value of

0.1 [Fig. 6(f)] [qðt�Þ ¼ 0:1]. This decorrelation time

increases with decreasing particle advection speed, as shown

on [Fig. 6(f)]. The final curves of normalized rmse of v
[Fig. 13(g)], M [Fig. 13(h)], and Mv [Fig. 13(i)] appear to

collapse after t=t� ¼ 1 towards a common curve, supporting

the supposition that the mean particle residence time within

the sampled volume is the governing parameter of the mea-

surement error in sediment flux estimations. Subsequently,

beyond t=t� ¼ 1, the incoherence criterion begins to be met

as the estimate is assembled from consecutive independent

echo amplitude realizations. Thus, as the integration time is

extended, the evaluation of the velocity is improved with

the pulse-pair method, as the noise in the estimate of the

phase of the autocorrelation function is filtered out. Further,

the value computed for concentration becomes more accu-

rate due to the incoherence averaging criterion being met.

For integration time above 100 t�, the normalized rmse for

the concentration and flux is 8% of the mean value.

Interestingly, this value is close to the 10% normalized error

mass that would be expected for a Rayleigh distribution

(Thorne and Hurther, 2014).

VI. SUMMARY AND CONCLUSIONS

A new numerical model capable of simulating the

ultrasound scattered echoes of an insonified particle cloud

moving with unidirectional constant flow speed using a

point-particle scattering approach has been described and

validated. The model considers each individual particle in a

3D domain surrounding the volumes sampled by a bistatic

sonar system with controlled geometry. The model consid-

ers transducers’ beam patterns, spherical spreading, sound
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absorption, and scattering properties, as well as flow proper-

ties. Accurate control of the sampled volume shape and

position can be achieved by manipulating the transducers’

dimensions and geometry. The present model differentiates

itself from previous numerical models (Zedel, 2008; Zedel

et al., 2021) by considering the scattering characteristics of

individual sediment scatterers and by allowing an examina-

tion of the cloud effects on the measured velocity and sedi-

ment concentration profiles for sediment flux profile

estimates.

The model performance was evaluated in dilute flow

conditions, without particle scattering induced attenuation

effects, as an initial step before considering more realistic

and complex sediment-laden flows in highly turbulent flows.

Under these conditions, the model returns consistent esti-

mates of velocity and backscattered amplitudes for varying

particle advection speeds and sampled volume size and

shape, revealing the importance of measurement collocation

in multi-bistatic system configuration for multi-component

velocity estimation. An examination of the temporal auto-

correlation function of the Doppler signal also supports the

hypothesis of consecutive pulses remaining correlated as

long as the same particle cloud is insonified within the sam-

pled volume over the number of consecutive pulses used for

a time-resolved measurement.

Application to the estimation of the measurement accu-

racy of sediment flux in steady unidirectional flow condi-

tions (with no turbulent motion) is also considered. The

dichotomy of requiring coherent measurements for the flow

accuracy, and independent, incoherent measurements for

concentration is demonstrated by the difference in conver-

gence time scales of both velocity and concentration esti-

mates. This difference is at the origin of the bias error in

time-resolved sediment flux estimations, which is shown to

be dominated by the statistical bias error in the concentra-

tion estimate. The final error in the flux is seen to be par-

tially controlled by the residence time of particles within the

sampled volume, also known as the transit time effect in

hydroacoustic turbulence measurements studied by

Lhermitte and Lemmin (1990).

Finally, the present numerical model offers interesting

investigation performances for understanding the leading

scattering processes in hydroacoustic sediment flux mea-

surements. The model’s design makes it a supporting tool

adapted to investigate novel techniques for more robust flux

estimation and further highlight measurement uncertainties.

These uncertainties fundamentally affect:

(1) the measurements’ temporal accuracy, due to the inter-

play existing between coherent and incoherent require-

ments for velocity and concentration estimations,

respectively,

(2) the measurements’ spatial accuracy, due to the necessity

of collocated measurements in bistatic configuration.

The present model can further be utilized to assess a

number of different system configurations (implemented in

widely used UVP, ADVP systems) and flow scenarios

considering more realistic flow regimes representative of

coastal and fluvial sediment-laden flows.
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