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Abstract

Parkinson’s disease is one of the most diffuse neurodegenerative diseases. While the aetiology of Parkinson's
disease remains elusive, the degeneration of the dopamine - producing nigrostriatal neurons, along with the
accumulation of alpha-synuclein, are pathophysiological hallmarks. The impairment of motor functions, a
consequence of the involvement of the thalamic-frontal loop, dominates the overt clinical picture. However,
more recent findings clarified that the symptoms are more widespread, and cognitive and/or behavioral
dysfunctions are also common. Accordingly, neuroimaging studies show that, even in early disease, structural
and functional alterations are not confined to the motor areas. This suggests that the effects of the nigro-striatal
neurodegeneration are not restricted to the motor areas alone but, rather, they modify the behavior of the brain
on a large scale. Understanding how the local degeneration of dopaminergic neurons affects the whole brain
dynamics remains an open question.

The purpose of this study is to understand how the ability of the nigrostriatal pathways to support a
dopaminergic stimulation affects the brain as a whole. To this end, we leverage simultaneous recordings from
EEG and deep electrodes placed near the subthalamic nuclei (STN) from 10 Parkinsonian patients, acquired
both before and after administration of L-Dopa. We used the topography of the spreading of aperiodic waves
over a large scale (i.e. neuronal avalanches), utilizing the recently described avalanche transition matrix (ATM),
to characterize the brain dynamics. To simulate the effect of L-Dopa in silico, we deployed a mechanistic
neural-mass model derived from the adaptive quadratic integrate-and-fire model (aQIF) of individual neurons
that has been extended to include dopamine concentration as a variable. Each parcelled brain region is equipped
with a neural mass and then coupled according to the empirical connectomes, where connections can be either
excitatory, inhibitory, or dopaminergic. Then, the whole-brain dynamics have been simulated for different
configurations, i.e., for different dopaminergic tones. This way, we obtained a numerical prediction of the
expected dynamics (in terms of properties of the ATMs), as observed in the deep electrodes and the EEG, given
different dopaminergic tones. Then, in a Bayesian set-up, we used a class of deep neural networks to “invert” the
model and infer the most likely dopaminergic tone given the empirically observed dynamics. For all ten patients,
we correctly inferred that the dopaminergic tone was higher given the dynamics observed after administration of
L-Dopa, and lower before. In other words, we could distinguish and quantify the dopaminergic tone from the
electrophysiological data if the subjects had orally taken L-Dopa. This was achieved by integrating the
background (anatomical and dynamical) knowledge into model prediction about the physiology of dopamine (as
opposed to training a classifier to distinguish empirical data). Finally, we carried out a diagnostic for the
validation of the model, as well as a further description of the simulated dopamine dynamics.
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Introduction
Parkinson's disease (PD) is the second-most common neurodegenerative disorder, imposing a significant
socio-economic burden 1. The pathophysiology is characterized by the degeneration of dopaminergic neurons in
the substantia nigra, and the consequent depletion of dopamine in the nigrostriatal pathways 2. Such alterations
disrupt normal activity patterns, affecting brain dynamics on a large scale 3. Accordingly, changes in the cortical
dynamics are more predictive of clinical symptoms as compared to basal ganglia dynamics4. In turn, the
symptoms are not restricted to motor abilities but, rather, involve multiple domains5. In line with this, structural
Magnetic Resonance Imaging (MRI) has shown that the areas impacted by PD are more extensive than once
believed6. Functional MRI (fMRI) has revealed dysfunctions in the cortico-striatal networks, with these
disruptions extending to various other brain regions7. A magnetoencephalography (MEG) study demonstrated
global changes in fast brain dynamics in PD, showing stereotyped brain dynamics as compared to controls, with
the flexibility of the dynamics shrinking proportionally to clinical impairment 8.
How does the degeneration primarily occurring in the nigro-striatal pathways impact the whole brain? More
specifically, how does the inability to sustain appropriate dopaminergic tone in the nigro-striatal pathways affect
activities elsewhere?

We aim to elucidate how effective dopaminergic tone influences large-scale brain dynamics, drawing from
empirical data9 and utilizing large-scale mechanistic whole-brain models10. To accomplish this, we leverage data
acquired from Parkinsonian patients both before (OFF state) and after (ON state) the administration of treatment
with L-Dopa. Each patient has six EEG electrodes placed above the motor areas and two deep leads (four
contacts each) near the left and right subthalamic nuclei9. We use the recently described avalanche transition
matrix (ATM) to capture the brain dynamics11. Focusing on aperiodic large-scale bursts of activities (i.e.
neuronal avalanches), the ATMs capture the probability of large-scale activities consecutively propagating
across any two regions. The transition probabilities are altered in neurodegenerative diseases 12,13, and by the
presence of a task 14. This way, we have quantified the coordination of the activities recorded in the electrodes
implanted in patients both in the ON and the OFF states.

In parallel, we deployed a mechanistic model, known as the Dody (Dopamine Dynamics) model, that is derived
from the adaptive quadratic integrate-and-fire (aQIF) model of individual neurons10. While originally designed
for a single population of neurons, we have now coupled the model's equations according to three different
connectivity matrices, representing excitatory, inhibitory, and dopaminergic connections, respectively. We wish
to study a variable of interest that represents the dopaminergic tone, and its effect on the whole-brain dynamics.
This variable represents the ability of the nigro-stratal pathways to effectively project their activities to the rest
of the brain (that is, to respond to a dopamine load effectively). The evolution of local dopamine is captured by a
dedicated differential equation, with one term corresponding to the increase of concentration due to
dopaminergic projection and a second term capturing the reuptake mechanisms through Michaelis-Menten
kinetics15,16, which describes the dynamics of dopamine concentration. In turn, the dopamine concentration
impacts the model's dynamics, as it is included in the mean-field equation of the membrane potential. This effect
is mediated by the connectome (which we assume to be constant in the On and Off state) 17, and a free
parameter, which is our parameter of interest to estimate, as it provides insights into the effectiveness of the
stimulation. We have then projected out the simulated activities to virtual electrodes, thence providing a
prediction that can be straightforwardly compared to the empirical data. In simpler terms, the model predicts
how changes in dopaminergic tone affect large-scale brain dynamics.

To quantify the uncertainty of our prediction, we use a Bayesian framework implemented with advanced
probabilistic machine learning techniques, called simulation-based inference (SBI18) to efficiently invert the
model19. In other words, we infer the posterior distribution of dopaminergic tone given the (low-dimensional
data features of) empirical ATM patients. If our prediction is correct, we expect that the model would predict
higher dopaminergic tone given the data acquired in the ON state, and lower when inferring the dopaminergic
tone starting from data acquired during the OFF state. We test this in each participant. The overall pipeline of
this approach is shown in Fig. 1.

In this process, we must consider some key points to achieve our goal. Firstly, it is essential to understand which
brain data features indicate optimal brain activity to replicate individual dynamics in silico and to predict the
effects of different dopaminergic tones on individual patients. This needs to be sufficiently informative about the
brain dynamics yet low-dimensional for the efficiency of SBI.

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted July 10, 2024. ; https://doi.org/10.1101/2024.07.08.24309856doi: medRxiv preprint 

https://www.zotero.org/google-docs/?pEDVy9
https://www.zotero.org/google-docs/?ImXBtS
https://www.zotero.org/google-docs/?SQwheY
https://www.zotero.org/google-docs/?VxvpR2
https://www.zotero.org/google-docs/?B2NSAB
https://www.zotero.org/google-docs/?WTVdVd
https://www.zotero.org/google-docs/?Wgd0oY
https://www.zotero.org/google-docs/?sy9bQj
https://www.zotero.org/google-docs/?xz3flb
https://www.zotero.org/google-docs/?h4R8yM
https://www.zotero.org/google-docs/?19ghVD
https://www.zotero.org/google-docs/?tY7oJg
https://www.zotero.org/google-docs/?B4Ccvw
https://www.zotero.org/google-docs/?1xSCxe
https://www.zotero.org/google-docs/?3gPmsu
https://www.zotero.org/google-docs/?1HpmUs
https://www.zotero.org/google-docs/?9NhQeB
https://www.zotero.org/google-docs/?W28I5P
https://www.zotero.org/google-docs/?555vWt
https://doi.org/10.1101/2024.07.08.24309856


Results

Dody Model: generation of dopamine-driven dynamics

Starting from the model described in this work10, where dopamine has been included, we modify the connection
terms, expanding from a single-node framework to whole-brain according to three distinct layers that simulate
different types of neuronal connections: excitatory, inhibitory, and dopaminergic. Each structural connection can
be part of one layer (that is, it is either excitatory, inhibitory, or dopaminergic). A connection scaling factor,
either , , or , modulates each layer. In other words, if a connection is excitatory, it will be scaled𝑤

𝑑𝑜𝑝𝑎
𝑤

𝑖𝑛ℎ
𝑤

𝑒𝑥𝑐

by , inhibitory by , and dopaminergic by . The connections are shown in Fig. 2 A. The types of𝑤
𝑒𝑥𝑐

𝑤
𝑖𝑛ℎ

𝑤
𝑑𝑜𝑝𝑎

connections are not merged because they play different roles in the brain. This is encapsulated mathematically as
each type of connection enters the equation differently, simulating different action mechanisms.

A parameter exploration is carried out to observe the qualitative changes in the system dynamics. To understand
the dynamics of the model we used previous results at the single node level10. Then we focus at the network
level to understand how the interplay between the three layers of connectivity (excitatory, inhibitory, and
dopaminergic) would affect the overall dynamics. For these reasons, we systematically vary the parameters (

, , ) to shift the system into a different regime. Thus, we set these values within the range that𝑤
𝑑𝑜𝑝𝑎

𝑤
𝑖𝑛ℎ

𝑤
𝑒𝑥𝑐

would let the whole-brain model exhibit a rich dynamical repertoire, as observed in brain recordings. In other
words, we aim to simulate emerging dynamics at the whole-brain level.

Fig. 2 provides an overview of the dynamics generated by the Dody model. Specifically, after establishing fixed
values for and (as our focus is to simulate the effects of altered dopaminergic tone, see Fig. 2, panel𝑤

𝑖𝑛ℎ
𝑤

𝑒𝑥𝑐

A), we explore how changes in influence the system. This simulation aims at mimicking scenarios when𝑤
𝑑𝑜𝑝𝑎

patients are being administered L-Dopa. Fig 2 panel B exemplifies the part of the parameter space that was
explored. The global dynamics become richer for higher dopaminergic tones, as more regions are recruited
across the brain than for lower dopaminergic tones. Despite only modifying the term related to dopaminergic
connections, a qualitative change in dynamics is observed across the whole brain, in particular, Fig. 2, first row
of panel C, shows the phase planes of the fast variables, namely firing rate and voltage, as a function of
increasing (left to right. The second row of the same panel shows how the increasing of dopaminergic𝑤

𝑑𝑜𝑝𝑎

tone impacts the Subthalamic Nuclei. One can observe that the system displays large oscillations for low values
of dopaminergic tone, which diminish as the dopaminergic tone increases. The corresponding time series, (panel
D, firing rate at the top, voltage at the bottom) show that, for low levels of dopaminergic tone, the activities
across the brain are highly coordinated, with large synchronous oscillations recruiting all regions. Conversely,
for high dopaminergic tones (at equal levels of noise) the system shows less-stereotyped activities. In the next
step, we project the simulated activities to the sensor space using a lead field matrix. This is a necessary step,
going from the simulated source activities to time-series that can be directly compared to the empirical data.
Specifically, we projected out the source activities to the EEG channels located above the motor-sensory areas
bilaterally, that is F3, C3, F4, C4, Fz, and Cz. In short, the sensor-level signals are understood as a weighted
linear superposition of all the source-level activities. As per the subthalamic nuclei (STN), the simulated
voltages have been compared directly to the lead field potential recorded by deep electrodes placed in the STNs
bilaterally. Figure 3, panel B reports the time series of the simulated voltages in OFF (above, signified by the
small pills) and in ON (below, signified by the larger pills). Going from the bottom to the top, the first six time
series correspond to the simulated EEG signals (i.e. after the projection via the lead field), and the remaining
two time series correspond to the activities of the subthalamic nuclei (see methods for details). To characterize
the spatio-temporal dynamics over a large scale, we utilize avalanche transition matrices, which track the
spreading of nonlinear bursts. First, the z-scored signals have been binarized, and set to 1 for z>2, and to 0
otherwise. This way, the bursts of activations were identified. Then, for each burst, the probability of two
channels being consecutively recruited is estimated, obtaining an N x N matrix, with N the number of channelss.
Then, these matrices are averaged, element-wise, over the number of bursts, which yield one ATM per
dopaminergic tone (i.e. the values of ). Fig. 3, panel B, shows the ATMs for low (top) and high (bottom)𝑤

𝑑𝑜𝑝𝑎

dopaminergic tone.
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To provide an extensive characterization of the whole-brain dynamics, we extract features from both the
z-scored data and the ATMs. We compute from the normalized time series the kurtosis of each signal (obtaining
a vector of length N), and the variance of the pairwise differences of entropy over all the couple of signals. We
compute from the ATMs the sum, arithmetic mean, skewness, and kurtosis. Furthermore, we also compute from
the ATMs the Coefficient of Variation, defined as the ratio of the standard deviation to the mean, and its inverse.
Finally, the Frobenius norm and the entropy (H) of the matrix, defined as 𝐻=−∑(𝑝log2(𝑝)), where log2(𝑝) is the
base-2 logarithm of the probability distribution of signals, are computed. To learn a function to map from the
dopaminergic tone to the expected dynamical features, we carry out many random brain simulations, each with a

drawn from a uniform distribution (within the ranges explored in the parameter exploration). For each𝑤
𝑑𝑜𝑝𝑎

simulation, the resulting features were stored (with the dimension of 10. With the budget of 3000 simulation, we
trained Masked Autoregressive Flows20 to estimate the posterior distribution. Figure 3, panel C shows a
selection of such features as a function of the dopaminergic tone ( ). In each plot, each dot refers to the𝑤

𝑑𝑜𝑝𝑎

observed feature at the corresponding value of . The scatter plots show a distinct relationship between the𝑤
𝑑𝑜𝑝𝑎

dopaminergic tone and the generated large-scale dynamics. Then, we perform the Bayesian model inversion
starting from the empirical data, recorded in each patient's ON and OFF state. That is, based on the relationships
that we found by simulating data features as a function of , and we estimate the most likely dopaminergic𝑤

𝑑𝑜𝑝𝑎

tone given a set of data features.

To estimate the posterior distributions of , we apply simulation-based inference (SBI) for efficient𝑤
𝑑𝑜𝑝𝑎

Bayesian model inversion 21,22. We utilize a class of machine learning generative model for probability density
estimation called Masked Autoregressive Flow (MAF) 23, trained with 3000 random model simulations, each
with a value of drawn from a uniform distribution 24. The values of and the features of the resulting𝑤

𝑑𝑜𝑝𝑎
𝑤

𝑑𝑜𝑝𝑎

dynamics are fed to the MAF, which learns an invertible function that maps the dopaminergic tone to the
expected data features 18. Then, the inversion process yields the posterior distribution of the most likely 𝑤

𝑑𝑜𝑝𝑎

values (i.e. the conditional probability of given low-dimensional data features).𝑤
𝑑𝑜𝑝𝑎

Firstly, we test for the accuracy and reliability of the inversion using synthetic data. To this end, after training
the MAF, we sampled from posterior distribution of dopaminergic tone for different model configurations (i.e.

). As shown in Fig. 3, panel D, to the left, the inferred (5 random values for example) matched the𝑤
𝑑𝑜𝑝𝑎

𝑤
𝑑𝑜𝑝𝑎

ground truth. The plot illustrates how the estimated values, represented as , are interpolated by a linear𝑤
~

𝑑𝑜𝑝𝑎

regression line, which closely follows the dashed black line defined by the equation y=x as a perfect fit,
indicating that the inferred parameters correspond exactly to the ground truth values. On the right there is a
zoom on three of these values. Fig. 3, panel D, to the right, displays the distribution of posterior z-scores and
posterior shrinkage within the Bayesian distribution (see section Methods), highlighting typical pathologies of
Bayesian inference. The estimated posterior distributions for different configurations exhibit high posterior
shrinkage and low posterior z-scores, positioning them in the ideal Bayesian estimation.
We then characterize the empirically recorded dynamics in the ON and OFF states according to the same data
features, to infer the dopaminergic tone from the empirical data.

Empirical differences between patients with and without L-Dopa treatment and model inversion

While analyzing empirical data, the primary objective is to differentiate the dynamics recorded during the ON
state from the one recorded during the OFF state9. We compute, in each patient, the avalanche transition
matrices from the EEG and LFP recordings acquired either during the OFF condition or the ON condition. We
follow the aforementioned procedure, where each signal (either EEG or LFP) is z-scored, thresholded, and the
ATMs computed. In summary, each subject has the time series recorded during the ON and OFF states, and two
corresponding ATMs, as shown in Fig. 4, panel A. One can see that, in the on-condition, in each subject, the
ATMs contain higher transition probabilities. The ATMs in the ON and the OFF state are reported, as an
example, for one patient, in (Fig. 4 panel A). However, the transition probabilities are globally higher in the ON
state in every subject, as shown in Fig. 4 panel A, top left. The other plots in panel B show the difference
between the ON and the OFF states in every subject for various features. Finally, the empirical data features
(during the ON or the OFF state) are fed to the trained MAF that yields the posterior distribution for the ON and

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted July 10, 2024. ; https://doi.org/10.1101/2024.07.08.24309856doi: medRxiv preprint 

https://www.zotero.org/google-docs/?mbsZdW
https://www.zotero.org/google-docs/?WLfg4W
https://www.zotero.org/google-docs/?DkX9iZ
https://www.zotero.org/google-docs/?DEbxhU
https://www.zotero.org/google-docs/?Rejpcc
https://www.zotero.org/google-docs/?Ickzxz
https://doi.org/10.1101/2024.07.08.24309856


the OFF states. Fig.5, panel A shows, for each patient, the posterior distribution for given the data𝑤
𝑑𝑜𝑝𝑎

recorded during the OFF state (orange) and the ON state (blue). For all patients, the inversion infers a lower
dopaminergic tone when starting from data acquired during the OFF state and conversely, a higher dopaminergic
tone when starting from data from the ON state. We regard the ON and OFF states as ground truths since
L-Dopa had been orally given to all the participants before the ON-state recording, likely changing the
effectiveness of the dopaminergic stimulation.

We use the Wasserstein distance to quantify the differences between the distributions of the estimated in𝑤
𝑑𝑜𝑝𝑎

the two conditions (Fig. 5 panel B). Furthermore, we report the shrinkage of the posterior distributions as
compared to the priors (that is, the reduction of uncertainty about the “true” provided by the empirical𝑤

𝑑𝑜𝑝𝑎

data, or the level of information in the posterior updated from prior ). The shrinkage for all the distributions are
close to 1, indicating that there is a significant reduction of the uncertainty of the dopaminergic tone. Moreover,
the Wasserstein distance between the posteriors inferred from the ON and the OFF states is always greater than
0, implying that the two distributions are significantly different.

Comparison of the synthetic and the empirical dynamics

Finally, we aim to compare the dynamics generated by the numerical simulations in either the ON or the OFF
states and the corresponding observed dynamics. To provide a comprehensive representation of the dynamics
generated by the model, and to avoid tautologies, we include both the data features used for model inversion and
additional features not used in the inversion process. Specifically, we incorporate the standard deviation, the
median, the maximum eigenvalue, the trace, and the ratio of the mean to the kurtosis of the ATM matrix for each

value. To test the ability of the model to generate realistic differences in the dynamics in the ON and OFF𝑤
𝑑𝑜𝑝𝑎

states across the whole set of these metrics we compute, for each patient, the Spearman’s correlation between
the observed and the simulated differences. The simulated differences were defined as the differences between
the data features generated by re-simulating the model using the most likely in the ON and the OFF states𝑤

𝑑𝑜𝑝𝑎

(called out-of-sample posterior predictive check). For the synthetic data, we report average values over 30
simulations, where the starting conditions (and the dynamical noise) are different. Fig. 6, Panel A, shows that
the simulated and empirical differences (between the ON and OFF states) across metrics are directly related in
all subjects. This result points out the capability of the model to generate realistic variations in a number of
dynamical features, effectively mirroring the empirical data. Furthermore, we test the consistency of the
performance of the metrics in the synthetic and the empirical data. In other words, we compute the Spearman’s
correlation between the difference of the features in the ON states (synthetic and empirical) and the differences
for the same features in the OFF states (synthetic and empirical) . In other words, the metrics differ from each
other with respect to the magnitude of the distance between the ON and the OFF states. However, there is a clear
relationship across metrics with respect to the magnitude of these differences. Simply put, if a particular metric
shows a small difference between the values estimated in the synthetic data and in the empirical data in the ON
state, then this metric will also show a small difference in the OFF state. Conversely, a metric that estimates a
large difference in the ON state will behave similarly in the OFF state. This is to say that the magnitude of the
difference depends on the metrics at hand, and it is not justified by noise alone. In Fig. 6, Panel B, we report the
differences for 4 subjects, and in the Supplementary materials S3 we report the data for all the participants.

We now consider the clinical improvement observed in patients in the ON and the OFF condition, as measured
by the Unified Parkinson's Disease Rating Scale (UPDRS), a comprehensive tool used to quantify the severity of
PD symptoms. Specifically, the UPDRS Part III (UPDRS-III) focuses on motor examination and is pivotal in
assessing the motor function of PD patients. For each patient, the differences of the UPDRS-III in the ON and
OFF conditions are computed and correlated to the difference of the mean value of the simulated ATM matrices
in the ON and the OFF states (r= 0,60). This result is to be confirmed with a larger sample, since for one patient
the clinical data are missing, and we removed one outlier (See methods for details). However, the preliminary
data suggest that the generated feature might hold significance in terms of behavioral output.

As a last analysis, we explore the time series of the dopamine concentrations [Dp]_e for different values,𝑤
𝑑𝑜𝑝𝑎

as shown in the figure S4 of Supplementary materials, and the distribution of the [Dp]_averaged over the STN,
the Putamen and the Caudate. By observing the dopamine concentration values for individual regions, we note
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distinct behaviors and values that each region reaches in a steady state, depending on whether the starting point
is in the ON or OFF state. In this way, the figure illustrates the variability and statistical characteristics of the
brain activity under the two conditions for each patient, potentially highlighting differences due to the presence
or absence of a drug or therapeutic intervention.

Discussion

In this paper, we set out to build a mechanistic model to infer the dopaminergic tone in individual patients
acquired with a combination of EEG and intracranial electrodes before and after the administration of L-Dopa.
Simulating data using the model, and then inverting it using deep neural networks, we successfully infer lower
dopaminergic tone starting from data acquired before and after the intake of L-Dopa.

The Bayesian model inversion is based on a mechanistic model while allowing us to integrate the background
knowledge in the form of prior distribution, and reveal the causal mechanism(s) at microscopic level from
macroscopic measurements. That is, the identification of the state of the patient (either ON or OFF, is not based
directly by learning statistical features but, rather, on the inference of a biologically plausible mechanism 25. In
contrast, phenomenological models focus on describing observable phenomena without necessarily linking them
to the underlying biological mechanisms. They are often used to fit and predict data patterns based on empirical
observations, without providing insights into the causal mechanisms.

The Dody model is a neural mass model derived from the adaptive quadratic integrate-and-fire model (aQIF)
which has several differences with previous models that have been used thus far10. Adapted from a mean-field
derivation26, the neural mass has been modified to include an additional variable capturing the local dopamine
concentration. As a consequence, each connection affects the neural masses differently, according to its nature,
that is dopaminergic, excitatory, or inhibitory. In other words, the neural masses are then coupled according to
the empirical connectome, where connections can be either excitatory, inhibitory, or dopaminergic. This model
encapsulates a wealth of well-established information about the specific role of each connection (i.e. the
directionality and whether it is inhibitory, dopaminergic, or excitatory), which has been typically disregarded in
large-scale models thus far 27,28. To do so, each tract, as measured from the tractography, is considered with
directionality and with a specific functional role (as an example, the tract from i to j might be inhibitory while
the tract j to i excitatory).
The individual structural connectomes were not available. Thence, unlike typical virtualization pipelines, we
built one generic model that was used to perform inference on each patient. As explained, the coupling was done
according to a connectome computed as the edge-wise average of 10 healthy subjects extracted from the Human
Connectome project29.
This particular design speaks to the validity and the generalizability of our pipeline. In fact, in this work we aim
to capture the functional deficit of the nigro-striatal pathways which is the primum movens in each Parkinsonian
patient 30. Accordingly, our model simulates the expected changes in terms of large-scale brain dynamics as a
function of the nigro-striatal stimulation. In the model inversion, the model was estimated against data from
each of the 10 patients, and the inversion is successful in each as shown by the shrinkage of the posteriors. This
might be interpreted as the fact that the model, and the features used for the inversion, are valid for the effect
that L-Dopa exerts on the dynamics of patients in general. This mechanistic explanation constitutes a hypothesis
of the effect of L-Dopa on the corresponding large-scale activities. Based on this evidence, our model provides a
prediction that is not yet personalized, but rather reproduces a generic set of features for each subject across the
cohorts31. However, the model successfully distinguishes the ON and OFF conditions in each patient
individually. In other words, how do changes in the ability of the nigro-striatal pathways to uptake L-Dopa,
process it, and release dopamine affect brain dynamics, as observed from a change in data features from
large-scale data?

With respect to the data features that we selected, we focused on the topology of the spread of large-scale
aperiodic bursts 11,32. This approach is complementary to most traditional methods, which focus on the presence
of synchronization or the dynamics of local bursts, typically in the beta band (13-30 Hz) 33–37 38. In addition to
calculating various features from the EEG signals, we utilized the recently described ATMs to capture the
spatio-temporal spreading of each such perturbation 11. Of note, we found that the ATMs were informative about
the large-scale dynamics yet low-dimensional, as we were able to accurately estimate the posterior distribution
from these features (e.g. the mean, the kurtosis, etc), which were consistently different between ON and OFF at
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the individual level. The experimental setting, contrasting each individual before and after the assumptions of
L-Dopa, allowed us to establish a causal relationship between the administration of L-Dopa and the changes in
the dynamics over the large scale. Nevertheless, revealing a true causal mechanism requires considering
inference on multiple causal factors and then comparison by measuring the model evidence, which requires
thorough investigation and has not yet been demonstrated using SBI. Furthermore, we demonstrated the
possibility to define cross-modality connectivity matrices, since some of the transition probabilities were
computed starting from deep electrodes and going to EEG electrodes, or vice-versa.

We use Bayesian model inversion to answer the question, "What is the most probable intensity of the
nigro-striatal pharmacological stimulation that generates the features observed from the empirical data?" In our
scenario, we wanted to simulate the effects of varying levels of dopaminergic tone (represented by different
values of ) on the data features. This allows us to estimate the posterior distributions of ,𝑤

𝑑𝑜𝑝𝑎
𝑤

𝑑𝑜𝑝𝑎

determining the probability of specific dopaminergic tone levels given the observed empirical features.

In particular, to estimate the posterior distributions of the parameter of interest, we applied SBI for efficient
Bayesian model inversion. This approach was necessary because the calculation of the likelihood function at the
whole-brain scale is often intractable, which makes Markov chain Monte Carlo (MCMC) inapplicable for
non-parametric sampling. Note that, in the Bayesian setup, the generative model is represented by the joint
distribution of model parameters and data, presenting computational and convergence challenges arising from
the high dimensionality of data space despite the low-dimensionality of the parameter space. By harnessing the
complexity of mechanistic models and using low-dimensional data features, SBI allowed us to efficiently infer
the underlying dopaminergic tone from the observed data, providing a robust and neurophysiologically
grounded understanding of the system. By using state-of-the-art probabilistic machine-learning tools for
probability density estimation , such as MAF, the SBI is efficient as it relies only on forward model simulations.
Moreover, since SBI requires low-dimensional data features for training the ATM and functional connectivity
(FC) proved useful in this sense since it is sufficiently informative about the whole brain dynamics and captures
the changes induced by the dopaminergic stimulations (as validated by the use of synthetic data). Indeed, it was
observed that for each patient, the difference was evident when the summary statistics of these features applied
to the ON state versus the OFF state.
Our findings indicated that Parkinson's Disease patients in the off-medication state exhibited a reduced
dopaminergic tone compared to those in the on-medication state. Leveraging these estimates, we can predict
individual clinical impairment, as these calculations enable us to reconstruct the clinical scenarios of patients
using only their EEG signals. However, these results are to be regarded as explorative.

The effectiveness of SBI is confirmed by the close alignment of predicted and empirical data features, with the
model showing particular sensitivity to changes in dopaminergic tone, capturing a general mechanism, and
linking the effect of medical treatment to whole-brain dynamics, which applies to each participant. As
confirmation of reliable inversion, we calculated the shrinkage to quantify the level of information in the
posterior, updated from the prior. By comparing the shrinkage of the "on" and "off" states, we can assess the
consistency and reliability of the distributions39. This means that the process allows us to replicate in silico
(personalized) large-scale dynamics, predicting the effects of medical treatment on the large-scale dynamics of
each patient.

Finally, we used the model to evaluate several features that were not included in the model inversion, given the
inferred in the ON and the OFF state. For instance, we computed the correlation between the synthetic𝑤

𝑑𝑜𝑝𝑎

"on-off" state differences and the empirical "on-off" differences. Notably, we observed a significant correlation
between the differences, indicating that the simulated dynamics captures multiple effects of the dopaminergic
tone over the large-scale dynamics.

Additionally, by examining the temporal evolution of the distribution of dopamine concentration specifically
introduced in this model, we obtained further confirmation of the validity of our approach. This is evident as we
observe distinct values when the starting point is 'on' compared to 'off'. While this prediction cannot be checked
with the data at hand, our model predicts that patients with lower will converge to a lower concentrations𝑤

𝑑𝑜𝑝𝑎

of Dopa in the Substantia Nigra over time, as opposed to patients with higher , which will steadily display𝑤
𝑑𝑜𝑝𝑎
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more L_Dopa. The differences, however, are patient specific and mediated by network effects. In other words,
our model predicts the ability of the nigrostriatal pathway to affect the whole-brain dynamics, which causes the
whole system to stabilize in a state where less dopamine is depleted, maintaining higher bioavailability. These
theoretical predictions, however, cannot be directly tested in the empirical data, as these experiments are
prohibitively difficult or impossible to perform. This is the advantage of virtual brain modeling that allows us to
test our hypotheses in silico by predicting the (personalized) large-scale dynamics, de facto the effects of
medical treatment on the large-scale dynamics of each patient.

Future advancements might involve setting heterogeneous 𝑤_dopa values for each hemisphere, enhancing the
representation of dopaminergic tone variability across the brain. This strategy could refine clinical interventions,
facilitate comparative studies across brain hemispheres, aid in developing new biomarkers, and improve
simulation models40. Importantly, it could enhance research into Parkinson's Disease by allowing for
personalized treatment strategies. This is because accurately estimating the dopaminergic tone based on EEG
data dynamics can help predict a patient’s clinical state9. On the one hand, more biological details might be
added to the model. On the other hand, more parameters might generate degeneracy and make causal estimation
more challenging. Finally, further study should specifically address the problem of dyskinesias or uncontrolled
involuntary movements.

Our work is complementary to most of the current modeling literature in PD, which primarily focuses on the
simulation of activities in the beta range 41,42, since we focus on aperiodic activities, which have only received
limited attention in Parkinson’s disease thus far. Furthermore, we focus on large-scale dynamics and efficient
parameter estimation with the associated uncertainty, rather than directly applying a simple optimization
method43,44.

Other modeling works in PD used mean-field models, for example in the case of the virtual Deep brain
stimulation, where a multi-scale simulation approach was chosen to simulate the effects of deep brain
stimulation 45,46. However, the scope of our model is different, as we provide an explicit account of the dopamine
concentration, which allows our model to tackle more closely the pathophysiological mechanisms47. In other
words, our model explicitly incapsulates physiological knowledge about the functioning of dopamine and its
effects on neural activities. Thus, the degeneration of Dopaminergic projections, a key pathophysiological
feature in PD, has largely been disregared in large-scale models. Furthermore, we focus on aperiodic activities,
which have not been exploited to inform synthetic models this far. Finally, our model aims at capturing the
whole brain, unlike some works that modeled the basal ganglia which represent the whole cortex as a single
node. In conclusion, our work analyzes EEG/LFP data from PD patients in the ON and the OFF states focusing
on the aperiodic bursts, and leverages a newly designed mechanistic model that explicitly includes dopamine
dynamics and differentiates the nature of the structural tracts. When tested against the ground truth (i.e. the
acquisitions being performed either before or after the intake of L-Dopa), the models infer the true dopaminergic
tone in all patients.
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Materials and methods

Participants, EEG Data acquisition and processing

We collected resting-state data from 10 patients with Parkinson's disease, monitored both on and off levodopa
medication9. Each session was 2 minutes long, employing deep stimulation electrodes and EEG electrodes
strategically placed in the motor areas on both sides. This setup enabled simultaneous recordings from both the
subthalamic nuclei (STN) and the motor cortex. Specifically, the data includes time series from 14 channels:
eight local field potential (LFP) contacts (L1, L2, L3, L4, R1, R2, R3, R4) that map to the left and right STN
complemented by six EEG channels (F3, Fz, F4, C3, C4, Cz).
Signal preprocessing was performed using the Fieldtrip toolbox48. The continuous EEG signal was first
high-pass filtered at 1.3 Hz with a Hamming window, using a 'two-pass' direction, and a Butterworth filter type.
Subsequently, it was down-sampled to 512 Hz and epoched into 4-second epochs. The signal underwent visual
inspection to remove noisy epochs49.

Tractography data

Minimally preprocessed diffusion and structural MRI data from 10 subjects of the human connectome
project50,51 was used to calculate the structural connectomes. The diffusion imaging data was processed with the
MRtrix3 toolbox52. Multi-shell multi-tissue constrained spherical deconvolution with group averaged response
functionn53 was used to estimate fiber orientation distributions per voxel. After intensity inhomogeneity
correction54 , we used probabilistic tractography with anatomical constraint55 to generate 5 million tracts per
subject. Tracts were weighed using the SIFT2 algorithm56. We used the multimodal registration method as
implemented in the Lead DBS toolbox57 to transform the subcortical structures (GPe, GPi, STN and RN) of the
DISTAL atlas58 into the subject space. The subcortical regions together with the cortical Desikan parcellation59

served as the mask to group weighted tracts and create the structural connectome. To compute the lead field
matrix we processed the MNI152 template head with the Freesurfer recon-all60 pipeline to obtain the cortical, as
well as the 3 boundary element model (BEM) surfaces (inner skull, outer skull, and outer skin surface). We used
the MNE toolbox61 to fit a standard 10-20 EEG cap onto the skin surface of the MNI152 template head by
manually setting the fiducial points (right and left pre- auricular point and nasion). Vertices of the cortical
surface were used as neural electric dipoles. Together with the EEG locations and the BEM surfaces we
computed the electric forward problem using the OpenMEEG toolbox62.

Dody model for whole brain simulation

In our study, we employ Dody model introduced here10 for the first time. Initially implemented to simulate the
dynamics of a single node, it has been extended to simulate the whole brain activity. The model is based on
neural masses designed from the adaptive quadratic integrate-and-fire model, thence incorporating
neuromodulatory dynamics into its differential equations. To simulate dopamine dynamics, which is relevant in
the context of Parkinson’s disease, the equation 6, constituted of two terms, the first corresponding to the
afferent dopaminergic input and the second to the reuptake mechanisms described with Michaelis-Menten
formalism is added to the system, as:
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We focus our attention on the terms , , and , which are involved in the equations (4), (5) and (6),𝑐
𝑒𝑥𝑐

𝑐
𝑖𝑛ℎ

𝑐
𝑑𝑜𝑝𝑎

respectively. The connection-specific terms , , are informed by anatomical data from scientific𝑐
𝑒𝑥𝑐

𝑐
𝑖𝑛ℎ

𝑐
𝑑𝑜𝑝𝑎

literature, as per understanding each brain connection as either excitatory, inhibitory or dopaminergic, and
modulated by a parameter g_* through the following relations:

𝑐
𝑒𝑥𝑐,𝑖

= 𝑤
𝑒𝑥𝑐

𝑖
∑ 𝑔

𝑒𝑥𝑐;𝑖,𝑗
𝑟

𝑖

𝑐
𝑖𝑛ℎ,𝑖

= 𝑤
𝑖𝑛ℎ

𝑖
∑ 𝑔

𝑖𝑛ℎ;𝑖,𝑗
𝑟

𝑖

𝑐
𝑑𝑜𝑝𝑎,𝑖

= 𝑤
𝑑𝑜𝑝𝑎

𝑖
∑ 𝑔

𝑑𝑜𝑝𝑎;𝑖,𝑗
𝑟

𝑖

where g is given by the connectome weights. In particular,cortical connections have been considered as
excitatory. The cortex - basal ganglia - thalamic loop has been modelled taking into account the direct, indirect,
and hyperdirect pathways 63, as reported in the Supplementary Material S1. The simulations were run for 10s by
numerically integrating the system of equations, through the modified Heun method for stochastic differential
equations64,65. The first second was discarded as a transient.

Data analysis

Estimation of avalanche transition matrices and data features

To explore the dynamics of brain activity, we analyze EEG data signals. Firstly, each signal amplitude is
standardized using the z-score and then binarized, such that any time point exceeding a threshold of two
standard deviations (|z| = 2) was marked as 1 (active), and all others as 0 (inactive) to compute avalanche
transition matrices as described in this work 11,9.

During our analysis of EEG data and the estimation of neuronal transition matrices, a key focus is on evaluating
the impact of levodopa medication on the features. We calculate an avalanche-specific transition matrix (ATM),
where each element (i, j) represents the probability that region j is active at time t + 1, given that region i was
active at time t. This relationship signifies the probability of sequential recruitment of any two regions by an
avalanche. For each subject, we produce an average transition matrix by averaging edge-wise across all
avalanches and then symmetrizing it. In our data analysis pipeline, we explore how avalanches propagate
between different brain regions using ATMs. Specifically, we assess the ATMs under two different conditions
for each patient: with levodopa medication (ON) and without it (OFF). This comparison sheds light on the
dynamics of perturbations spreading between brain regions affected by different levels of dopaminergic
stimulation. Comprehensive tests to validate the ATMs and computational details are reported in this previous
work9. Simultaneously, avalanche transition matrices are calculated for synthetic data as well. Starting from the
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simulations, the firing rates of individual brain regions are translated to the positions of the six considered
electrodes using the lead field matrix. Since the position of the deep electrodes is not available, they have been
approximated directly as the z-scored activities, without projecting it through the lead field. At the end of the
procedure, 8 signals were generated. Each signal is z-scored, and then, similarly to the procedure described
above, active regions are identified to calculate the ATM as with the empirical data. However, this time we do
not take the absolute value of the signals.

Model inversion and dopaminergic tone parameter inference

The Bayesian approach offers a principled way for making inference, prediction, and quantifying uncertainty in
the decision-making process by integrating information from anatomical, clinical, and mathematical knowledge
66. Parameter estimation within a Bayesian framework involves quantifying and propagating uncertainty through
probability distributions placed on the parameters (the prior), which are updated with information provided by
the data (the likelihood) to form the posterior distribution 19,67. However, accurate and reliable Bayesian
inference from noisy brain data is challenging due to the high dimensionality of the data, the complex effects of
brain networks, and the non-linearity involved in spatio-temporal brain organization. In particular, the
calculation of the likelihood function is typically intractable, rendering MCMC sampling inapplicable18. In this
case, we can treat the virtual brain models as a stochastic simulator that generates synthetic data similar to the
empirical data, enabling inferences to be made without requiring access to the likelihood function22,68.

Using this framework known as Simulation-based Inference (SBI 22,68), the Dody Model is treated as a
stochastic simulator, that is the generative model necessary to conduct Bayesian inference on dopaminergic
tone, which is informed by anatomical data, to predict the features extracted from observed EEG data. To
accomplish this, we trained a class of machine-learning generative models known as Normalizing Flows
(NFs;23) to learn the relationship between low-dimensional data features and the parameters of an approximated
posterior distribution. NFs are a family of generative models that convert a simple based distribution (e.g., the
prior) into any complex target distribution (e.g. the posterior), where both sampling and density evaluation can
be efficient and exact 69.

In more details, our objective is to establish plausible probability distributions for parameter in the𝑤
𝑑𝑜𝑝𝑎

DodyModel, considering that the output distributions of our model should best explain a given set of
experimental data features. Considering as known parameter (1-dimensional, which represents ) andθ − 𝑤

𝑑𝑜𝑝𝑎

a collection of n data observations, denoted by the variable . The dynamical system analysis (previously𝑦
𝑒𝑥𝑝𝑡

conducted; see Refs) provides insight into the reasonable range of parameter values, allowing us to define initial
(prior) probability distributions , as a uniform distribution truncated between [0.9, 7].𝑝 𝑤

𝑑𝑜𝑝𝑎( )
Using Bayes rule, the posterior distribution of the parameter values given the data is defined by the following
equation:

which denotes the prior place on the , and, the likelihood is the probability of our model𝑝(θ) 𝑤
𝑑𝑜𝑝𝑎

𝑝(θ|𝑦
𝑒𝑥𝑝

) 

generating the data features given parameter , and represents the posterior distribution that𝑦
𝑒𝑥𝑝𝑡

θ 𝑝(θ|𝑦
𝑒𝑥𝑝

) 

we aim to estimate.

In this work, we use SNPE (Sequential Neural Posterior Estimation 68) a tool enabling efficient and flexible
simulation-based inference on complex models without requiring access to likelihoods. SNPE dynamically
refines the proposals, network weights, and posterior estimates to learn how model parameters are related to the
observed summary statistics of the data. We ran SNPE using a single round to benefit from an amortised
strategy (at the subject level), which can then be applied immediately to new data without needing to be
retrained22. In this framework, we used Masked Autoregressive Flow (MAF23), which supports reversible
nonlinear transformations and allows for highly expressive transformations with minimal computational cost.
To perform SNPE, three key inputs are required68,70:
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(i) A prior distribution describing the biologically plausible values of 𝑤_dopa, which modulates the
dopaminergic tone influencing the 'on' and 'off' states.

(ii) A mechanistic model that simulates the large-scale neural activity associated with a specific value
of .𝑤

𝑑𝑜𝑝𝑎

(iii) A set of low-dimensional yet sufficiently informative data features, focusing here on the EEG
recordings.

We trained the MAF using a budget of 3000 of simulations with random parameters sampled from the prior. The
set of data features extracted from source reconstructed EEG includes summary statistics of EEG signals and of
Avalanches Transition Matrices (ATM), such as kurtosis of each signal, and the functional connectivity and ,
from the ATMs the sum, arithmetic mean, skewness, kurtosis, the Coefficient of Variation, defined as the ratio of
the standard deviation to the mean, and its inverse, the Frobenius norm and the entropy (H) of the matrix,
defined as 𝐻=−∑(𝑝log2(𝑝)), where log2(𝑝) is the base-2 logarithm of the probability distribution of signals.
After training is complete, the posterior distribution for new observations or empirical data can be swiftly
evaluated by performing a forward pass in the trained MAF. Notably, this process does not require the model or
the data features to be differentiable.

Each model simulation and posterior sampling took around 60 seconds and around 30 seconds, respectively. All
the steps were performed in a Workstation DELL Precision 7820 Tower with 2 Intel Xeon Silver 4214R. To run
SNPE we used the public sbi toolbox71.

Before running SNPE on the empirical data, we first validated the approach using synthetic data generated with
known ground truth values of dopaminergic tone, and with subject-specific structural connectomes to ascertain
the accuracy of the estimations (see Fig 5). The plot of z-score versus posterior shrinkage for the𝑤

𝑑𝑜𝑝𝑎

estimated posterior, indicated an ideal Bayesian estimation for different values of .𝑤
𝑑𝑜𝑝𝑎

Data features

To run SBI, we identify specific data features derived from synthetic EEG data, as follows: The sum and
arithmetic mean the ATM; The exponential of Skewness and Kurtosis (evaluating the asymmetry and tailedness
of the ATM distribution around its mean value). The coefficient of Variation and its Inverse, which are defined
as the ratio of the standard deviation to the mean, providing a normalized measure of dispersion for the ATM
elements. The Frobenius norm derives a scalar magnitude of the ATM. The Shannon entropy of the ATM
computing as 𝐻=−∑(𝑝 log2(𝑝)), where log2(𝑝) is the base-2 logarithm of the probability distribution of signals.
We have also calculated the averaged kurtosis across each brain region and the mean value of correlation matrix
between each pair (see Fig. 3 and S2).

to the training phase, the data features were smoothed using a moving average with a window size of 120 sec
(see the supplementary figure xx). Subsequently, a linear regression was performed to obtain the value of the
feature for each 𝑤_dopa.

Evaluation of posterior fit

To evaluate the accuracy and reliability of the Bayesian inference using synthetic data, we compute the posterior
z-score (denoted by z), against the posterior shrinkage (denoted by s):

;𝑧 = |𝑤
~

𝑑𝑜𝑝𝑎
− 𝑤*

𝑑𝑜𝑝𝑎
|/ σ

𝑝𝑜𝑠𝑡

where the z-score is defined as the absolute value of the difference between the estimated and true values of the

parameters of interest ( respectively) divided by the standard deviations of the posterior, and the𝑤
~

𝑑𝑜𝑝𝑎
, 𝑤*

𝑑𝑜𝑝𝑎

posterior shrinkage is given by 1 minus the ratio of the variance of the posterior to the variance of the prior.
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The z-score measures how much the posterior distribution is centered around the true value, whereas the
shrinkage quantifies the reduction of uncertainty over the estimate around the true value of the posterior
distribution with respect to the initial prior distribution. Ideally, the distribution of posteriors derived from prior
predictive observations should converge towards small z-scores and large posterior shrinkages for each
parameter component. By plotting the posterior z-score (y-axis) against the posterior shrinkage (x-axis), a
concentration towards the lower right suggests an ideal Bayesian estimation19,72.
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Figure 1: Overall Pipeline Summary. Parkinson’s disease (PD) is characterized by a progressive decline in
dopaminergic neurons and a reduction in dopamine neurotransmitter levels. dopamine is released from the
presynaptic membrane to the synaptic cleft, where it binds and activates dopamine receptors on the postsynaptic
membrane. Progressive degeneration of dopaminergic neurons reduces dopamine content in the SN and striatum
leading to PD symptoms such as tremors, instability, slow movement, and stiffness. A common treatment
involves administering L-Dopa, a drug that synthesizes dopamine, though dosing can be challenging. This study
aims to explore how the nigrostriatal pathways' ability to maintain dopaminergic tone influences overall brain
function. We analyzed data from EEG and deep electrodes in 10 patients with Parkinson’s, recorded before and
after L-Dopa administration. To model the effects of L-Dopa in silico, we developed the “Dody Model”, a
mechanistic neural-mass model that incorporates dopamine concentration, and Bayesian inference to infer the
posterior probability distribution of dopamine concentration w_dopa given observed in the recordings. To do
this, we used probabilistic machine-learning techniques (SNPE) to efficiently estimate an invertible function
between parameters and low-dimensional data features. This way, we obtained a numerical prediction of the
expected dynamics (in terms of properties of the ATMs), as observed in the deep electrodes and the EEG, given
different dopaminergic tones.
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Figure 2: Dody simulation of the whole brain dynamics. Panel A shows chord diagrams representing the three
types of structural connections between 88 brain regions. Connections within these layers are scaled by three
factors—w_dopamine, w_inhibitory, and w_excitatory. By setting precise combinations of w_inhibitory and
w_excitatory values, we show how the activity of the entire network changes (Panel B). Panel C shows the
phase planes of the fast subsystem composed of the r-V variables, namely firing rate and voltage, as a
function of increasing (top to bottom). The corresponding time series are shown in panel D, firing rate𝑤

𝑑𝑜𝑝𝑎

at the top, and voltage at the bottom.
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Figure 3: Analysis of simulated EEG signals and low-dimensional features extraction. The simulated data are
reconstructed at the sensor level for the channels in the motor frontal area (panel A), using the lead-field
matrix. Panel B details the process of feature extraction from the z-score normalized EEG synthetic data, with
z=2 as threshold. Panel C shows variations of the simulated features as a function of varying . The𝑤

𝑑𝑜𝑝𝑎

range of colors show the increase in value. Panel D. illustrates the validation of SBI pipeline on 5𝑤
𝑑𝑜𝑝𝑎

random synthetic datasets uniformly selected from an interval ranging from 0.9 to 6. The left plot illustrates
the estimated values in black dash line, represented as \tilde w_dopa​, which are interpolated by a linear
regression line that closely follows the red dashed line defined by y=x, indicating a perfect fit. The right plot
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displays the distribution of the posterior z-scores versus posterior shrinkage, indicating an ideal Bayesian
estimation (z-scores close to zero and shrinkages close to one).
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Figure 4: Data features from empirical data. Starting from the EEG signals, either acquired during the ON
and the OFF state, the avalanche transition matrices (ATM) are computed (Panel A). Panel B presents a
subset of the features extracted from the EEG signals and ATM matrices, for each subject in the ON (blue)
and OFF (orange) states. Note that the parameters show consistent trends (wich respect to the On and the
OFF states) in all the subjects.
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Figure 5: Bayesian estimation of . Panel A shows, the estimated posterior distributions, for each𝑤
𝑑𝑜𝑝𝑎

patient. We can see higher values in the 'on' state compared to the 'off' state for all subjects. Panel B shows the
posterior shrinkage and the Wasserstein distance to compute the uncertainty of the dopaminargic tone and the
distance between the two distributions, respectively, indicating the reliability of the Bayesian estimations.
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Figure 6: Comparison of the dynamics generated by the numerical simulations in either the ON or the OFF
states and the corresponding observed dynamics. Panel A shows, for each patient, the Spearman’s
correlation between the observed and the simulated differences (average over 30 simulations) in the
dynamics in the ON and OFF states across the whole set of metrics (each dot is a metric). Panel B, shows
the Spearman’s correlation between the difference of the features in the ON states (synthetic and
simulated) and the differences for the same features in the OFF states (again, synthetic and simulated). The
dashed gray line represents the equation y=x to have a guide for eyes.
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Supplementary figure

S1. Basal-ganglia neural networks. The picture shows a schematic diagram of the neural pathways in the
basal ganglia. In this scheme, there are three main paths:
the Hyperdirect Pathway connecting the Cortex to the STN, the Indirect Pathway and the Direct Pathway:
Excitatory connections are indicated by blue arrows while gren arrows signify inhibitory connections. The
dopaminergic connections are designed in black.
Pictures created with BioRender.com
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S2. Data features, linear regression model for model inversion.
This figure illustrates the data features used for training in the SBI. Instead of using the noisy values resulting
from the stochasticity of the mechanistic model, they have been smoothed, and then exponential or
logarithmic transformations were employed. This method was chosen to enhance the differences between the
metrics in the "on" and "off" states. Additionally, the data features were projected onto a linear regression
line, enabling the analysis based on their linear relationship.

The specific data features used shown include include, from top-left clockwise:
The logarithm of the mean ATM value.
The logarithm of the sum of elements of the ATM.
The exponential value of skewness.
The Frobenius norm of each ATM matrix.
The coefficient of variation of each ATM matrix.
The mean value over its standard deviation.
The Shannon entropy of the ATM matrix.
Starting from EEG signals, we also computed the functional connectivity (FC) and the kurtosis between pairs
of signals.
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A.

B.

S3. Spearman’s correlation between the observed and the simulated differences. Panel A, shows the
simulated (y-axis) and empirical (x-axis) differences (between the ON and OFF states) across metrics. Panel
B shows Spearman’s correlation between the differences of the features in the ON states (synthetic and
simulated, on the x axis) and the differences for the same features in the OFF states (synthetic and simulated),
on the y-axis.
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S4. Time series of the dopamine concentration in the substantia nigra during the ON (orange) and OFF
(blue) state.

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted July 10, 2024. ; https://doi.org/10.1101/2024.07.08.24309856doi: medRxiv preprint 

https://doi.org/10.1101/2024.07.08.24309856

