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Abstract

This paper presents a novel technique for accelerating inference in
large, pre-trained language models (LLMs) by introducing early exits
during inference. The computational demands of these models, used
across a wide range of applications, can be substantial. By capitalizing
on the inherent variability in token complexity, our approach enables se-
lective acceleration of the inference process. Specifically, we propose the
integration of early exit "heads" atop existing transformer layers, which
facilitate conditional terminations based on a confidence metric. These
heads are trained in a self-supervised manner using the model’s own
predictions as training data, thereby eliminating the need for additional
annotated data. The confidence metric, established using a calibration
set, ensures a desired level of accuracy while enabling early termina-
tion when confidence exceeds a predetermined threshold. Notably, our
method preserves the original accuracy and reduces computational
time on certain tasks, leveraging the existing knowledge of pre-trained
LLMs without requiring extensive retraining. This lightweight, modular
modification has the potential to greatly enhance the practical usability
of LLMs, particularly in applications like real-time language processing
in resource-constrained environments.
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1 Introduction
Large language models (LLMs) have become central to advancing capabilities
in natural language processing (NLP), delivering remarkable performance
across a range of tasks. The trend towards scaling up these models correlates
strongly with improved performance, understanding, and generality. However,
the computational cost associated with these larger models is substantial,
often necessitating the use of powerful server infrastructure Samsi et al. [2023].
This not only limits local usability but also raises significant privacy concerns
and requires considerable investment to scale in response to user demand.
Solutions exist to reduce the computational demands of these models, but
they often impact the model’s performance by reducing its accuracy Zhu et al.
[2023].

Despite their effectiveness, these models often operate inefficiently. The
nature of language itself contributes to this inefficiency; namely, not all
tokens generated during the inference process contribute equally to the overall
meaning or require the same level of computational resources. Some tokens
are inherently simpler and can be predicted with high confidence early in
the computation process, while others, contributing more significantly to the
context or meaning, may require deeper processing.

In response to these challenges, our objective is to develop a method
that can be easily integrated into existing pre-trained models to enhance
their inference speed without necessitating extensive retraining or modifica-
tion. Our proposed solution focuses on the strategic placement of early exit
"heads" Scardapane et al. [2020], Teerapittayanon et al. [2016] within the
transformer layers of an LLM. These heads are designed to terminate the
inference process prematurely when a certain confidence threshold is met,
based on the complexity and predictability of the token being processed.

Our contribution is twofold:

1. We introduce a lightweight, modular enhancement for pre-trained LLMs
that significantly accelerates inference by incorporating early exits in
the model architecture. These exits are strategically placed and are
trained in a self-supervised manner, leveraging the outputs from the
model itself as training targets.

2. We d evise a novel method for determining when to apply these early
exits during inference. This involves generating a calibration set and
establishing confidence thresholds in a self-supervised manner. These
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thresholds allow the model to make informed decisions about whether
to continue processing based on the predicted confidence level of the
output at each step.

This method not only improves the efficiency of LLMs but also maintains
the integrity and accuracy of the model’s outputs, making it particularly
useful for applications requiring real-time processing capabilities in resource-
constrained environments.

2 Related Work
The Transformer architecture, introduced by Vaswani et al. [2023], has revo-
lutionized the field of natural language processing (NLP). Large Language
Models (LLMs) have become increasingly popular due to their ability to
process and generate human-like text with remarkable accuracy. As LLMs
continued to grow in size and complexity, they began to expand beyond
NLP, demonstrating their potential for applications in other domains such as
computer vision Dosovitskiy et al. [2020], speech recognition Radford et al.
[2022] and other. The pursuit of larger and more accurate models has led to
the development of numerous LLM architectures Devlin et al. [2019], Thoppi-
lan et al. [2022], Brown et al. [2020], Radford et al., Touvron et al. [2023],
Chowdhery et al. [2022], Zhang et al. [2022]. However, this growth in size
and complexity has come at a cost: modern LLMs are often computationally
expensive to run, making them less accessible for widespread adoption and
hindering their potential for real-world applications.

To mitigate the computational costs associated with large language models,
several techniques have been employed to improve their efficiency. Some of
these approaches include quantization Sun et al. [2020], Shen et al. [2019],
Yao et al. [2022], pruning Fan et al. [2019] or knowledge distillation Bai
et al. [2021], Sun et al. [2019]. Early exit, has been explored in various
machine learning domains as a means to reduce computational costs while
maintaining acceptable accuracy. In the context of neural networks, early
exit refers to the ability of a model to terminate computation at intermediate
layers, allowing for faster inference and reduced computational overhead.
Research in this field mainly goes along two axes: designing efficient early exit
networks Teerapittayanon et al. [2017], Huang et al. [2018] and improving the
exit rule to find the best trade off between accuracy and computation Liu
et al. [2020], Xin et al. [2020], Zhou et al. [2020], Valade et al. [2024]. Most
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of these methods rely on diverse confidence metric to determine a threshold
of early exiting at inference time.

Our contribution lies in the versatility and adaptability of our early exit
strategy, which can be integrated into any recent LLM architecture. Unlike
many existing methods, our approach leverages the generative capacity of
pretrained models by training our early exit mechanism without the need
for additional data. We set our thresholds for exiting using a calibration
set, which allows us to finely control the balance between computational
efficiency and accuracy. This method ensures that our model can dynamically
adjust to varying complexities in data while maintaining a strict budget on
computational resources, making it highly suitable for real-world applications
where processing speed and model responsiveness are crucial.

Our proposal shares some features with conformal predictions Vovk et al.
[1999]. There, the goal is to build, given a trained model, a calibration set and
a conformity measure, a prediction interval (or set) valid with high probability
for a new instance. Our calibration of the thresholds for exiting borrows
some idea from conformal prediction has the huge difference that we tackle a
self-supervised problem. Moreover, our goal is not to build a set of outputs
but only the next token for a sequence.

3 Methodology
This section details our methodology for integrating and utilizing early exits
within large language models (LLMs) to enhance computational efficiency
during inference. The approach is designed to be generalizable and, while
we demonstrate its application using the Phi-2 Model, it is applicable to
any multi-layered transformer model. This adaptability ensures that our
methodology can be leveraged across a broad spectrum of modern LLMs,
enhancing their usability without requiring significant modifications to their
underlying architectures.

3.1 Definitions and Preliminaries

In this section, we establish the foundational definitions and notations used
throughout our study on early exit strategies in LLMs.

Dataset: Let T = {0, 1, . . . , V − 1} represent the token space, where V
is the size of the vocabulary and each element corresponds to a unique token
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within the model’s vocabulary.
We define two specific datasets used in our experiments: the calibration

dataset and the training dataset. Let Dt = {x1,x2, . . . ,xNt} and Dc =
{x1,x2, . . . ,xNc} be the calibration and training datasets, respectively. Each
sample xi in these datasets is a sequence of tokens: xi = (xi,1, xi,2, . . . , xi,Li

),
where Li denotes the length of the ith sample and xi,j ∈ T represents the jth

token in the ith sample.
Classifiers: Define fθ : T ∗ → ∆V as the LLM, where θ denotes the

parameters of the main model, T ∗ signifies the set of all possible token se-
quences, and ∆V represents the V -dimensional probability simplex, indicating
the distribution over the vocabulary. The token that is assigned with the
highest probability is then the next token in the sequence. The output of the
main model given an input token list x is denoted as pθ = fθ(x) to simplify
notation.

We incorporate K early exit heads into the LLM to facilitate efficient
inference. Each head hk : T ∗ → ∆V for k ∈ {1, 2, ..., K} is a classifier that
outputs a probability distribution over the vocabulary. The output of the kth

head given an input token list x is denoted by pk, where pk is a vector in ∆V .
We define the confidence metric c : ∆V → R, which assesses the reliability

of predictions by converting a probability vector pk into a scalar confidence
value. This metric plays a critical role in determining whether the processing
at an early exit head is sufficient or if further computation is necessary. As an
example, a simple max function can be used as confidence metric. With these
definitions established, we proceed to describe the implementation details of
each component, their interaction within the system, and the methodologies
used for training and inference.

3.2 Implementation and Training

To enhance the inference efficiency of large language models, we incorporate
early exit "heads" into a pre-existing model, in this instance, the Phi-2
model Gunasekar et al. [2023]. These heads are implemented at regular
intervals along the network. Structurally, each head is a simple multi-layer
perceptron (MLP), identical to the final classification head of the model. each
of these head takes as input hidden features from a transformer block inside
the model.

For the implementation of these heads, we experimented with two initial-
ization strategies: initializing the heads from scratch and copying the final
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classification head in order to fine-tune it. The difference between the two
are analyzed in section 4.

Training batch Calibration batch
This is an example script: A cat is
My name is In Python, a list is
I am a In C, we can define a function
Welcome to The capital of France is
what is a The derivative of x2 is

Table 1: Starting batch used to have a diverse set of tokens generated.

The training of these heads is conducted in a self-supervised manner. We
construct batches from various starting points (see Table 1) in conversations
to ensure coverage of diverse linguistic structures and token complexities. For
each input, we infer the next token based on the model fθ and we compute a
custom loss that compares the output from each early exit head to the output
from the main model. The loss function for each head is defined as follows:

loss =
K∑
k=1

lossk =
K∑
k=1

{(1− λ) · CE (pk,pθ)− λ · Entropy (pk)} , (1)

where K represents the total number of classifiers1, pk denotes the output of
the kth classifier with pθ being the output of the underlying model, CE is the
cross-entropy loss, computed as:

CE(x,y) = −
∑
i

yi log(softmax(xi)).

Moreover, the entropy penalty, defined as

Entropy(p) = −
∑
i

pi log(pi).

is added to encourage the model to be less confident (closer to the uniform
probability distribution) in the case when the certainty of the classification is
low.

In the loss function (1), the tuning parameter λ is a penalty weight
that balances the cross-entropy loss with the entropy penalty, promoting

1The total number of classifiers is just the number of early exit heads within the model.
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confidence in the early exits where appropriate, and allowing for uncertainty
where necessary. This mechanism ensures that the early exits do not overly
commit to predictions without sufficient confidence, and it plays a crucial role
in the calibration of thresholds for early termination in subsequent stages.
We study the impact of λ in section 4.

3.3 Calibration and Inference

After training the early exit heads, the next crucial step involves calibrating
and using these heads during model inference. This process is divided into
two main stages: calibration of the confidence thresholds and the application
of these thresholds during inference.

3.3.1 Calibration of Confidence Thresholds

The calibration starts with the selection of an appropriate confidence metric.
Our experimental setup tested several metrics: the maximum probability
value, the entropy of the probability distribution, and the difference between
the two highest probability scores from the classification vector. The latter,
known as the "breaking ties" metric, was selected due to its superior empirical
performance. Mathematically, the breaking ties metric for a probability vector
p is defined as:

c(p) = p(1) − p(2)

where p(1) and p(2) are the highest and second-highest entries in p, respectively.
To calibrate the confidence thresholds, we use a calibration batch provided

in Table 1. This batch is composed of diverse starting points designed to
cover different linguistic contexts.

For each starting point, the model generates tokens, and the selected
confidence metric is applied to each output from the early exits. We record
both the metric value and a Boolean indicating whether the early exit’s
prediction matches the prediction of the underlying model fθ. After generating
a sufficient number of tokens, we obtain a dataset of metric values paired
with correctness indicators.

Upon completing the calibration process, we derive two distinct vectors
for each head k in the model. Let

ck = (c(hk(x1)), c(hk(x2)), . . . , c(hk(xNc))) ∈ RNc (2)
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be the vector containing the metric values obtained at head k during the
calibration phase, where xi is an input from the calibration dataset Dc and
c(hk(xi)) represents the confidence metric applied to the output of the classifier
hk for the input xi.

Correspondingly, let tk be a binary vector of length Nc where each element
corresponds to the correctness of the prediction associated with the respective
element in ck. Specifically, tk,i is 1 if the ith prediction at head k is the same
as the ith prediction associated to of the underlying model fθ(xi), otherwise
0. More formally, we can write:

tk,i = 1{argmaxhk(xi)=argmax fθ(xi)} =

{
1 if argmax(hk(xi)) = argmax(fθ(xi))
0 otherwise

(3)
where the maxima are taken over the coordinates of the probability score
vectors associated to the token sequence xi.

The calibration set is subsequently used to establish a confidence threshold
for each early exit head. We begin by sorting the metric values obtained
during calibration. Then, let ϵ ∈ [0, 1] be a confidence level selected to control
the adherence to the model’s output, specifying the minimum proportion of
correct decisions required above the threshold. This parameter is crucial as
it determines the trade-off between accuracy and efficiency in the inference
process. The threshold for each head k is set to the lowest metric value where
the percentage of correct predictions is at least ϵ, ensuring that decisions
made past this threshold maintain a high level of precision. Formally, the
threshold for each head is defined as follows.

Recall that ck and tk are respectively the vector of scores and the vector
correctness in prediction given by (2) and (3). We can sort these two vectors
w.r.t. the ascending order according to the values of ck. That is, we can
rearrange terms ck = (ck,1, ck,2, . . . , ck,Nc) and tk = (tk,1, tk,2, . . . , tk,Nc) in a
such way that ck,1 ≤ ck,2 ≤ . . . ≤ ck,Nc . Moreover, let ĵ be the first index such
that: ∑Nc

i=ĵ
tk,i

Nc − ĵ + 1
≥ ϵ.

Then, let the threshold τk be defined as:

τk = ck,ĵ.

In other words, τk is the value of the confidence metric at the index ĵ, where
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ĵ is the smallest index such that the proportion of correct prediction in the
remaining samples is at least ϵ.

3.3.2 Inference Process

After establishing the confidence thresholds for each early exit head through
the calibration process, the model is then ready to utilize these thresholds
during the inference phase to efficiently process new inputs.

During inference, each input x is sequentially processed through the
model’s layers, with the possibility of early termination at any of the early
exit heads hk. For each head k ∈ {1, 2, . . . , K}, we compute:

pk = hk(x),

ck = c(pk).

We then return pk as output from the model if:

ck ≥ τk.

If no head satisfies this inequality, we return pθ.
This calibrated and threshold-driven early exit mechanism allows the

model to balance efficiency with accuracy, ensuring that resource-intensive
computations are only performed when necessary.

4 Experiments and Results
In this section, we present the results of our experiments2 on training and
evaluating the Phi-2 model with early exits placed at regular interval along
the network, specifically after layer 6, 12, 18, 24. The underlying model has
a total of 32 layers. We first describe the training process, including the
impact of the hyperparameter λ on the penalty term and the effect of copying
the last language model (LM) head versus initializing the weights for the
early exit classifiers. We then present the results of our training experiments,
highlighting the trade-offs between accuracy and entropy, which is used to
improve our confidence metric.

2All computations are run on a server with an Intel(R) Xeon(R) Gold 5120 CPU and a
Tesla V100 GPU with 32GB of Vram and 64GB of RAM. Code used in experiments to train
and evaluate can be found under : https://anonymous.4open.science/r/BranchyLLM-B870
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In the second part of this section, we focus on the inference phase, where
we investigate the performance degradation of the model as we increase the
speedup by exiting earlier in the network. We provide a comprehensive
evaluation of our approach, including various evaluation scores and speedup
metrics, to demonstrate the effectiveness of our method in achieving signif-
icant speedup while maintaining acceptable performance. Throughout our
experiments, we use the Phi-2 model as a representative example, due to its
relatively small size, which allows for rapid iteration and experimentation.
However, our approach is theoretically applicable to any language model
architecture.

4.1 Training

During training, we employed a modified loss function that deviates from
the traditional cross-entropy loss. Our goal is to encourage the model to
produce outputs with low confidence scores, allowing our confidence metric
to effectively sort the most confident outputs. Specifically, our loss function
incorporates a penalty term, weighted by the hyperparameter λ, to discourage
the model from producing overly confident outputs.

To monitor the training process, we tracked three key metrics: (1) accuracy
of each head, which measures the proportion of instances where the argmax
of the head’s output matches the argmax of the main model’s output; (2)
entropy, which indicates the level of uncertainty in the head’s output; and (3)
the modified loss function. These metrics provide insights into the model’s
ability to produce accurate and uncertain outputs, which are essential for
effective early exiting.

Figure 1 illustrates the training dynamics for four different scenarios: (a)
low penalty (λ = 0.1), (b) high penalty (λ = 0.95), and (c) using a pre-trained
classification head from the main model, with and without penalty.

The results demonstrate several key findings. Firstly, the copied head
without penalty shows better accuracy but insufficient entropy, making our
confidence metric less meaningful and thus impairing the early exit perfor-
mance. Secondly, adding a penalty to a pre-trained head does not achieve the
desired balance; accuracy fails to reach potential levels without the penalty,
and entropy does not increase significantly. Finally, for initialized heads, a
strong penalty does not adversely affect accuracy but significantly increases
entropy, which is beneficial for our early exit strategy.

Our analysis suggests that while pre-trained heads excel in accuracy, they
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Figure 1: Accuracy and entropy metrics during training for different configu-
rations of the early exit model. The first column shows the accuracy of each
exit head, while the second column plots the corresponding entropy values.
Four settings are compared: low entropy penalty (λ = 0.1) (Phi-2 0.1), high
entropy penalty (λ = 0.95) (Phi-2 0.95), and heads initialized from the
main model’s classification head, with (Phi-2 0 Fine Tuned) and without
penalty (Phi-2 0.95 Fine Tuned).
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lack the necessary uncertainty for effective early exits unless modified appro-
priately. The incorporation of a penalty term during training, particularly
with newly initialized heads, ensures that the model maintains high accuracy
while also producing outputs with higher entropy. This balance is crucial for
the functionality of our early exit mechanism, as it allows for confident early
terminations without compromising overall model performance.

4.2 Inference

During inference, our early exit mechanism dynamically decides when to stop
processing further based on a confidence metric. This decision is controlled by
the parameter ϵ, which determines the confidence threshold for each exit head.
By adjusting ϵ, we can control the trade-off between speed and accuracy: a
lower ϵ results in more data being processed through early exits, leading to
faster inference but potentially lower accuracy, whereas a higher ϵ ensures
more accurate predictions at the cost of increased computational time.

4.2.1 Experimental Setup

We evaluated the performance of our early exit strategy using the Phi-2 model
across various values of ϵ. We compared the following metrics:

• Benchmark Scores: Performance on different benchmarks, such as
MMLU, Winogrande, and Hellaswag.

• Speedup: The reduction in computational time compared to the full
model inference.

• Exit Distribution: The percentage of tokens exiting at each head.

4.2.2 Results

Figure 2 shows the benchmark scores of the model as a function of ϵ. On the
MMLU benchmark, the scores remain relatively stable as ϵ decrease, suggesting
that the early exit heads can make confident and correct predictions without
significantly sacrificing performance. This is encouraging as it indicates that
we are not losing accuracy while speeding up our inference for this benchmark.
However, on the Hellaswag and Winogrande benchmarks, the scores show a
clear increase with higher values of ϵ. This indicates that while our method
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maintains efficiency for the MMLU task, it is less effective for Hellaswag and
Winogrande, where lower ϵ values lead to a noticeable drop in performance.

Figure 2: Model benchmark scores as a function of ϵ. Higher ϵ values
correspond to higher scores.

Figure 3 illustrates the speedup achieved at different ϵ levels. A lower
ϵ results in more tokens exiting early, leading to substantial computational
savings. The speedup is most pronounced at lower ϵ values, demonstrating
the efficiency gains from our early exit strategy.

Figure 3: Inference speedup as a function of ϵ. Lower ϵ values lead to greater
speedup.

The exit distribution across different heads for various ϵ values is shown
in Figure 4. With lower ϵ, a larger proportion of tokens exit at the earlier
heads, while higher ϵ values push more tokens towards the final layers. This

13



distribution highlights the flexibility of our approach in balancing speed and
accuracy based on application requirements.

Figure 4: Distribution of token exits across different heads for various ϵ values.

4.2.3 Discussion

Our results demonstrate that the early exit strategy significantly enhances
the efficiency of large language models. By carefully selecting ϵ, users can
tailor the inference process to meet specific needs, achieving a desired balance
between speed and accuracy. The ability to exit early without substantial
loss in some benchmark performance makes this approach highly valuable for
real-time applications on specific tasks.

The integration of early exits into the Phi-2 model showcases the potential
for widespread adoption across other large language models.

5 Limitations and potential impacts
Our method demonstrates promising results with minimal degradation in
performance on the MMLU benchmark, which suggests its potential effective-
ness. However, we observed that other benchmarks experience a noticeable
drop in performance. This indicates the necessity of evaluating our method
on specific tasks to ensure performance retention. To maintain high accuracy
across various tasks, a higher epsilon value should be used. However, this
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approach reduces the usage of early exit heads, thereby limiting the overall
usability and efficiency of the method.

Due to constraints in computational resources, we were unable to test our
method on larger LLMs. Consequently, we selected a smaller LLM, phi-2, for
our experiments. It is important to note that other, more substantial LLMs
might exhibit different behaviors when subjected to our method. Therefore,
further experimentation on a broader range of models is necessary to fully
understand the generalizability and effectiveness of our approach across diverse
architectures and scales.

About the impacts, our approach accelerates inference in large language
models (LLMs), reducing computational resources and energy consumption
significantly. This efficiency improvement enhances the practical usability of
LLMs across various applications, resulting in lower operational costs and a
smaller environmental footprint.

Careful task-specific evaluation is essential to avoid potential negative
impacts, such as reduced accuracy and the risk of misinformation. While we
observe minimal performance degradation on the MMLU benchmark, other
tasks may experience accuracy loss. Such issues are inherent to all LLMs and
underscore the need for rigorous validation to maintain output reliability.

6 Conclusion
In conclusion, we have presented a comprehensive framework for accelerat-
ing inference in large language models through the strategic integration of
self-supervised early exits. By harnessing the inherent variability in token
complexity, our method enables selective acceleration without sacrificing ac-
curacy, thus addressing the pressing need for more efficient natural language
processing solutions. The lightweight and modular nature of our approach
not only facilitates seamless integration into existing pre-trained models
but also enhances their practical usability across a wide array of real-world
applications.

Throughout our experiments with the Phi-2 model, we have demonstrated
significant computational savings while maintaining high accuracy on certain
benchmarks. Our method offers a fine balance between speed and precision,
allowing users to tailor the inference process according to specific require-
ments. Moreover, the adaptability of our approach highlights its potential
for widespread adoption across diverse language model architectures, paving
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the way for enhanced efficiency and scalability in natural language processing
tasks.

Looking ahead, further research could explore optimizations and refine-
ments to our methodology, such as fine-tuning the calibration process for
different tasks or investigating alternative early exit strategies. Additionally,
extending our experiments to larger and more complex language models
could provide deeper insights into the scalability and generalizability of our
approach. Ultimately, our work opens up exciting possibilities for accelerating
inference in large language models, thereby advancing the frontier of natural
language processing and enabling novel applications in various domains.
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