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PREPRINT
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frederic.loulergue@univ-orleans.fr, jordan.ischard@univ-orleans.fr

Abstract: The SyDPaCC framework supports the development of
scalable parallel functional programs with Coq and helps the devel-
opers to write correct-by-construction programs with respect to spec-
ifications written as simple (and possibly very inefficient) functional
programs. Parallel programs are built from specifications using ver-
ified program transformations offered by SyDPaCC. Leveraging the
Coq extraction mechanism, compilable code can be obtained and ex-
ecuted on shared-memory or large scale distributed memory parallel
machines. This paper presents the usage of SyDPaCC via an ex-
ample, explains the internals of SyDPaCC and gives a tour of the
program transformations provided by the framework.

Keywords: scalable parallel computing, functional programming, in-
teractive theorem proving, program transformation, Coq

1 Introduction

There are many ways to program parallel architectures ranging from a dozen cores in a shared memory
machine to tens of thousands of cores or more in large distributed memory supercomputers. Message
Passing Interface [72, 61] is a de facto standard. While it is high-level compared to low-level shared
memory and network APIs, it remains low-level compared to other approaches. In particular, MPI
follows the Single Program Multiple Data (SPMD) paradigm in which programmers write a single
program (implicitly parametrized by a process identifier) that should be understood as a parallel
composition of communicating sequential programs. This style helps writing programs that scale
to large numbers of processors and gives developers a lot of control on the parallel aspects of their
programs. However, it is difficult for the programmers to see if a piece of code is local because it
depends on the process identifier or if it is global because it is independent of the process identifier.
Moreover, the execution and reading order may be different.

Automatic parallelization, in particular of nested loops using the polyhedral model [23, 8, 69], does
not require any expertise in parallelism. It is however mostly used for automatic vectorization and
parallelization for shared memory architectures, thus with a limited scalability. The programmers
also completely lose control over parallelism, although recent approaches aim at making polyhedral
optimizations amenable to programmers’ analysis and customization [2].

There are intermediate approaches where the programmers still have some control over the parallel
aspects of their programs but in a more restrictive parallel model than the parallel model supported
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by MPI. The parallel model may be restricted independently of any programming interface, for e.g.
the PRAM model [42], the Bulk Synchronous Parallel model [82], or the logP model [13]. Or the
restricted parallel model may come from a high-level programming language or library which allows
expressing, without complex implementation details, a large range of parallel algorithms.

Functional programming languages have been an inspiration for the design of such high-level par-
allel programming languages and libraries, starting with algorithmic skeletons [11, 65, 70, 31]. Such
skeletons can be seen both as patterns of parallel algorithms and higher-order functions implemented
in parallel and working on concurrent or distributed data structures. There are many algorithmic
skeletons libraries for various programming languages in particular C++ [21, 22, 35, 46]. Popular
frameworks such as MapReduce [15] and Apache Spark [1] are closely related to algorithmic skele-
tons. Other proposals like Bulk Synchronous Parallel ML [56] (BSML) and Eden [49] and are more
general than data-parallel skeletons and can be used to implement them [43, 51].

Gallina, the specification language of the Coq [81, 3, 10] proof assistant can be considered as a
functional programming language with a rich type system allowing to state and prove mathematical
properties. Based on the Curry-Howard correspondence [37], statements of properties are expressed
as types while the proofs are programs, even though one usually writes proofs in Coq using one of
the proof script languages (in particular Ltac) rather than directly writing programs that are proofs.

The starting point of the approach presented in this paper was to answer the question : is
it possible to reason about programs written with one of these high-level library, namely BSML,
using Coq and following a shallow embedding approach, i.e. using Coq as a sequential functional
programming language? This is indeed the case [26, 80] as BSML has a pure functional semantics [55].
Note that BSML is axiomatized in Coq, therefore BSML programs cannot be executed in parallel in
Coq. But they can be extracted fromCoq to parametrized OCaml code which can be instantiated by
a parallel implementation of BSML on top of MPI [56] and run on parallel machines. However, we also
provide a sequential realization of the BSML axioms in Coq which allows running sequentially BSML
programs in Coq. It also allows validating experimentally that the parallel BSML implementation
returns the same results as the sequential Coq implementation which is proved correct with respect
to the BSML axiomatized semantics.

Algorithmic skeletons can be implemented using BSML, therefore Coq and BSML axioms can
be leveraged to verify the correctness of implementations of algorithmic skeletons [29, 50]. It is
convenient to express the correctness of an algorithmic skeleton or a non-skeletal parallel program
written in BSML by writing a sequential version that is considered as a specification and by stating
that they compute the same results for the same inputs (up to a sequentialization of distributed data
structures).

Constructive algorithmics [5] is a transformational approach to optimize sequential functional
programs. When applied to parallel programming [12, 32, 62], the transformations are proved (on
paper) on sequential programs and the result of the transformations is a sequential program expressed
with higher-order functions, such as map and reduce. The parallel implementation is then written
using an algorithmic skeleton library (often in C++) using the optimized sequential program as a
specification. It is of course possible to write and verify such sequential transformations in Coq, and
the correctness of algorithmic skeletons BSML implementations in Coq guarantees that replacing
the higher-order sequential functions by corresponding algorithmic skeletons is correct.

At some point, we realized that transformations and the correctness of algorithmic skeletons
can be expressed as instances of typeclasses in Coq in a way that the typeclass instance resolution
mechanism of Coq can automatically perform the sequential program optimizations and replacement
of high-order sequential functions by algorithmic skeletons. We consider the replacement phase to
be an automatic parallelization. This initial transformation and parallelization infrastructure was
based on many typeclasses. It was later simplified and restructured into what is now called the
SyDPaCC framework. This refactoring made more clear that only the statements of the correctness
of algorithmic skeletons (and their implementations) depend on the parallel model. Other parallel
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libraries than BSML can be axiomatized, and algorithmic skeletons implemented and proved correct
using these libraries, while relying on the existing theorems for optimization. This part of SyDPaCC
is called a back-end and the only fully supported back-end is BSML, but there is preliminary work
on Apache Spark [53].

The SyDPaCC framework [59] thus supports the development of scalable parallel functional
programs with Coq and helps the developers to write correct-by-construction programs with respect
to specifications written as simple (possibly very inefficient) functional programs. Parallel programs
are built from specifications using provided verified program transformations. Coq extraction mech-
anism [48] generates parametrized compilable code that can be executed on shared-memory or large
scale distributed memory parallel machines. SyDPaCC is flexible and accessible to users with
different expertises and interests.

Users knowledgeable in sequential functional programming and familiar with interactive theorem
proving with Coq can write inefficient sequential programs (considered as specifications) and prove
properties on these programs to automatically transform them into efficient algorithmic skeleton-
based parallel programs. In this case, the framework is limited to functions that are compositions
of list homomorphisms [5], accumulations [4], BSP homomorphisms [29, 45] and sequential functions
that are not in these classes but for which a proof of correspondence with a parallel version exists.
The paper presents SyDPaCC mostly with this kind of users in mind.

Users who also have knowledge about the bulk synchronous parallel model can write any bulk
synchronous parallel algorithm in a functional way and prove its correctness using the framework.
It is of course no automatic, but SyDPaCC does provide reasoning principles that help reasoning
about BSML programs. Such users, by providing the correctness statement as a typeclass instance,
extend the expressivity of the framework for less knowledgeable users.

After a quick introduction to Coq (Section 2), this paper presents the use of SyDPaCC via a
new and very simple example (Section 3) including experiments on a parallel machine. Section 4
explains how a parallel program can be automatically obtained from the specification of Section 3
and the model of parallelism SyDPaCC currently supports. We give a tour of the program transfor-
mations available in SyDPaCC and the related publications (Section 5). Related work is discussed
in Section 6. We conclude and give future research directions in Section 7.

SyDPaCC is open source software and is available at https://sydpacc.github.io. Code
examples are (sometimes slightly simplified) excerpts of SyDPaCC version 0.5.

2 An Overview of Coq

Gallina is quite close to the pure functional syntax of OCaml, but with a richer type system. One
feature not present in the OCaml functional language is the support of typeclasses [73]. Basically,
typeclasses in Coq are structures or record types but that come with a kind of Prolog-like database.

We give a very quick overview of the salient features of Coq used in SyDPaCC with the code
of Figure 1.

Lines 4–8, 10, 17–21 are close to usual functional programming: they contain the definitions of
two recursive functions length and filter by pattern matching on their list arguments, as well as
the definition of a function compose for which an infix notation ◦ is given in line 11.

These functions are polymorphic functions. In the case of length (line 4), the type argument A
is explicitly given. However, because of the option Set Implicit Arguments in line 2, Coq makes
this argument implicit. Indeed, having the type of the second argument of length determines A.
That is why on line 7, length is applied only to one argument. filter is also polymorphic and
depends on a type argument. Line 17 does not contain (A: Type) as first argument. Nevertheless,
line 2 also contains the option Generalizable All Variables and the argument (p: A→bool) of
filter is prefixed with a back-tick ‘. It means that if the type of the argument uses names that are
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1 Require Import List. Import ListNotations.

2 Set Implicit Arguments. Generalizable All Variables.

3

4 Fixpoint length (A: Type)(xs: list A) : nat :=

5 match xs with

6 | [] ⇒ 0

7 | _::xs’ ⇒ 1 + length xs’

8 end.

9

10 Definition compose ‘(g: B→C)‘(f: A→B): A→C := fun x ⇒ g (f x).

11 Infix "◦ " := compose (at level 40, left associativity).

12

13 Lemma length_app: ∀ A (xs ys: list A),

14 length (xs++ys) = length xs + length ys.

15 Proof. (* omitted *) Qed.

16

17 Fixpoint filter ‘(p: A→bool)(xs: list A): list A :=

18 match xs with

19 | [] ⇒ []

20 | x::xs’ ⇒ if p x then x::filter p xs’ else filter p xs’

21 end.

22

23 Lemma filter_app: ∀ ‘(p: A→bool) xs ys,

24 filter p (xs++ys) = filter p xs ++ filter p ys.

25 Proof.

26 induction xs as [ | x xs IH ].

27 - easy.

28 - intro ys. simpl. rewrite IH. now destruct (p x).

29 Qed.

30

31 Class Homomorphic ‘(h: list A→B)‘(op: B→B→B) :=

32 { homomorphic : ∀ x y, h (x++y) = op (h x) (h y) }.

33

34 Instance length_hom (A: Type): Homomorphic (@length A) Nat.add.

35 Proof. constructor. apply length_app. Qed.

36

37 Instance filter_hom ‘(p: A→bool): Homomorphic (filter p) (@List.app A).

38 Proof. constructor. apply filter_app. Qed.

39

40 Instance composition_homomorphic

41 ‘{Hg: @Homomorphic A (list B) g (@List.app B)}

42 ‘{Hf: @Homomorphic B C f op_f } : Homomorphic (f ◦ g) op_f.

43 Proof. (* omitted *) Qed.

Figure 1: A Simple Coq Example
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not defined yet, these names are automatically added as implicit arguments. In the case of filter,
an argument (A: Type) is added automatically because the type of p is A→bool.

filter p xs’ (on line 24) is the application of function filter to two arguments: p and xs’.
++ is a notation for list concatenation. The match with end construct is a kind of extended switch

similar to the match construct of OCaml or Rust. In line 19, it means that if the list is the empty list
[] then the returned value is the empty list [] ; otherwise (line 20) the list is non-empty: it consists
of a first element x and the remainder (called xs’) of the list xs. :: is the “cons” operation that
builds a list by adding an element in front of an existing list. This operation is also a constructor of
lists, it can be used in such a pattern. On the right of ⇒ , variable x is bound to the first element of
the argument list xs and xs’ to xs but without its first argument.

Unlike mainstream functional programming languages, it is possible to state and prove lemmas
in Coq. The first lemma (lines 13–15) states that the length of the concatenation of two lists is the
sum of the lengths. Its proof script is omitted (line 15). The second lemma states that filtering the
concatenation of two lists is the concatenation of the filtering of both lists. The proof script is given
in extenso on lines 25–29. It consists of a sequence of tactics. Using a Coq IDE, these tactics are
applied in proof mode on a goal and may produce new goals or end the proof of a goal. For example,
the first tactic starts a proof by induction on the list xs, the initial goal being the lemma statement.
This tactics produces two new goals:

• ∀ ys: list A, filter p ([]++ys) = filter p [] ++ filter p ys,

• ∀ ys: list A,

filter p ((x::xs)++ys) = filter p (x::xs)++filter p ys.

The first goal can be proved by simplification using the definitions of filter and list concatenation,
then by concluding by reflexivity. This is done automatically using the tactic easy. For the second
goal, we need to apply the induction hypothesis (named IH) and reason by case on whether x satisfies
predicate p. This is done by the sequence of tactics of line 28.

Informally, a function f is a list homomorphism if it can be computed by dividing the list in two
pieces, recursively calling f on these two pieces and combining the two results into the final result
using a binary operation. We define the typeclass Homomorphic on lines 31–32, to formalize this
concept. One may wonder why h and op are not bundled in the typeclass as fields h and op. This
is a quite advanced Coq technical discussion and we refer to [76]. In this paper, h and op can be
considered as part of the Homomorphic record but having them as arguments to the typeclass allows
the instance resolution mechanism briefly presented below to infer them if needed.

We then define an instance of this class on lines 34–35. The field homomorphic is the statement
of a property, thus to define such an instance we need to write a proof. In this case, we rely on the
lemma length_app already proved. The interest of typeclasses is the typeclass instance resolution
mechanism. It is possible to specify arguments of a function in Coq to be implicit. If an implicit
argument has for type a typeclass, then Coq uses a Prolog-like resolution mechanism to find or
build an instance of this type. When we define the instance length_hom, this instance is added to
a database of instances, and can be thought as a Prolog fact. Some instances may have parameters
and then correspond to Prolog rules (see Figure 3 for examples of such instances). These facts and
rules are used by the resolution mechanism of Coq.

3 SyDPaCC by Example

As a small example of the use of SyDPaCC, we will implement a parallel program for counting the
number of elements in a distributed list satisfying a given predicate.
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1 Definition opl (a: A)(count: nat): nat := count + (if (p a) then 1 else 0).

2

3 Definition opr (count: nat)(a: A): nat := count + (if (p a) then 1 else 0).

4

5 Definition count_inv (n: nat): list A := map (fun x⇒ default) (seq 0 n).

6

7 Instance count_leftwards: Leftwards count_spec opl 0.

8

9 Instance count_rightwards: Rightwards count_spec opr 0.

10

11 Instance count_right_inverse: Right_inverse count_spec count_inv.

Figure 2: Properties of count_spec

Specification. The specification is given as a sequential function manipulating a list. It can simply
be written as:

Definition count_spec (A: Type)(p: A→bool)(l: list A): nat :=

length (filter p l).

We omit the details here and refer to the code, but we assume that there exists at least one value
of type A that satisfies p. This value is named default.

Properties of the Specification. We prove three properties about this specification:

• count_spec is rightwards, meaning it can be implemented using fold_right,

• count_spec is leftwards, meaning it can be implemented using fold_left,

• count_spec has a right inverse. For a positive number n, this right inverse builds a list
containing only the value default n times.

Omitting the proofs of the instances (that are only a few lines long), this is done by the code of
Figure 2.

Program Transformation and Parallelization. Finally, we call the program transformation
and automatic parallelization of SyDPaCC on the specification:

Definition par_count (A: Type)(p: A→bool): par(list A)→nat :=

parallel(count_spec p).

The transformations are done by the call to parallel. One important aspect besides applying it to
count_spec is the fact that we expect the result of this call to be of type par(list A)→nat. par

is a parametric type of distributed vectors (see more in Section 4.1). par(list A) is therefore a
parallel vector of lists and can be thought as a distributed list. Thus, we want to obtain a function
that operates on distributed lists.

This call succeeds, and count_par is the composition of a parallel reduce and a parallel map.
parallel relies on implicit arguments and typeclasses as explained in Section 4.2. The transforma-
tion proceeds in two steps: (1) it transforms the specification into a composition of sequential map
and reduce, (2) these sequential functions are replaced with their parallel counterparts. Note that
the first transformation may decrease the algorithmic complexity of the sequential function (this is
not the case here). This is for example the case for the maximum prefix sum application [59].
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Instance third_homomorphism_theorem ‘{h:list A→B}

‘{Hl: Leftwards A B h opl e}

‘{Hr: Rightwards A B h opr e}

‘{inv: Right_inverse A B h h’}:

Homomorphic h (fun l r ⇒ h( (h’ l)++(h’ r)))

Instance first_homomorphism_theorem

‘{H: Homomorphic A B h op}

FunCorr h ((reduce op) ◦ (List.map (fun x⇒ h[x]))).

Figure 3: Third and First Homomorphism Theorems as Typeclass Instances

In the case of the count_spec, a part of the call to parallel proceeds as follows. count_spec

properties stated as instances in Figure 2 are the hypotheses of the third homomorphism theorem
(Figure 3, proofs are omitted) and the conclusion of this theorem is stated as a typeclass instance: if
these hypotheses hold then the function is homomorphic. This conclusion in turn is the hypothesis of
the first homomorphism theorem, that states — as an instance of the typeclass FunCorr which is, in
this specific application, equivalent to stating ∀ l, h l = (reduce op) (map (fun x⇒ h[x]) l)

— that when a function is homomorphic then it can be implemented as a composition of map and
reduce.

Basically, parallel tries to find or build instances of FunCorr for its argument. For count_spec,
one possible instance is first_homomorphism_theorem. As this theorem has an instance of Homomorphic
as argument, then the instance resolution mechanism tries now to find an instance of Homomorphic.
One possible way of building such an instance is to apply third_homomorphism_theorem which re-
quires to build instances of Leftwards, Rightwards and Right_inverse. There are actually such
instances already defined in Figure 2. The instance resolution succeeds. This is however not the
whole story: what we have just described gives a sequential function of type list A→nat not of the
expected type par(list A)→nat. Indeed, FunCorr is more than just extensional function equality
and there are additional FunCorr instances that take care of replacing map and reduce by their
parallel counterparts as explained Section 4.2.

Note that resolution succeeds this way and proposes this particular parallelization because there
are instances of properties of count_spec as shown in Figure 2. Proving different properties could
instead trigger the transformation and parallelization using other transformation theorems and algo-
rithmic skeletons. Also, it is not difficult to directly show that count_spec is indeed homomorphic
by writing an instance of Homomorphic. In this case, the third homomorphism theorem would not
be applied, but the obtained parallel program would be very similar: the arguments to the par-
allel reduce and the parallel map, although extensionally equal to what is obtained here, may be
implemented differently.

Code Extraction and Experiment. The last step is to obtain OCaml code from this Coq
development using the extraction mechanism. All the applications in SyDPaCC are written inside
a parametric module that takes as argument a module whose signature is the module type of BSML
primitives. To obtain executable code, we just need to apply this parametric module to an actual
implementation of BSML primitives as provided by the BSML [56] library for OCaml implemented
on top of an MPI C library.

We experimented on a parallel machine named Speed2: a 32-core processor (Intel Xeon Gold
5218) with 192 GB of memory, running Ubuntu 22.04, OCaml 4.13.1, GCC 11.4 and OpenMPI 4.1.2.
We measured the time required for the computation 30 times. The table and figure present the
median of these measurements together with the standard deviation, as well as the relative speed-up.
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Table 1 and Figure 3 present the results for count_par where the elements are square floating-
point number matrices of size 50×50 and the predicate checks if the square of the matrix is diagonal.
The experiment was conducted on a list of length 210. The speed-up is less than the number of
processors: indeed communications and synchronization are needed. Note that both communications
and synchronization are independent of the length of the list. Therefore, increasing the length of the
list would also increase the speed-up.
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Figure 4: Experiments on a 32-core Parallel Machine

Table 1: Result table for experiments on a 32-core Parallel Machine
number of cores median time (second) standard deviation speed-up

1 4.87 0.51 1
2 2.47 0.25 1.97
4 1.57 0.49 3.10
8 1.09 0.22 4.46
16 0.60 0.1 8.15
32 0.40 0.04 12.22

3.1 Trusted Base

The goal of SyDPaCC is to obtain verified parallel programs: how sure are we that the obtained
programs are correct?

First, we need to trust the Calculus of Induction Constructions (CIC) on which Coq’s type
system is based, as well as the type checker of Gallina programs of Coq. One of the goals of the
MetaCoq project [75] is to verify these aspects, as there were issues with the type checker (mostly
related to checking the termination of recursive functions). A large subset of the type checker has
been verified [74], thus we now only need to trust the CIC theory.
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Second, the extraction mechanism of Coq have to be trusted. Actually, there are two parts in
this mechanism: in a first phase, Gallina programs are extracted into an internal miniML language.
This part (erasure) has been verified using MetaCoq [74]. The second phase translates miniML
to mainstream functional languages such as Haskell (some Gallina features are not supported) and
OCaml. This second phase is not verified, and in the case of OCaml, the extracted code may contain
values and types of the Obj undocumented module which are used to bypass OCaml’s type checker.
As the code is typed in Coq, if used correctly, these tricks should be safe. In the case of count_spec,
the extracted code contains only one such type definition which is not used by the application code.
This is not the case for some applications discussed in the next section. An alternative to Coq’s
built-in extraction to OCaml source code is to extract towards an intermediate representation of the
OCaml compiler. Such an approach has been verified [25].

Third, we need to trust that the BSML implementation on top of MPI — which contains OCaml
code and C code — satisfies its specification as provided by BSML axioms in Coq. As mentioned
in introduction, there is a verified sequential implementation that satisfies these axioms. Therefore,
we can at least test the parallel implementation against the verified sequential implementation.

Fourth, we need to trust the OCaml compiler. A compiler is a large piece of software and always
contain bugs unless it is formally verified. One possible way to remove the compiler from the trusted
base would be to use the verified CakeML compiler [78]. However, it would require the implemen-
tation and verification of an extraction mechanism towards CakeML and a new implementation of
BSML in CakeML.

4 SyDPaCC behind the Scenes

4.1 Reasoning about Functional Bulk Synchronous Parallel Programs

Bulk Synchronous Parallelism [82] is a structured model of parallelism. BSP programs run on
BSP computers which are distributed memory machines with the ability to deliver point-to-point
communications and possess a global synchronization unit. Any general purpose parallel machine
(for e.g. a shared memory machine or a Cluster of PCs) can be seen as a BSP computer.

A BSP program is a sequence of super-steps. A super-step consists of three logically different
phases. A visualization of a BSP program is given in Figure 5. In the computation phase, proces-
sors compute in parallel only using data they hold locally. In the data exchange phase, processors
send/receive messages to/from other processors. Finally, the super-step ends with a global synchro-
nization.

P1

P2

P3

...

Pn

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

...
...

synchronization super-step end
data exchangecomputation

Figure 5: BSP super-steps

BSML is a pure functional programming library for OCaml [47] that supports the BSP model.
It offers an abstract data type of distributed vectors and four operations to manipulate them. Addi-
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mkpar : (int → α) → α par

mkpar f = ⟨f 0, . . . , f (p− 1)⟩
apply : (α → β)par → α par → β par

apply ⟨f0, . . . , fp−1⟩ ⟨v0, . . . , vp−1⟩ = ⟨f0 v0, . . . , fp−1 vp−1⟩
proj : α par → (int → α)
proj ⟨v0, . . . , vp−1⟩ = function 0 → v0 | . . . | p− 1 → vp−1

put : (int → α)par → (int → α)par
put ⟨tosend0, . . . , tosendp−1⟩ = ⟨rcvd0, . . . , rcvdp−1⟩
where ∀ src, dst . 0 ≤ src, dst < p ⇒ rcvddst src = tosend src dst

Figure 6: BSML primitives

Definition replicate (A: Type)(x: A): par A :=

mkpar(fun _ ⇒ x).

Definition parfun (A B: Type)(f: A→B)(v: par A): par B :=

apply (replicate f) v.

Definition par_map (A B: Type)(f: A→B) : par(list A)→par(list B) :=

parfun (map’ f).

Figure 7: Parallel Map in Coq

tionally, it provides four constants that describe the performances of the BSP computer the BSML
program runs on. The BSP cost model is out of the scope of this paper, we refer the interested reader
to [6, 56]. Therefore, we use only one of these constants: bsp_p the number of processors of the BSP
computer.

In the remaining of this section, we consider that the value of bsp_p is p a strictly positive integer.
Let ⟨v0, . . . , vp−1⟩ denotes a parallel vector. The only possible size for a parallel vector is p, hence
there is one value per processor. The semantics of the four BSML primitives mkpar, apply, proj and
put are given informally in Figure 6. mkpar builds a parallel vector from a function. apply applies
a vector of functions (i.e. where at each processor the content of the vector is a function) to a vector
of values. proj can be seen as the dual of mkpar. However, the result is a function defined only on
[0, p− 1]. In a BSP super-step, the messages to be sent can be seen as a p× p matrix where the cell
i, j contains the message to be sent from processor i to processor j. put transposes this matrix and
in the result, the cell j, i contains the message received by j from i. In BSML, these matrices are
actually implemented as parallel vectors of functions.

The semantics of BSML in Coq is provided as a module type, i.e. it is an axiomatization of
the informal semantics of Figure 6. To check that the axioms are non-contradictory, a sequential
realization is provided by SyDPaCC. This module type allows to write and reason about BSML
programs in Coq. For example, a parallel map working on distributed lists is given in Figure 7 where
map’ is a tail recursive version of sequential List.map.

SyDPaCC offers a set of such parallel functions, also called algorithmic skeletons and transfor-
mation theorems to automatically parallelize some classes of functions as compositions of algorithmic
skeletons. Of course, the obtained parallel function is equivalent, in a sense given in the next sub-
section, to the initial sequential function.
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4.2 Program Transformations

The support for program transformation and automatic parallelization relies on typeclasses:

• a typeclass for type correspondence (TypCorr): a type A is said to correspond to a type B if and
only if there exists a surjective operation join: B→A. Intuitively it means that for any value a
of A, there exists at least a value b of B corresponding to a. An example of type correspondence
is the correspondence between a sequential list and a distributed list. A distributed list can
be seen as p lists distributed on p processors. The join operation can be the concatenation
of these lists (if the distribution is circular then the join operation should be something else).
List.app is indeed surjective: a list l of size n can be divided into p lists of size about n/p
in such a way that their concatenation is l. In this case the distribution is balanced. But of
course it is not the only distribution. Uneven distributions are possible, for example the initial
list on processor 0 and the empty list on other processors. In general the type B to which A

corresponds has several ways to represent a value of type A.

• a typeclass for function correspondence (FunCorr): if type A corresponds to type A’ (with
join_A) and type B correspond to type B’ (with join_B), then a function f: A→B corresponds
to a function f’: A’→B’ if and only if ∀ (a’: A’), join_B (f’ a’) = f (join_A a’).

These notions of correspondences are composable: if a type A corresponds to a type A’ and A’

corresponds to A’’ then A corresponds to A’’. This extends to function f, f’ and f’’. These
compositions are called “vertical” compositions. If a function f corresponds to a function f’ and g

correspond to g’ then f ◦ g corresponds to f’ ◦ g’ where ◦ is usual function composition. This
kind of composition is called “horizontal” composition.

All these compositions are expressed as instances of the classes TypCorr and FunCorr. These
instances can be thought as rules for the instance resolution mechanism.

Then there are instances that can be thought as facts for the Prolog-like instance resolution
mechanism. For example, sequential lists correspond to distributed lists, sequential map on lists
corresponds to the map algorithmic skeleton on distributed lists, written as (proof omitted):

Instance map_par_map (A B: Type)(f: A→B):

FunCorr (map f) (par_map f).

and sequential reduce corresponds to the reduce algorithmic skeleton on lists.
The parallel function used in Section 3 is defined as:

Definition parallel ‘(f:A→B)

‘{ACorr: TypeCorr A Ap join_A} ‘{BCorr : TypeCorr B Bp join_B}

‘{fCorr: @FunCorr A Ap join_A ACorr B Bp join_B BCorr f fp } :

Ap →Bp := fp.

The ‘ before an argument means that if the type of the argument uses names that are not defined
yet, these names are automatically added as implicit arguments. For example, arguments (A: Type)

(B: Type) are added automatically because the type of f is A→B. Using {} instead of () for an
argument means that this argument is implicit and Coq will try to infer it. That is why even though
the definition of parallel looks like this function has four arguments (f, ACorr, BCorr and fCorr)1,
we applied it to only one argument in Section 3. Without these implicit arguments, this function
would not be very interesting because it simply returns one of its arguments: fp. But because fCorr
is an implicit argument and the type of this argument is a typeclass, Coq tries to build an instance
of this typeclass automatically, meaning it tries to build a parallel function fp that corresponds
semantically to sequential function f.

1and actually, because of the use of ‘ it has many more, all implicit
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To do so, it uses parametric instances such as the composition of instances and the first homomor-
phism theorem, and non-parametric instances such as the correspondences of sequential and parallel
map and reduce. Therefore, a sequential homomorphic function can be automatically parallelized
as a composition of the algorithmic skeletons map and reduce: that is how the count example is
automatically parallelized.

5 A Tour of SyDPaCC Transformations and Applications

The early work on SyDPaCC started with contributions to the definition and formalization in Coq
of BSP homomorphisms [28] which was not initially executable at scale. It was improved and made
executable. A quite complicated and preliminary form of transformation based on typeclasses was
proposed [29, 79], in a framework named SDPP. A parallel version of the tower building problem [29]
as well as the all nearest smaller values [57] were developed using BSP homomorphisms and the
associated transformation theorems.

While working on a class for a summer school [58], we realized that the transformation infras-
tructure of SDPP could be hugely simplified and that list homomorphisms and the homomorphisms
theorems [30] fitted very well the transformation approach. We therefore started from scratch a new
framework coined SyDPaCC which offered initially list homomorphism-based transformations [59].
SyDPaCC offers a few applications using these transformations including the parallelization of the
maximum prefix sum problem.

We then extended SyDPaCC to deal with functions that are not necessarily list homomorphisms
but a more general class [50]. The functions in this class are transformed using the so-called diffusion
theorem [38] and the associated accumulate algorithmic skeleton [41]. The application is a parallel
version of the bracket matching problem.

More recently, we ported and improved (removing all the non-tail recursive functions) BSP ho-
momorphisms (BH) into SyDPaCC [54]. We parallelized a heat diffusion simulation using BH
transformations.

The version of SyDPaCC described in this paper has around 7kLoC of Coq code including
4kLoC of proof scripts. The parallel implementation of BSML primitives is about 300 LoC of OCaml
and 240 LoC of C. The considered applications so far are still modest. Code extraction yields code
that is more verbose than hand-written code. The largest examples are in the range of 100-200 LoC
of hand-written code including the algorithmic skeletons and the application.

One set of SDPP transformations has not yet been included into SyDPaCC (but will be): the
so-called GTA approach [20]. In this approach, a user defines an inefficient specification of her
problem as a composition of a generator of all the candidate solutions, a tester of valid solutions,
and an aggregator to combine the solutions. Two transformation theorems (filter embedding and
semiring fusion [19]) allow obtaining efficient parallel programs as compositions of map and reduce.
The approach is applied to the knapsack problem.

6 Related Work

Bird introduced constructive algorithmics [5] and the literature on the matter is rich and included
parallel programming (for e.g. [39, 32, 16, 62, 12]). Most of the work is done on paper while more
recently interactive theorem proving is used (for e.g. [63]) but not in the parallel case.

There are contributions that formalize some aspects of parallel programming, but to our knowl-
edge these approaches do not allow to directly obtain executable code as we do with SyDPaCC:
Swierstra [77] formalized mutable arrays with explicit distributions in Agda ; BSP-Why [27] allows
to deductively verify imperative BSP programs, but these are models of C BSPlib [36] programs
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rather than executable code ; the Data Parallel C programming language was formalized with Is-
abelle/HOL [14] and the tool generated Isabelle/HOL expressions representing the parallel of the
program; Grégoire and Chlipala provide a small parallel language and its semantics and proves
correct optimizations of stencil-based computations [34].

Studying, from the functional programming perspective, frameworks such as Hadoop MapRe-
duce [44, 60] and Apache Spark [1, 9] is related to SyDPaCC as we may take a similar approach
to be able to extract MapReduce or Spark programs from Coq. Ono et al. [64] used Coq to verify
MapReduce programs and either extract Haskell code fed to Hadoop Streaming or directly write
Java programs annotated with JML and used Krakatoa [24] to generate Coq lemmas. This work is
less systematic and automated than SyDPaCC. Also related to Apache Spark, Philippe et al. [68]
presented a formalized model transformation engine in Coq, but there is neither automated program
transformation nor automatic code extraction.

SyDPaCC supports deterministic parallel programming which is also the focus of [40, 7, 71].
The context is however very different. These contributions consider sequential imperative programs
with contracts and annotations and transform both the programs and the annotations so that if the
sequential program respects its contract, so will the parallel program. The approaches consider more
low-level programs and annotations are necessary which makes SyDPaCC more high-level, but the
obtained parallel imperative code is much more efficient than SyDPaCC code. These approaches
also focus on OpenMP compiler directives or GPU code which limits the applicability to shared
memory machines.

7 Conclusion and Future Work

SyDPaCC currently handles the automatic parallelization of list homomorphisms, of functions per-
forming accumulative computations, of BSP homomorphisms, as well as their compositions. The
obtained code is functional bulk synchronous parallel code that we have demonstrated to be scalable
by running it on parallel machines

There are several directions of future work for SyDPaCC:

• Work on new transformations to handle the automatic parallelization of new classes of functions,
including functions that manipulate other data-structures than lists, such as trees or graphs
for which there is preliminary work [66, 67].

• Work on other back-ends than OCaml and BSML, in particular Scala and Spark for which we
have a not yet fully automated solution [53]. An automated solution requires a Scala code
extractor from Coq code more general than the one we used [17]. To design and implement
such a code extraction plugin, we plan to rely on MetaCoq [75].

We could also consider extraction towards Python and algorithmic skeletons libraries such
as PySke [52], and towards C++ and algorithmic skeleton libraries, such as SkePU [22],
Muesli [35], SkeTo [18] or OSL [46, 45]. To be very efficient we may to be consider code
extraction that do use mutation and explicit memory allocation and deallocation.

• The transformation mechanism relies on typeclass resolution in Coq. It returns the first
solution it finds, not necessarily the best one in terms of parallel performances. We plan to
explore an extraction mechanism that takes into account the parallel performances. We would
require to leverage the BSP performance model, reason about performances in Coq (there
exists work on complexity reasoning in Coq for sequential programs, for e.g. [83]) and to
design and implement a search that takes into account performances. The implementation
could use ELPI an implementation of λProlog extended with Constraint Handling Rules that
can be used to manipulate Coq terms [33].
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allèle structurée. PhD thesis, University Paris Est, LACL, 2009. URL http://tel.

archives-ouvertes.fr/tel-00481376.

15

https://doi.org/http://www.cse.unsw.edu.au/\unhbox \voidb@x \protect \penalty \@M \ rhuuck/CV07/program.html
https://doi.org/10.1007/978-3-030-02768-1_7
https://doi.org/10.1007/s10766-013-0263-8
https://doi.org/10.1007/978-3-642-28869-2_13
https://doi.org/10.1007/978-3-319-08970-6_17
https://doi.org/10.1007/S10766-022-00746-1
https://doi.org/10.1007/BF01407835
https://doi.org/10.1145/3656379
https://doi.org/10.1007/978-3-642-38613-8_9
https://doi.org/10.1007/978-3-642-38613-8_9
http://tel.archives-ouvertes.fr/tel-00481376
http://tel.archives-ouvertes.fr/tel-00481376


[29] Louis Gesbert, Zhenjiang Hu, Frédéric Loulergue, Kiminori Matsuzaki, and Julien Tesson.
Systematic Development of Correct Bulk Synchronous Parallel Programs. In Parallel and
Distributed Computing, Applications and Technologies (PDCAT), pages 334–340. IEEE, 2010.
doi:10.1109/PDCAT.2010.86.

[30] J. Gibbons. The third homomorphism theorem. J Funct Program, 6(4):657–665, 1996.
doi:10.1017/S0956796800001908.
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