
HAL Id: hal-04644249
https://hal.science/hal-04644249v1

Preprint submitted on 10 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Markovian characterization of the exponential twist of
probability measures

Thibaut Bourdais, Nadia Oudjane, Francesco Russo

To cite this version:
Thibaut Bourdais, Nadia Oudjane, Francesco Russo. A Markovian characterization of the exponential
twist of probability measures. 2024. �hal-04644249�

https://hal.science/hal-04644249v1
https://hal.archives-ouvertes.fr


Submitted to HAL - ARXIV

A Markovian characterization of the exponential twist of

probability measures

Thibaut Bourdais1,a, Nadia Oudjane2,b and Francesco Russo 3,c

1Unité de Mathématiques appliquées, ENSTA Paris, Institut Polytechnique de Paris, Palaiseau, France, athibaut.bourdais@ensta-paris.fr

2EDF R&D and FiME (Laboratoire de Finance des Marchés de l’Energie (Dauphine, CREST, EDF R&D) www.fime-lab.org), bnadia.oudjane@edf.fr

3Unité de Mathématiques appliquées, ENSTA Paris, Institut Polytechnique de Paris, Palaiseau, France, cfrancesco.russo@ensta-paris.fr

Abstract. In this paper we study the exponential twist, i.e. a path-integral exponential change of measure, of a Markovian reference

probability measure P. This type of transformation naturally appears in variational representation formulae originating from the theory

of large deviations and can be interpreted in some cases, as the solution of a specific stochastic control problem. Under a very general

Markovian assumption on P, we fully characterize the exponential twist probability measure as the solution of a martingale problem

and prove that it inherits the Markov property of the reference measure. The ”generator” of the martingale problem shows a drift

depending on a generalized gradient of some suitable value function v.

Résumé. Dans ce papier on étudie l’exponential twist, c’est-à-dire un changement de probabilité exponentiel exprimé par une inté-

grale de chemin, d’une mesure de probabilité markovienne de référence P. Ce type de transformation apparaît dans des formules de

représentation variationnelles issues de la théorie des grandes déviations, et peut s’interpréter dans certains cas comme la solution d’un

problème de contrôle stochastique. Sous une hypothèse markovienne très générale sur P, on caractérise complètement l’exponential

twist de P comme la solution d’un problème de martingale et on montre que cette nouvelle mesure hérite de la propriété de Markov de

la mesure de référence. Le générateur de ce problème de martingale fait apparaître un drift qui s’exprime comme un gradient généralisé

d’une fonction valeur v bien choisie.

MSC2020 subject classifications: Primary 60H30, 60J60, 65C05; secondary 49L25, 35K58

Keywords: Stochastic control, optimization, exponential twist, generalized gradient, relative entropy

1. Introduction

This paper focuses on exponential twist probability measures Q∗ resulting from an exponential change of measure with

respect to a Markovian reference probability measure P, i.e.

(1.1) dQ∗ ∝ e−ϕdP,

when ϕ is a path-integral functional of the form

(1.2) ϕ(X) =

∫ T

0

f(r,Xr)dr+ g(XT ),

for measurable functions f, g. More precisely we will assume that the reference probability measure P is a solution of a

càdlàg Markovian martingale problem, including the case when P is the law of a stochastic differential equation (SDE)

with jumps and possibly singular coefficients: the drift could even be distributional. The notion of martingale problem
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was introduced by D.W. Stroock and S.R.S Varadhan in the seminal papers [41, 42] and has been exploited extensively

starting from [43].

The objective of the paper is then to completely characterize Q∗ as a solution of a martingale problem, which is still

Markovian, under very general assumptions on P. The properties of Q∗ have been extensively studied in [8] when the

reference probability measure P is the Wiener measure. In the case of discrete time Markov models with finite state

space, the stability of the Markov property by the exponential twist transformation (1.1) was already pointed out in

[12, 13, 31]. In this paper we extend these results to càdlàg (possibly singular) Markovian models and provide a precise

characterization of the generator associated to the martingale problem verified by the probability measure Q∗.

Exponential twist probability measures of the form (1.1) are intimately connected to various application domains. It

appears naturally in variational representation formulae in relation to the theory of large deviations [19, 37]. In fact we

have the variational formula

(1.3) − log

∫

Ω

e−ϕ(ω)dP(ω) = inf
Q∈P(Ω)

∫

Ω

ϕ(ω)dQ(ω) +H(Q|P),

see Proposition 1.4.2 in [19], where P(Ω) is the space of all probability measures on (Ω,F) and H is the relative entropy

of Q with respect to P, see Definition 2.4. The minimum in (1.3) is achieved for the exponential twist probability measure

dQ∗ ∝ e−ϕdP and Q∗ is said to be a solution to the optimization problem (1.3). Furthermore, the minimization Problem

(1.3) can often be reinterpreted as a stochastic optimal control problem. For instance, when P is the law of an SDE of the

type

Xt = x+

∫ t

0

b(r,Xr)dr+

∫ t

0

σ(r,Xr)dWr, ∀t ∈ [0, T ]

where T is a fixed time horizon, (1.3) is equivalent to

(1.4)































inf
u∈U

E

[

∫ T

0

f(r,Xu,x
r )dr+

1

2

∫ T

0

|ur|2dr+ g(Xu,x
T )

]

dXu,x
r = b(r,Xu,x

r )dr+ σ(r,Xu,x
r )urdr+ σ(r,Xu,x

r )dWr

Xu,x
0 = x,

where U is a set of progressively measurable processes u such that the controlled SDE dXu,x
r = b(r,Xu,x

r )dr +

σ(r,Xu,x
r )urdr + σ(r,Xu,x

r )dWr, X
u,x
t = x has a solution, see e.g. [9]. This equivalence between Problems (1.3) and

(1.4), first stated in [21, 22], has, since then, given rise to several developments not only in the field of large deviations

but also in concrete applications, where it is used to derive efficient methods to approximate the solution of the optimal

control Problem (1.4), see [12, 44, 45]. The specific setting (1.4) is often referred to as Path integral control in this appli-

cations literature. Moreover, the characterization results for the exponential twist measure (1.1) provided in the present

paper apply to the framework of non-linear optimization on the space of probability measures (often related to mean-field

optimization [14]) stated as

(1.5) inf
Q∈P(Ω)

F
(

EQ[ϕ(X)]
)

+H(Q|P),

where F :R→R is a differentiable convex function and ϕ is given by (1.2). Indeed, assume that Problem (1.5) admits a

solution Q∗. Then Q∗ is also solution of

(1.6) inf
Q∈P(Ω)

EQ[ϕ̃(X)] +H(Q|P),

where ϕ̃(X) := F ′
(

EQ∗

[ϕ(X)]
)

ϕ(X) (see Lemma E.1) and Q∗ is an exponential twist measure of the form (1.1) with

ϕ= ϕ̃. Hence, any solution of Problem (1.5) falls into the framework of the present paper. Optimization programs of the

form (1.5) appear for example in [12, 13, 38, 39] for demand side management in power systems.
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The main result of the paper is stated in Section 3, where we identify a significant Ideal Condition 3.12 associated

with the reference probability measure P and a functional domain D on which we characterize the generator aQ
∗

of

the martingale problem verified by Q∗. More precisely, under the Ideal Condition 3.12 the exponential twist probability

measure Q∗ given by (1.1) is characterized as a solution of a well-identified martingale problem in Theorem 3.15. For all

test function φ ∈ D, aQ
∗

(φ) can be written as aP(φ) + Γv(φ)/v where aP is the generator associated to the martingale

problem verified by P and Γv(φ)/v is a correction term identified via a Girsanov’s change of measure.

In Section 4, we further specify the map D ∋ φ 7→ Γv(φ) in the integro-differential case. In particular Proposition 4.4

states that it can be expressed as the sum of an integral term corresponding to the jumps contribution, and a generalized

gradient of v. Then, in Proposition 4.11, we extend the continuous part Γv,c of this operator to a larger space D including

the identity function id and other test functions outside the domain D. This extension allows us, in Proposition 4.12, to

express the change of probability measure as a drift modification depending only on the continuous part of the (extended)

operator evaluated in the identity function i.e. Γv,c(id). In particular, even when the initial drift is a Schwartz distribution,

an additional measurable drift term appears, extending the term σσ⊤∇xv when ∇xv does not exist.

In Section 5 we provide general conditions under which the Ideal Condition 3.12 holds. We require our reference

probability measure P to fulfill a slightly stronger version of the Markov property, namely to be Regularly Markovian in

the sense of Definition 5.7. This regularity assumption on P allows to build an extension of the Carré du champ operator,

see Propositions 5.11, in order to identify the generator of the martingale problem satisfied by Q∗. This extension was

initiated in [4] in the case of genuine martingales and used to define Pseudo-Partial Differential Equations (Pseudo-

PDE) and their associated probabilistic representations via martingale driven backward SDEs in [5–7]. In Appendix A

we provide an alternative method, in the case of Brownian diffusions, for verifying the Ideal Condition, based on the

existence of a solution of one PDE.

In Section 6, we instantiate our characterization result (Theorem 3.15) on several specific examples using the sufficient

assumptions provided in Section 5. We first study the case where the reference probability measure P is solution to a

martingale problem associated to a jump diffusion. In this situation we are able to fully characterize in Proposition 6.4

the drift of the canonical process under Q∗, as well as its jump intensity, as Markovian functions of the current state. We

emphasize once again that we do not require any integrability condition of the underlying process with respect to P. We

then apply these results to the case of Brownian diffusions which corresponds to the stochastic control problem (1.4),

as already stated. Relying on this equivalence and on our characterization Theorem 3.15, we derive in Corollary 6.7 the

existence of an optimal Markovian control for Problem (1.4) in a very general framework, and we characterize this optimal

control by means of a generalized gradient. In comparison with compactification methods used e.g. in [20, 23, 24], we do

not require any semi-continuity hypotheses for the cost functions f and g (only measurability in the space variable), nor

any integrability condition on the controlled process to prove the existence of an optimal Markovian controls. We finally

consider more irregular examples in Proposition 6.13 where the drift b is a distribution.

In the companion paper we make use of Corollary 6.11 which is a consequence of Corollary 6.7 and Lemma 6.10.

This is a basic tool which allows us to develop an algorithm that provides Markovian controls approximating the solution

to a large class of stochastic control problems.

Once we completed this paper, we discovered the article [34] which provides a similar statement to the one of Theorem

3.15. In particular the authors formulate in their Theorem 4.2 a similar hypothesis to our Ideal Condition, assuming the

existence of a so called good function. A comparison between the two results is discussed in Remark 3.17. However, we

recall that we provide two additional major contributions in our paper. In Section 4, we further characterize the exponential

twist change of measure by identifying the change of drift via a generalized gradient, while in Section 5 we provide a

general framework in which the key Ideal Condition is verified, based on a so-called regular Markovian assumption.
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2. Notations and definitions

In this section we introduce the basic notions and notations used throughout this document. In what follows, T ∈R+ will

be a fixed time horizon.

• All vectors x ∈Rd are column vectors. Given x ∈Rd, |x| will denote its Euclidean norm.

• Given a matrix A ∈Rd×d, ‖A‖ :=
√

Tr[AA⊤] will denote its Frobenius norm.

• For any x ∈Rd, δx will denote the Dirac mass in x.

• Ci,j := Ci,j([0, T ]×Rd,R) will be the space of real valued functions on [0, T ]×Rd that are continuous together

with their time and space derivatives up to order i and j respectively. It is endowed with the topology of uniform

convergence on compact sets (u.c.s).

• Ci,j
b :=Ci,j

b ([0, T ]×Rd,R) will be the space of real valued functions on [0, T ]×Rd that are bounded and continu-

ous together with their time and space derivatives up to order i and j respectively. It is endowed with the topology

of uniform convergence.

• For any topological spaces E and F, B(E) will denote the Borel σ-field of E. C(E,F ) (resp. Cb(E,F ), B(E,F ),
Bb(E,F ) will denote the linear space of functions from E to F that are continuous (resp. bounded continuous,

Borel, Borel bounded, Borel locally bounded). If E = F we will simply denote C(E) (resp. Cb(E), B(E)) for

C(E,E) (resp. Cb(E,E), B(E,E)). P(E) will denote the set of Borel probability measures on E. Given P ∈
P(E), EP will denote the expectation with respect to (w.r.t.) P.

• Given φ ∈C1,2([0, T ]×Rd,R), ∂tφ, ∇xφ and ∇2
xφ will denote respectively the partial derivative of φ with respect

to t ∈ [0, T ], its gradient and its Hessian matrix w.r.t. x ∈ Rd. Given any bounded function φ we will denote by

|φ|∞ its supremum.

• For x ∈Rd, id(x) := (idi(x))1≤i≤d := (xi)1≤i≤d will denote the identity on Rd.

• Given 0 ≤ t ≤ T , D([t, T ],Rd) will denote of càdlàg functions defined on [t, T ] with values in Rd. In the whole

paper Ω will denote space D([0, T ]). For any t ∈ [0, T ] we denote by Xt : ω ∈Ω 7→ ωt the coordinate mapping on

Ω. We introduce the σ-field F := σ(Xr,0≤ r ≤ T ). On the measurable space (Ω,F), we introduce the canonical

process X : ω ∈ ([0, T ]×Ω,B([0, T ])⊗F) 7→Xt(ω) = ωt ∈ (Rd,B(Rd)).

We endow (Ω,F) with the right-continuous filtration Ft :=
⋂

t<s≤T

σ(Xr,0 ≤ r ≤ s). The filtered space

(Ω,F , (Ft)) will be called the canonical space (for the sake of brevity, we denote (Ft)t∈[0,T ] by (Ft)).

For 0≤ t≤ u≤ T , we denote Ft,u :=
⋂

u<v≤T

σ(Xr, u≤ r ≤ v).

• Given P ∈ P(Ω) and a generic σ-field G on Ω, GP will denote the P-completion of G.

• Given P ∈ P(Ω), Ducp(P) will denote the space of all càdlàg adapted processes (indexed by [0, T ]) endowed with

topology of the uniform convergence in probability (u.c.p.) topology under P.

• Given P ∈ P(Ω), H2
loc(P) will denote the space of locally square-integrable martingales. Given M,N ∈H2

loc(P),

〈M,N〉 will denote their predictable angle bracket. If M = N, we will use the notation 〈M〉. We also denote

Pos(〈M,N〉) := 1
4 〈M +N〉 and Neg(〈M,N〉) := 1

4 〈M −N〉.
• Given P ∈ P(Ω), Aloc(P) will denote the set of càdlàg processes with P-locally integrable variation.

• Equality between stochastic processes are in the sense of indistinguishability.

• Throughout the paper we will use the notion of random measures and their associated compensator. For a detailed

discussion on this topic as well as some unexplained notations we refer to Chapter II and Chapter III in [26].

• We will work with the convention that inf ∅=+∞. In particular, any hitting time τ of a Borel set by a stochastic

process defined on [0, T ] will have values in [0, T ]∪ {+∞}.

Definition 2.1. (Lévy kernel). L : [0, T ]×Ω×B(Rd) is called a Lévy kernel if it satisfies the following.

1. L(t,X, .) is a non-negative Borel measure on Rd such that L(t,X,{0}) = 0, which is σ-finite on Rd\{0}.
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2. (t,X) 7→ L(t,X,A) is predictable for all A ∈ B(Rd\{0});
3. (t,X) 7→

∫

A
(1∧ |q|2)L(t,X,dq) is Borel and bounded for all A ∈ B(Rd).

Definition 2.2. Let P ∈ P(Ω). Let Y,Z be a càdlàg process.

1. (Covariation). We define

(2.1) [Z,Y ]ε(t) :=

∫

]0, t]

(Z((r+ ε)∧ t)−Z(r))(Y ((r+ ε)∧ t)− Y (r))

ε
dr.

[Z,Y ] is by definition the u.c.p. limit, whenever it exists, of [Z,Y ]ε when ǫ→ 0. If Y,Z are càdlàg semimartingales

then [Y,Z] is the usual (quadratic) covariation, see Proposition 1.1 of [35].

2. (Weak Dirichlet process). Z is called a weak Dirichlet process if it is (Ft)-adapted and if under P it admits a

decomposition Z =M +A where M is a (P,Ft)-local martingale and the process A satisfies [A,N ] = 0 for all

(P,Ft)-continuous local martingale. A will be called a martingale orthogonal process. For more properties on

those processes, see [36], Chapter 15 and [2, 3]. In particular an (Ft)-semimartingale is a weak Dirichlet process.

3. A multidimensional weak Dirichlet process is a multidimensional process such that every component is a weak

Dirichlet process.

The following statement is Proposition 3.2 in [3].

Proposition 2.3. Let Z be a càdlàg weak Dirichlet process. There exists a unique continuous local martingale Zc

and a unique process A, vanishing at zero, verifying [A,N ] = 0 for all (P,Ft)-continuous local martingale such that

Z = Zc +A.

Definition 2.4. (Relative entropy). Let E be a topological space. Let P,Q ∈ P(E). The relative entropy H(Q|P) between

the measures P and Q is defined by

(2.2) H(Q|P) :=











EQ

[

log
dQ

dP

]

if Q≪ P

+∞ otherwise,

with the convention log(0/0) = 0.

Remark 2.5. The relative entropy H fulfills the following properties for which we refer to [19] Lemma 1.4.3.

1. H is non negative and jointly convex, that is for all P1,P2,Q1,Q2 ∈ P(E), for all λ ∈ [0,1], H(λQ1 + (1 −
λ)Q2|λP1 + (1− λ)P2)≤ λH(Q1|P1) + (1− λ)H(Q2|P2).

2. (P,Q) 7→H(Q|P) is lower semicontinous with respect to the weak convergence on Polish spaces.

We will often use the notion of martingale problem.

Definition 2.6. (Martingale problem). Let a : D ⊂ B([0, T ] × Rd,R) → B([0, T ] × Rd,R) be a linear operator. Let

µ ∈ P(Rd). We say that a probability measure P ∈ P(Ω) is solution of the martingale problem associated to (D, a,µ) if

1. LP(X0) = µ;

2. for every φ ∈D the process

(2.3) M [φ] := φ(·,X·)− φ(0,X0)−
∫ ·

0

a(φ)(r,Xr)dr

has a càdlàg modification which is a local martingale under P.

3. Characterization of the exponential twist measure

We consider f, g verifying Hypothesis 3.1 below.
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Hypothesis 3.1. (Cost functions). f ∈ B([0, T ]×Rd,R), g ∈ B(Rd,R) and f, g ≥ 0.

Remark 3.2. Without restriction of generality, Hypothesis 3.1 can be relaxed supposing f, g to be lower bounded.

We will moreover assume that the reference probability measure P has the Markov property (3.3) below. We introduce

to this aim the following assumption.

Hypothesis 3.3. P satisfies the Markov property

(3.1) EP[F ((Xu)u∈[t,T ])|Ft] = EP[F ((Xu)u∈[t,T ])|Xt],

for all F ∈ Bb(D[t, T ],R), t ∈ [0, T ].

In the rest of the paper, we assume that Hypotheses 3.1 and 3.3 are verified.

In relation to previous Hypothesis 3.3 we introduce the notion of Markov domain below, defined for a probability

measure P.

Definition 3.4. (Markov domain D(P)). A Borel locally bounded function φ : [0, T ] × Rd → R is an element of the

Markov domain D(P) if there exists a function χ ∈ B([0, T ]×Rd,R) such that the process

(3.2) M [φ] := φ(·,X·)− φ(0,X0)−
∫ ·

0

χ(r,Xr)dr

has a càdlàg modification in H2
loc(P). We will denote aP(φ) := χ. That modification will still be denoted M [φ].

We introduce here a significant space of (equivalence classes) of Borel functions.

Notation 3.5.

(3.3) L0 := L0(P) =

{

φ ∈ B([0, T ]×Rd,R) :

∫ T

0

|φ(r,Xr)|dr <+∞ P-a.s.

}

,

which corresponds to the classical space L0([0, T ]× Rd, dt⊗ dPXt
), where PXt

is the (marginal) law of Xt under P.

With a slight abuse of notations L0 can be seen as a linear space of equivalence classes, where the equivalence is given

by the equality up to a dt⊗ dPXt
null set.

Remark 3.6. 1. aP(φ) defines a dt ⊗ dPXt
-unique element of L0. Indeed assume that there exist two elements χ1

and χ2 of B([0, T ]×Rd,R) such that (3.2) holds for χ= χ1 or χ2. Clearly φ(·,X·) is a special semimartingale

under P and uniqueness of the decomposition of special semimartingales immediately yields
∫ t

0
χ1(r,Xr)dr =

∫ t

0
χ2(r,Xr)dr P-a.s. for all t ∈ [0, T ], that is χ1 = χ2 dt⊗ dPXt

-a.e.

2. Also if φ1 = φ2 in L0 then M [φ1] =M [φ2] up to a modification.

3. Assume that P is solution of a martingale problem associated to (D, a) in the sense of Definition 2.6. If P fulfills

the martingale problem with respect to (D, a), then D ⊂D(P) and a is a restriction of aP to D.

4. If λ,µ ∈R and φ1, φ2 ∈D then (up to a modification) M [λφ1 + µφ2] = λM [φ1] + µM [φ2].

5. When D ⊂ D(P) is a linear subspace of D(P) which is also an algebra (i.e. stable by multiplication), D will be

called a subalgebra of D(P).

We will need later the following technical result.

Lemma 3.7. Let ψ and φ be two elements of D(P). The following statements are equivalent.

1. φψ ∈D(P).

2. There exists Γ(φ,ψ) ∈ B([0, T ]×Rd,R) (unique in L0) such that

〈M [φ],M [ψ]〉=
∫ ·

0

Γ(φ,ψ)(r,Xr)dr P-a.s.
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Moreover we have

(3.4) Γ(φ,ψ) = aP(φψ)−ψaP(φ)− φaP(ψ).

Remark 3.8. The bilinear map Γ in (3.4) is called the Carré du champ operator.

Proof of Lemma 3.7. Let φ,ψ ∈D(P). By integration by parts, for all t ∈ [0, T ],

(3.5)

φ(t,Xt)ψ(t,Xt) = φ(0,X0)ψ(0,X0) +

∫ t

0

φ(r,Xr)dψ(r,Xr) +

∫ t

0

ψ(r,Xr)dφ(r,Xr) + [M [φ],M [ψ]]r

= φ(0,X0)ψ(0,X0) +

∫ t

0

φ(r,Xr)dM [ψ]r +

∫ t

0

φ(r,Xr)a
P(ψ)(r,Xr)dr

+

∫ t

0

ψ(r,Xr)dM [φ]r +

∫ t

0

ψ(r,Xr)a
P(φ)(r,Xr)dr+ [M [φ],M [ψ]]r.

We now prove the first implication 1.⇒ 2. As φψ ∈D(P), we also have that

(3.6) φ(t,Xt)ψ(t,Xt) = φ(0,X0)ψ(0,X0) +M [φψ] +

∫ t

0

aP(φψ)(r,Xr)dr.

Consequently, defining Γ(φ,ψ) as (3.4), we get

(3.7) [M [φ],M [ψ]]−
∫ ·

0

Γ(φ,ψ)(r,Xr)dr =N,

where N is the local martingale

N :=M [φψ]−
∫ ·

0

ψ(r,Xr)dM [φ]r −
∫ ·

0

φ(r,Xr)dM [ψ]r.

By (3.7) and the fact that the process
∫ ·

0
Γ(φ,ψ)(r,Xr)dr is adapted continuous and therefore predictable, we conclude

that 〈M [φ],M [ψ]〉=
∫ ·

0
Γ(φ,ψ)(r,Xr)dr P-a.s.

We now prove the converse implication 2.⇒ 1. By definition, the process

N1 := [M [φ],M [ψ]]− 〈M [ψ],M [φ]〉= [M [φ],M [ψ]]−
∫ ·

0

Γ(φ,ψ)(r,Xr)dr,

is a local martingale. We deduce from (3.5) that

φ(·,X·)ψ(·,X·)− φ(0,X0)ψ(0,X0)−
∫ ·

0

(

Γ(φ,ψ) + ψaP(φ) + φaP(ψ)
)

(r,Xr)dr =M,

where

M :=

∫ ·

0

ψ(r,Xr)dM [φ]r +

∫ ·

0

φ(r,Xr)dM [ψ]r +N1,

is a P-local martingale. At this point, it is clear that ψφ ∈ D(P) which yields 1. Moreover we get aP(φψ) = Γ(φ,ψ) +

ψaP(φ) + φaP(ψ), which finally implies (3.4).

As mentioned earlier, in this paper we aim at characterizing the exponential twist Q∗ defined by

(3.8) dQ∗ :=DT dP,

where

(3.9) DT :=
exp

(

−
∫ T

0
f(r,Xr)dr− g(XT )

)

EP

[

exp
(

−
∫ T

0
f(r,Xr)dr− g(XT )

)] .
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A first observation concerns the fact that the exponential twist Q∗ conserves the Markov property, i.e. Q∗ still fulfills

Hypothesis 3.3, see Lemma B.6 in the Appendix. Besides the Markov property, as we will illustrate later, it is interesting

to know the dynamics of the canonical process X under Q∗, e.g. which martingale problem is fulfilled by Q∗.

Since P verifies Hypothesis 3.3 (Markov property), for all t ∈ [0, T ], we have

(3.10) EP[DT |Ft] =
exp

(

−
∫ t

0
f(r,Xr)dr

)

EP

[

exp
(

−
∫ T

0
f(r,Xr)dr− g(XT )

)]EP

[

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Xt

]

.

Remark 3.9. By Proposition 5.1 in [11] there exists a Borel function v : [0, T ]×Rd →R such that

(3.11) v(t,Xt) := EP

[

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Xt

]

dt⊗ dP-a.e.

v is then, obviously, unique as an element of L0.

In the sequel we will make use of the notation

(3.12) Us
· := 1[s,T ](·)

∫ ·

0

f(r,Xr)dr,

where s ∈ [0, T ]. Below we denote by D := (Dt)t∈[0,T ] the càdlàg version of the martingale (EP[DT |Ft]), see (3.10).

Proposition 3.10. Let P be a probability measure fulfilling the Markov property, i.e. Hypothesis 3.3. Let v ∈ B([0, T ]×
Rd,R) verifying (3.11). We set

(3.13) Vt = EP[v(0,X0)] exp

(
∫ t

0

f(r,Xr)dr

)

Dt, t ∈ [0, T ],

We have the following.

1. V is a càdlàg version of (v(t,Xt)), i.e.

(3.14) Vt = v(t,Xt), P-a.s. for all t ∈ [0, T ].

2. v ∈D(P) and aP(v) = fv. In particular D(P) is non trivial.

Proof. 1. Combining (3.10) and (3.11), for all t ∈ [0, T [, P-a.s. we have

v(t,Xt) =DtE
P

[

exp

(

−
∫ T

0

f(r,Xr)dr− g(XT )

)]

exp

(
∫ t

0

f(r,Xr)dr

)

=DtE
P(v(0,X0)) exp

(
∫ t

0

f(r,Xr)dr

)

= Vt,(3.15)

which shows (3.14).

2. According to Definition 3.4, it will be enough to prove that

(3.16) Mt := Vt − V0 −
∫ t

0

f(r,Xr)Vrdr, t ∈ [0, T ],

belongs to H2
loc(P). Now, by integration by parts, using (3.13) and (3.16), we easily obtain that

(3.17) Mt =

∫ t

0

E(V0) exp(U
0
r )dDr, t ∈ [0, T ].
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Consequently M is a stochastic integral w.r.t. the martingale D, hence M is a local martingale. Moreover, since it

is the sum of a bounded process and a continuous adapted process (hence locally bounded), M actually belongs to

H2
loc(P).

Let us consider again the càdlàg process V defined in (3.13), which is a modification of (v(t,Xt)) by Proposition

3.10. The characterization of the probability measure Q∗ defined in (3.8), which is equivalent to the reference probability

measure P, as solution of a martingale problem naturally requires the use of Girsanov’s theorem. Notice first that D ∈
H2

loc(P) since it is a bounded martingale taking into account (3.9) and Hypothesis 3.1. In particular, for any M∈H2
loc(P),

〈M,D〉 is well-defined under P. Let us then recall the Girsanov’s theorem in our context, see for example Theorem 3.11,

Chapter III in [26] along with Proposition 3.5 item (i), Chapter III in [26] for the positivity of D.

Theorem 3.11. (Girsanov). Let M∈H2
loc(P). Under Q∗ the process D is strictly positive (up to indistinguishability)

and the process M−
∫ ·

0
1

Dr−
d〈M,D〉r is a Q∗-local martingale.

About the martingale problem verified by Q∗, we need to specify the linear operator aQ
∗

and its domain. For the

moment let φ ∈ D(P) and let us apply then Theorem 3.11 to M = M [φ] so that we need to compute the bracket

〈M [φ],D〉 in order to find the expression of aQ
∗

(φ). This, by (3.17) with M =M [v], is equivalent to computing the

bracket 〈M [φ],M [v]〉. Indeed, since D is strictly positive P-a.s., the same holds for V by (3.13). By (3.17) we have

〈M [φ],M [v]〉=
∫ ·

0

EP[V0] exp(U
0
r )d〈M [φ],D〉r,

so that

〈M [φ],D〉=
∫ ·

0

exp(−U0
r )

EP[V0]
d〈M [φ],D〉,

consequently

(3.18)
∫ ·

0

1

Dr−
〈M [φ],D〉r =

∫ ·

0

exp
(

−U0
r

)

EP[V0]Dr−
d〈M [φ],M [v]〉r =

∫ ·

0

d〈M [φ],M [v]〉r
Vr−

also taking into account (3.13).

Assume now for a moment that φv ∈ D(P). Since v ∈ D(P) and Vr = v(r,Xr), dr ⊗ dP-a.e., by Proposition 3.10,

(3.18) becomes

(3.19)
∫ ·

0

1

Dr−
〈M [φ],D〉r =

∫ ·

0

Γ(φ, v)(r,Xr)

Vr−
dr =

∫ ·

0

d〈M [φ],M [v]〉r
Vr

=

∫ ·

0

Γ(φ, v)(r,Xr)

v(r,Xr)
dr,

where Γ(φ, v) is given by (3.4) with ψ = v, see Lemma 3.7. Combining Theorem 3.11 with the previous equality, a

natural candidate for the operator aQ
∗

of the martingale problem verified by Q∗ would be aQ
∗

(φ) = aP(φ) + Γ(φ,v)
v for

any φ ∈ D(P) verifying φv ∈ D(P). In view of what precedes, we introduce the following Ideal Condition fulfilled by a

probability measure P and a linear subspace D ⊂D(P).

Condition 3.12. (Ideal Condition). The element v of L0 characterized by (3.11) is an element of D(P), such that φv ∈
D(P) for all φ ∈D.

Remark 3.13. The Ideal Condition will be later verified essentially for any subalgebra D ⊂ D(P), under the general

hypothesis that P is Regularly Markovian, see Definition 5.7. This will be the object of Corollary 5.13. Alternatively,

in Appendix A, we show the validity of the Ideal Condition under the existence of a C0,1-solution of a PDE, i.e. (A.3).

Therein we do not suppose that P is Regularly Markovian.

Setting v = ψ in Lemma 3.7, we can formulate an alternative formulation of the Ideal Condition 3.12.
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Corollary 3.14. Let D ⊂D(P) a linear subspace. The following statements are equivalent.

1. (P,D) fulfills the Ideal Condition.

2. There exists a linear operator Γv :D→ L0, such that for all φ ∈D,

(3.20) 〈M [φ],M [v]〉=
∫ ·

0

Γv(φ)(r,Xr)dr.

Moreover

(3.21) Γv(φ) = aP(vφ)− vaP(φ)− φaP(v).

Proof. This result is a direct consequence of Lemma 3.7, the only thing to check being the linearity of Γv which imme-

diately follows from (3.21) as aP is linear.

We can then state the kernel result of the paper.

Theorem 3.15. Let our reference measure P verify Hypothesis 3.3 (Markov property). Let µ be the law of X0 and

D ⊂ D(P) be a linear subspace of D(P) such that (P,D) verifies the Ideal Condition 3.12 and v : [0, T ] × Rd → R

characterized by (3.11). Let Q∗ be the probability measure defined in (3.8).

Then Q∗ is solution to the martingale problem associated to (D, aQ∗

, ν) in the sense of Definition 2.6, where, for all

φ ∈D,

aQ
∗

(φ)(t, x) := aP(φ)(t, x) +
Γv(φ)(t, x)

v(t, x)
(3.22)

ν(dx) := v(0, x)µ(dx)/

∫

Rd

v(0, y)µ(dy).(3.23)

Remark 3.16. In particular D ⊂D(Q∗).

Remark 3.17. As we mentioned in the introduction our Theorem 3.15 has some similarities with Theorem 4.2 from [34]

which supposes the existence of a (so-called) ”good function” (according to Section 1 in [34]) v : Rd 7→ R∗
+, which in

particular belongs to D(P).

1. Our Theorem 3.15 implies the result of Theorem 4.2 in [34] under their assumption, at least under, the technical

hypotheses on f := aP(v)/v and g :=− log(v) to be lower bounded. In this case we are in position to apply our

Theorem 3.15, which entails the statement of Theorem 4.2 in [34]. Indeed, the particular assumption “Dh
A =D(A)“

of Theorem 4.2 in [34] implies the validity of our Ideal Condition for (P,D) when D is the whole extended domain

D(P).

2. Theorem 4.2 in [34] (stated in the time inhomogeneous setting) can be used to prove our Theorem 3.15. If we

assume that the process in [34] is of the form (t,Xt) with time horizon T and X being an inhomogeneous Markov

process, considerations just above (3.11) automatically provide the existence of a good function v on the basis of a

running cost f and a terminal cost g. That function v is made explicit in Section 5 when P is regularly Markovian,

where the Ideal Condition is always verified.

Proof of Theorem 3.15. We first check item 1. of Definition 2.6. Let ψ ∈ Bb(R
d,R). Then, taking into account (3.13)

and (3.14),

EQ∗

[ψ(X0)] = EP[D0ψ(X0)] =
1

EP[v(0,X0)]
EP[v(0,X0)ψ(X0)].
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Hence LQ∗

(X0) = ν, where ν is defined in (3.23). It remains to check item 2. of Definition 2.6. Let φ ∈D. Theorem 3.11

states that under Q∗ the process M [φ]−
∫ ·

0
1

Dr−
d〈M [φ],D〉r is a local martingale. Now by (3.19),

∫ ·

0

1

Dr−
d〈M [φ],D〉r =

∫ ·

0

Γv(φ)(r,Xr)

v(r,Xr)
dr,

where Γv is given by Corollary 3.14, and under Q∗ the process

φ(·,X·)− φ(0,X0)−
∫ ·

0

aP(φ)(r,Xr)dr−
∫ ·

0

Γv(φ)(r,Xr)

v(r,Xr)
dr

= φ(·,X·)− φ(0,X0)−
∫ ·

0

aQ
∗

(φ)(r,Xr)dr

is a local martingale. This concludes the proof.

Of course two peculiar cases arises in the following, which will be explored in the sequel.

Hypothesis 3.18. Let b ∈ B([0, T ]×Rd,Rd), σ ∈ B([0, T ]×Rd,Rd×d). Let L : [0, T ]×Rd ×B(Rd) be a Lévy kernel

in the sense of Definition 2.1. We fix a truncation function k :Rd →Rd, i.e. a bounded real function defined on Rd equal

to the identity in a neighborhood of zero.

1. We suppose that P is solution to the martingale problem with respect to (D, a,µ), where µ ∈ P(Rd), D :=D(a) :=

C1,2
b ([0, T ]×Rd,R) and a(φ) is given as

(3.24)

a(φ)(t, x) = ∂tφ(t, x) + 〈∇xφ(t, x), b(t, x)〉+
1

2
Tr[σσ⊤(t, x)∇2

xφ(t, x)]

+

∫

Rd

(φ(t, x+ q)− φ(t, x)− 〈∇xφ(t, x), k(q)〉)L(t, x, dq),

for all φ ∈D.

2. (P,D) verifies previous item 1. replacing the non-local operator (3.24) with

(3.25) a(φ)(t, x) = ∂tφ(t, x) + 〈∇xφ(t, x), b(t, x)〉+
1

2
Tr[σσ⊤(t, x)∇2

xφ(t, x)],

for all φ ∈D.

Remark 3.19. Let assume Hypothesis 3.18 2. Theorem 2.42, Chapter II in [26] implies that, for all φ ∈ C2
b (R

d) the

process

φ(X·)− φ(X0)−
∫ ·

0

(∇xφ)
⊤(Xr)b(r,Xr)dr−

1

2

∫ ·

0

Tr[σσ⊤(r,Xr)∇2
xφ(Xr)]dr

−
∫ ·

0

∫

Rd

(φ(Xr− + y)− φ(Xr)− 〈∇xφ(Xr), y〉k(y))νX,P(dr, dy),

is a local martingale under P. By (3.25), since the characteristics are uniquely determined, we have νX,P = 0. This

implies that the jump measure µX vanishes and the process X is P-a.s. continuous.

4. Extension of the Carré du Champ under P

In this Section 4 we further characterize the operator Γv appearing in Theorem 3.15 and introduced in Corollary 3.14.

Let now P be our reference probability measure and v : [0, T ]× Rd → R be a Borel function verifying (3.11) such that

(P,D) fulfills the Ideal Condition 3.12. We start by an assumption on the P-compensator of the jump measure µX .

Hypothesis 4.1. (Compensator). The P-compensator νX,P of the jump measure µX of X verifies νX,P(X,dt, dq) =

dtL(t,Xr−, dq), where L is a Lévy kernel in the sense of Definition 2.1.
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Lemma 4.2. Assume that P verifies Hypothesis 4.1. Let φ ∈ D(P). Let Φ be the càdlàg modification of φ(·,X·). Then

(Φt−)t∈[0,T ] and (φ(t,Xt−))t∈[0,T ] are P-indistinguishable.

Proof. In this proof we make use of the notion of quasi-left continuous processes and predictable stopping time, see

Definition 4.3 below.

Let τ be a predictable stopping time. By Theorem 86, Chapter IV in [16], it will be enough to prove

(4.1) Φτ− = φ(τ,Xτ−) P-a.s.

on {τ <+∞}. We write

(4.2) Φt =M [φ]t + φ(0,X0) +

∫ t

0

aP(φ)(r,Xr)dr, t ∈ [0, T ].

Let now (Sn)n≥1 be a localizing sequence for M [φ] verifying
∫ T∧Sn

0
|aP(φ)(r,Xr)|dr ≤ n. It will be sufficient to prove

(4.3) Φτ−1{τ<Sn} = φ(τ,Xτ−)1{τ<Sn} P-a.s.

To prove what precedes, on the one hand, taking the limit t→ τ ∧ Sn from the left in (4.2) yields

(4.4) Φ(τ∧Sn)− =M [φ](τ∧Sn)− + φ(0,X0) +

∫ τ∧Sn

0

aP(φ)(r,Xr)dr.

On the other hand, by 1.17, Chapter I in [26], {τ < Sn} ∈ Fτ− for all n ≥ 1. Setting X =M [φ]Sn in Lemma 2.27,

Chapter I in [26], by the same Lemma we have that

(4.5) M [φ](τ∧Sn)− = EP [M [φ]τ∧Sn
|Fτ−] on {τ < Sn}.

As
∫ T∧Sn

0
|aP(φ)(r,Xr)|dr ≤ n ∈ L1(P), by (4.5) and (4.2) evaluated at t= τ ∧ Sn we get

M [φ](τ∧Sn)− = EP [M [φ]τ∧Sn
|Fτ−]

= EP [Φτ∧Sn
|Fτ−]− φ(0,X0)−

∫ τ∧Sn

0

aP(φ)(r,Xr)dr on {τ < Sn}.

Replacing M [φ](τ∧Sn)− in (4.4) we get

Φ(τ∧Sn)− = EP [Φτ∧Sn
|Fτ−] on {τ < Sn},

that is

(4.6) Φτ−1{τ<Sn} = EP [φ(τ,Xτ )|Fτ−] 1{τ<Sn} P-a.s.,

Hypothesis 4.1 implies that νX,P(X,{t} × Rd) = 0 identically. By Corollary 1.19, Chapter II in [26], the process X is

quasi-left continuous under P in the sense of Definition 4.3 and we have ∆Xτ = 0 P-a.s. Hence φ(τ,Xτ ) = φ(τ,Xτ−)

P-a.s. Moreover, since τ is Fτ−-measurable by 1.14, Chapter I of [26], then φ(τ,Xτ−) is Fτ−-measurable. Consequently

(4.6) then yields

(4.7) Φτ−1{τ<Sn} = φ(τ,Xτ−)1{τ<Sn} P-a.s.

and therefore (4.3). This concludes the proof.

Definition 4.3. The definition below is Definition 2.25 in Chapter I in [26].
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1. A càdlàg process X is called quasi-left continuous if ∆Xτ = 0 a.s. on {τ < +∞} for all predictable stopping

times τ , see Definition 2.25 in Chapter I in [26].

2. We recall that the notion of predictable stopping time is defined for instance in Definition 2.7, Chapter I in [26].

Proposition 4.4. Let P ∈ P(Ω) and let D ⊂D(P) be a linear subalgebra. Assume that (P,D) verifies the Ideal Condition

3.12 and that P satisfies Hypothesis 4.1. Given Γv by (3.21), we define the linear operator Γv,c :D→B([0, T ]×Rd,R)

by

(4.8) Γv,c(φ)(t, x) := Γv(φ)(t, x)−
∫

Rd

(v(t, x+ q)− v(t, x))(φ(t, x+ q)− φ(t, x))L(t, x, dq),

for φ ∈D. Then

(4.9) [M [v]c,M [φ]c] =

∫ ·

0

Γv,c(φ)(r,Xr)dr P-a.s.

Remark 4.5. The identity (4.9) also shows that Γv,c can be considered as a map D→ L0.

Proof of Proposition 4.4. Let φ ∈D. Using the notation (3.2), let M [φ] and M [v] be the càdlàg local martingales, which

belong to H2
loc(P), also taking into account Proposition 3.10. Hence [M [v],M [φ]] ∈Aloc(P) by Proposition 4.51, Chapter

I in [26], which, taking into account

(4.10) [M [v],M [φ]] = [M [v]c,M [φ]c] + [M [v]d,M [φ]d],

yields [M [v]d,M [φ]d] ∈Aloc(P).

By Theorem 4.52, Chapter I in [26], we have

(4.11) [M [v]d,M [φ]d] =
∑

0<r≤·

∆M [v]r∆M [φ]r =
∑

0<r≤·

∆Vr∆Φr,

where V and Φ are càdlàg versions of v(·,X·) and φ(·,X·) respectively. By Lemma 4.2, P-a.s., for all r ∈ [0, T ],

∆Vr = Vr − Vr− = v(r,Xr)− v(r,Xr−) = v(r,Xr− +∆Xr)− v(r,Xr−)

and

∆Φr =Φr −Φr− = φ(r,Xr)− φ(r,Xr−) = φ(r,Xr− +∆Xr)− φ(r,Xr−).

Therefore equality (4.11) a.s. gives

[M [v]d,M [φ]d] =
∑

0<r≤·

(v(r,Xr− +∆Xr)− v(r,Xr−))(φ(r,Xr− +∆Xr)− φ(r,Xr−))(4.12)

=

∫

]0,·]×Rd

(v(r,Xr− + q)− v(r,Xr−))(φ(r,Xr− + q)− φ(r,Xr−))µ
X(dr, dq).

Since the left-hand and right-hand side of previous equality are càdlàg, they are also indistinguishable. Since

[M [v]d,M [φ]d] ∈Aloc(P) we have

(4.13)
∫

]0,·]×Rd

W (r,Xr−, q)µ
X(dr, dq)−

∫

]0,·]×Rd

W (r,Xr−, q)ν
X,P(dr, dq)

is a local martingale, where W (t, x, q) := (v(t, x+ q)− v(t, x))(φ(t, x+ q)− φ(t, x)). Consequently [M [v]d,M [φ]d]−
∫

]0,·]×Rd W (r,Xr−, q)ν
X,P(dr, dq) is a local martingale. Since the process

∫

]0,·]×Rd W (r,Xr−, q)ν
X,P(dr, dq) is pre-

dictable, we have that

(4.14) 〈M [v]d,M [φ]d〉=
∫

]0,·]×Rd

W (r,Xr−, q)ν
X,P(dr, dq) P-a.s.
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Let Γv,c be the linear operator defined in (4.8). Now (4.10) implies 〈M [v],M [φ]〉= [M [v]c,M [φ]c] + 〈M [v]d,M [φ]d〉.
By (3.20) and (4.14), we have that

∫ ·

0

Γv(φ)(r,Xr)dr = [M [v]c,M [φ]c] +

∫

]0,·]×Rd

W (r,Xr−, q)ν
X,P(dr, dq) P-a.s.,

which immediately yields
∫ ·

0

Γv,c(φ)(r,Xr)dr = [M [v]c,M [φ]c] P-a.s.

This concludes the proof.

Proposition 4.4 states that, under Hypothesis 4.1, the operator Γv can be decomposed into a jump part and a continuous

component Γv,c given by (4.8). We now extend this new operator Γv,c from D (being a domain of a martingale problem)

to a wider domain D. By assumption, for every φ ∈ D, φ(·,X·) is a special semimartingale. This will allow to identify a

unique decomposition for φ(·,X·) even for an important class of non-special semimartingales.

The extension of Γv,c will naturally intervene in the formulation of the martingale problem verified by Q∗ in the

examples in Section 6 when the process X is not a special semimartingale under P. For φ,ψ ∈D(P), let dc be defined by

(4.15) dc(φ,ψ) := EP

[

[M [φ]c −M [ψ]c]T
1 + [M [φ]c −M [ψ]c]T

]

.

Remark 4.6. 1. The application dc introduced by (4.15) is a semidistance in the sense that it is non-negative, sym-

metric, verifies the triangular inequality but dc(φ,ψ) might be 0 even if φ 6= ψ.

2. dc is homogeneous in the sense that dc(φ,ψ) = dc(φ−ψ,0) for all φ,ψ ∈D(P).

We endow L0 defined in Notation 3.5, with the natural metric

(4.16) dL0(φ,ψ) := EP

[

∫ T

0
|φ−ψ|(r,Xr)dr

1 +
∫ T

0
|φ− ψ|(r,Xr)dr

]

.

Definition 4.7. (Closure of D). A linear metric space (D, dD), where dD is a homogeneous distance, is said to be a

closure of D if the following holds.

1. D is dense in D with respect to the metric dD.

2. dc + dL0 < dD on D.

3. The map φ 7→ [φ(·,X·),N ] is continuous from D to Ducp with respect to the metric dD for all continuous P-local

martingales.

Remark 4.8. The following statements are equivalent, given a continuous P-local martingale N .

1. φ 7→ [φ(·,X·),N ] is continuous with respect to dD.

2. φ 7→ [φ(·,X·),N ] is continuous in zero.

3. For all φ ∈D, φ 7→ [φ(·,X·),N ] exists.

1⇔ 2 is obvious, whereas 2.⇔ 3. follows from the Banach-Steinhaus theorem for F -spaces, see e.g. Chapter 2.1 in [18],

taking into account Definition 2.2 item 1.

Proposition 4.9. Let (D, dD) be a closure of D in the sense of Definition 4.7. Let φ ∈D. Then φ(·,X·) is a weak Dirichlet

process in the sense of Definition 2.2.
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Proof. Let (φn)n≥1 be a sequence of elements of D such that dD(φn, φ) −→
n→+∞

0. In particular, dc(φn, φm) −→
n,m→+∞

0,

that is [M [φn]
c −M [φm]c]T

P−→
n,m→+∞

0. We consider the unique special semimartingale decomposition

φn(·,X·) =M [φn]
c +M [φn]

d +

∫ ·

0

aP(φn)(r,Xr)dr =:M [φn]
c +A(φn),

where M [φn]
c (resp. M [φn]

d) is a continuous (resp. purely discontinuous) local martingale. By Problem 5.25, Chapter

1 in [27], the sequence (M [φn]
c)n≥1 is a Cauchy sequence in Ducp. Consequently there exists a continuous process M

such that M [φn]
c −→
n→+∞

M P-u.c.p. Since the space of continuous P-local martingales vanishing at 0 is closed under

u.c.p. convergence, M is a continuous P-local martingale. Clearly φn(·,X)→ φ(·,X·) dt⊗ dP-a.e.

We set A(φ) := φ(·,X·)−M . Let N be a continuous P-local martingale. To establish that φ(·,X·) is a weak Dirichlet

process with decomposition M +A(φ), we need to prove that

(4.17) [A(φ),N ] = 0.

(4.17) holds for φ replaced by φn ∈D since A(φn) has bounded variation. To establish (4.17), we only need to prove that

ψ 7→ [A(ψ),N ] is continuous from D to Ducp. This follows because ψ 7→ [ψ(·,X·),N ] is continuous by assumption and

ψ 7→ [M [ψ]c,N ] is also continuous by Kunita-Watanabe inequality, taking into account that dc < dD.

From now on, we will denote M [φ]c the unique continuous local martingale of the weak Dirichlet decomposition of

φ(·,X·), see Proposition 2.3.

Example 4.10. 1. Suppose that D = C1,2
b . and X such that X is a weakly finite quadratic variation process, for

instance

sup
0<ε≤1

∫ T

0

|Xr+ε −Xr|2
ε

dr <+∞, P-a.s.

We also suppose Hypothesis 4.1. Consider D= C0,1. Obviously D is dense in C0,1 and φ(·,X·) is a special semi-

martingale, and in particular a weak Dirichlet process, for all φ ∈D. By Theorem 4.3 in [3], under P the canonical

process X is a weak Dirichlet process. Let X =M c+A be the unique decomposition under P according to Propo-

sition 2.3. By Theorem 3.37 in [3], the unique continuous local martingale part M [φ]c of φ(·,X·) is

(4.18) M [φ]c =

∫ ·

0

(∇xφ)
⊤(r,Xr)dX

c
r .

It is clear that dL0 < dD. Concerning dc, for all φ ∈D, (4.18) implies

[M [φ]c]T =

[
∫ ·

0

(∇xφ)
⊤(r,Xr)dX

c
r

]

T

=
d
∑

i,j=1

∫ T

0

∂xi
φ(r,Xr)∂xj

φ(r,Xr)d[X
c,i,Xc,j ]r.

Now if φn −→
n→+∞

0 in C0,1, clearly [M [φ]c]T −→
n→+∞

0 in probability under P and it follows that dc(φn,0) −→
n→+∞

0.

For any φ ∈ C0,1, φ(·,X·) being a weak Dirichlet process, taking into account (4.18) we have

[φ(·,X·),N ] = [M [φ]c,N ] =

∫ ·

0

(∇xφ)
⊤(r,Xr)d[X

c,N ].

So the continuity of φ 7→ [φ(·,X·),N ] immediately follows from the previous equality. We conclude from the above

that D is a closure of D. We remark that Theorems 3.37 and 4.3 in [3] are stated in the one-dimensional framework

but they can be easily extended to the multidimensional case.
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2. We assume moreover thatX has finite variation and has a discrete number of jumps and thatXt =
∑

s≤t(∆Xs), P-

a.s. We set D = C0,0
b . Then for all φ ∈D,

φ(t,Xt) =
∑

s≤t

(∆φ(s,Xs)), P-a.s.

We have M [φ]c = 0 and

φ(·,X·) =M [φ]d +

∫ ·

0

aP(φ)(r,Xr)dr,

where

aP(φ)(r,x) =

∫

Rd

(φ(r,x+ q)− φ(r, q))Lr(x,dq),

andM [φ]d is a purely discontinuous local martingale. Consider D= C0,0 so that dD is the metric of C0,0 compatible

with the uniform convergence on compact sets. We remark that dc, given by (4.15) vanishes so that dc + dL0 < dD.

Let φ ∈D. Since φ(·,X·) has bounded variation, [φ(·,X·),N ] exists for all continuous local martingale N and is

equal to 0, see e.g. item d) of Proposition 4.49, Chapter I in [26]. In particular φ 7→ [φ(·,X·),N ] is continuous

and D is a closure of D. The map Γc = 0 by (4.9) and so its extension to D is also trivially zero.

Before proving the main result of this section, we extend the operator Γv,c introduced in Proposition 4.4 from D to D.

Proposition 4.11. Let D ⊂ D(P) a subalgebra and (D, dD) be a closure of D. Assume that (P,D) verifies the Ideal

Condition 3.12. Assume moreover that P verifies Hypothesis 4.1 and let Γv,c be the operator given by Proposition 4.4.

The operator Γv,c : D → L0 extends continuously to D→ L0: we will keep the notation Γv,c for the extension and we

still have

(4.19)
∫ ·

0

Γv,c(φ)(r,Xr)dr = [M [v]c,M [φ]c] P-a.s.

Proof. Since dD is homogeneous, in order to prove the continuity extension property, it is enough to check the continuity

of Γv,c in 0. Let then (φn)n≥1 be a sequence of elements of D such that dD(φn,0) −→
n→+∞

0. Previous convergence implies

that dc(φn,0) −→
n→+∞

0, hence [M [φn]
c]T

P−→
n→+∞

0 and up to a subsequence we can assume that

(4.20) [M [φn]
c]T −→

n→+∞
0 P-a.s.

By (4.9) in Proposition 4.4,

(4.21)
∫ t

0

Γv,c(φn)(r,Xr)dr = [M [v]c,M [φn]
c]t,

for all t ∈ [0, T ]. By Kunita-Watanabe inequality, for all 0≤ s < t,

(4.22) |d[M [v]c,M [φn]
c]|(]s, t])≤

√

[M [v]c]t − [M [v]c]s
√

[M [φn]c]t − [M [φn]c]s,

hence, by Cauchy-Schwarz inequality,

sup

{

p
∑

i=1

|d[M [v]c,M [φn]
c]|(]ti−1, ti])

}

≤

√

√

√

√

{

p
∑

i=1

([M [v]c]ti+1
− [M [v]c]ti)

}

√

√

√

√

{

p
∑

i=1

([M [φn]c]ti+1
− [M [φn]c]ti)

}

=
√

[M [v]c]T
√

[M [φn]c]T ,(4.23)
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where the supremum is taken over all subdivisions 0 = t0 < t1 < . . . < tp = T of [0, T ]. (4.23) and (4.20) then imply that

d[M [v]c,M [φn]
c]→ 0 in the total variation norm for signed measure on [0, T ]. This immediately yields by (4.21) that

∫ T

0

|Γv,c(φn)|(r,Xr) −→
n→+∞

0 P-a.s.,

hence dL0(φn,0) −→
n→+∞

0 and the conclusion follows.

Concerning (4.19), let φ ∈D and (φn) converging to φ in dD. By Remark 3.6, for t ∈ [0, T ] we write

∣

∣

∣

∣

[M [v]c,M [φ]c]t −
∫ t

0

Γv,c(φ)(r,Xr)dr

∣

∣

∣

∣

≤ [M [v]c,M [φ− φn]
c]t +

∣

∣

∣

∣

[M [v]c,M [φn]]
c]t −

∫ t

0

Γv,c(φn)(r,Xr)dr

∣

∣

∣

∣

+

∫ t

0

|Γv,c(φn − φ)|(r,Xr)dr.(4.24)

Using Yamada-Watanabe inequality, the fact that dc + dL0 < dD, taking the limit on the right-hand side of (4.24), we get

the left-hand side is zero.

This concludes the proof of (4.19).

Proposition 4.12. Assume that under P the canonical process X is a weak Dirichlet process with unique decomposition

X =Xc +A given by Proposition 2.3. Assume moreover that P verifies Hypothesis 4.1 and that D is dense in D= C0,1.

Then D is a closure of D in the sense of Definition 4.7 and for all φ ∈D, (t, x) ∈ [0, T ]×Rd,

(4.25) Γv(φ)(t, x) = 〈Γv,c(id)(t, x),∇xφ(t, x)〉+
∫

Rd

(v(t, x+ q)− v(t, x))(φ(t, x+ q)− φ(t, x))L(t, x, dq),

with Γv,c(id) := (Γv,c(idi))1≤i≤d, Γv,c being the linear operator given by Proposition 4.11.

Proof. The fact that D is a closure of D was the object of Example 4.10 item 1. Concerning the proof of (4.25), we see

from (4.8) in Proposition 4.4 that it is enough to show that

(4.26) Γv,c(φ)(t, x) = 〈Γv,c(id)(t, x),∇xφ(t, x)〉 dt⊗ dPXt
-a.e.

Recall that for all φ ∈D, by (4.19), we have

(4.27)
∫ ·

0

Γv,c(φ)(r,Xr)dr = [M [v]c,M [φ]c].

In particular, taking φ= idi, which is an element of D,

(4.28)
∫ ·

0

Γv,c(id)(r,Xr)dr = [M [v]c,M [id]c] = [M [v]c,Xc],

where M [id] := (M [idi])1≤i≤d. Let φ ∈D. Taking into account the definition of L0, it is enough to prove that

(4.29) [M [v]c,M [φ]c] =

∫ ·

0

(∇xφ)
⊤(r,Xr)Γ

v,c(id)(r,Xr)dr.

Now, since X is a weak Dirichlet process under P, Theorem 3.37 in [3] yields

(4.30) M [φ]c = φ(0,X0) +

∫ ·

0

(∇xφ)
⊤(r,Xr)dX

c
r .

Finally

[M [v]c,M [φ]c] =

∫ ·

0

(∇xφ)
⊤(r,Xr)d[M [v]c,Xc].
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gives (4.29) using (4.28).

5. Ideal Condition in the Regular Markovian framework

In this section we propose a general framework in which the Ideal Condition 3.12 holds. Most of the following definitions

are taken from [4] and [6].

Definition 5.1. (Markov canonical class). Let (Ps,x)(s,x)∈[0,T ]×Rd be a set of probability measures on (Ω,F) with cor-

responding expectation operator maps (Es,x)(s,x)∈[0,T ]×Rd . (Ps,x)(s,x)∈[0,T ]×Rd is called a Markov canonical class if

Ps,x(Xr = x,0≤ r ≤ s) = 1 for all (s,x) ∈ [0, T ]×Rd and for any s≤ t≤ u≤ T , A ∈ B(Rd), x→ Ps,x(A) is Borel

and

(5.1) Ps,x(Xu ∈A | Ft) = Pt,Xt(A) Ps,x-a.s.

We will say that (Ps,x)(s,x)∈[0,T ]×Rd is measurable in time if (s,x)→ Ps,x(A) is Borel for all A ∈ F .

Remark 5.2. A consequence of Proposition B.1 in the Appendix is that for every (s,x),0 ≤ s ≤ t ≤ T,x ∈ Rd, Ps,x

verifies Hypothesis 3.3, i.e. the Markov property.

Remark 5.3. Let (Ps,x)(s,x)∈[0,T ]×Rd be a Markov canonical class. Let Z be a random variable. The proof of the

following facts can be found in [4], Proposition 3.10.

1. We fix s ∈ [0, T ] and assume that Es,x[Z] is well-defined for all x ∈Rd. Then x 7→ Es,x[Z] is Borel.

2. Assume moreover that (Ps,x)(s,x)∈[0,T ]×Rd is measurable in time and that Es,x[Z] is well-defined for all (s,x) ∈
[0, T ]×Rd. Then (s,x) 7→ Es,x[Z] is Borel.

Definition 5.4. (Zero-potential set). A ∈ F is said to be a zero-potential set if for all (s,x) ∈ [0, T ]×Rd, Ps,x(A) = 0.

We refer to [4] and the references therein for more details on the properties of Markov canonical classes. We will need

the notion of Markovian martingale generator which extends the notion of extended generator introduced in [6].

Definition 5.5. (Markov martingale domain and generator). Let (Ps,x)(s,x)∈[0,T ]×Rd be a Markov canonical class. We

say that φ ∈ B([0, T ]× Rd,Rd) belongs to the Markov martingale domain D(a) if there exists a (unique up to a zero-

potential set) function χ such that the process

(5.2) M [φ]s,x := 1[s,T ](·)
(

φ(·,X·)− φ(s,x)−
∫ ·

s

χ(r,Xr)dr

)

has a càdlàg modification which is a local martingale under Ps,x, for all (s,x) ∈ [0, T ]×Rd. We set

(5.3) a(φ) := χ, ∀φ ∈D(a),

a := a(Ps,x) is called Markov martingale generator of (Ps,x)(s,x)∈[0,T ]×Rd . D2(a) will denote the set of elements φ ∈
D(a) such that M [φ]s,x ∈ H2

loc(P
s,x) for all (s,x) ∈ [0, T ], whereas D2

dt(a) will denote the set of elements φ ∈ D2(a)

such that d〈M [φ]s,x〉 ≪ dt for all (s,x) ∈ [0, T ]×Rd.

Remark 5.6. Clearly D(a), D2(a) and D2
dt(a) are vector spaces.

As stated in Section 3 we require more regularity on the reference probability measure P.

Definition 5.7. (Regularly Markovian). A probability measure P ∈ P(Ω) is said to be Regularly Markovian if there

exists a measurable in time Markov canonical class (Ps,x)(s,x)∈[0,T ]×Rd and a probability measure µ ∈ P(Rd) such that

P=
∫

Rd P
0,xµ(dx). The mentioned Markov canonical class will be said associated with P and µ will be referred as the

initial law.
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In the rest of the section, we are working with a Regularly Markovian probability measure P associated with

(Ps,x)(s,x)∈[0,T ]×Rd and initial law µ.

For all (s,x) ∈ [0, T ]×Rd we set

(5.4) v(s,x) = Es,x

[

exp

(

−
∫ T

s

f(r,Xr)dr− g(XT )

)]

.

Lemma 5.8. v ∈ Bb([0, T ]×Rd,R) and fulfills (3.11). Moreover v ∈D(P) and aP(v) = fv.

Proof. v ∈ Bb([0, T ] × Rd,R) by Remark 5.3. By the Markov property, provided by Lemma B.5 it is clear that the

function v given by (5.4) satisfies (3.11). The result then follows from Proposition 3.10.

Remark 5.9. v defined in (5.4) is independent of the underlying Markov canonical class (Ps,x). Indeed, suppose that

P is associated with another Markov canonical class (P̃s,x). In this case (5.4) would characterize another function ṽ.

Nevertheless we know by Remark 3.5 that v = ṽ in L0.

Remark 5.10. Choosing P= P0,x, Lemma 5.8 yields that v ∈D(P0,x) so that M [v]s,x ∈H2
loc(P

s,x) for all x ∈Rd and

s= 0. Analogously this extends to all s ∈ [0, T ]. In particular, v is an element of D2(a).

By Lemma 5.8 the function v defined by (5.4) verifies (3.11) and constitutes a good candidate to satisfy the Ideal

Condition 3.12 with respect to the Regularly Markovian probability measure P. It remains to find a suitable domain

D ⊂ D(P) such that vφ ∈ D(P) for all φ ∈ D, or equivalently to prove the existence of an operator Γv : D → L0 such

that (3.20) holds, see Corollary 3.14. This is the aim of the crucial Proposition 5.11 below, whose proof is postponed to

the Appendix C for the sake of clarity.

Proposition 5.11. Let (Ps,x)(s,x)∈[0,T ]×Rd be a Markov canonical class. We have the following.

1. There exists a bilinear map Γ :D2
dt(a)×D2(a)→B([0, T ]×Rd,R) such that for all ψ ∈D2(a), φ ∈D2

dt(a) and

for all (s,x) ∈ [0, T ]×Rd,

(5.5) 〈M [φ]s,x,M [ψ]s,x〉· = 1[s,T ](·)
∫ ·

s

Γ(φ,ψ)(r,Xr)dr Ps,x-a.s.

Let P be a Regularly Markovian probability measure associated with (Ps,x)(s,x)∈[0,T ]×Rd and initial law µ.

2. Let v defined in (5.4). There exists a linear map Γv :D2
dt(a)→ L0 such that for all φ ∈D2

dt(a),

(5.6) 〈M [φ],M [v]〉=
∫ ·

0

Γv(φ)(r,Xr)dr P-a.s.

Remark 5.12. Given φ,ψ, the function Γ(φ,ψ) is uniquely defined up to a zero-potential set. In fact, to be rigorous, this

means that the operator Γ takes values in the linear space of classes of Borel functions up to zero potential sets.

The following corollary is the main result of this section.

Corollary 5.13. Let P be a Regularly Markovian probability measure and let D ⊂ D2
dt(a) ⊂ D(P) be a subalgebra,

where D2
dt(a) is given by Definition 5.5. Then (P,D) verifies the the Ideal Condition 3.12.

Proof. By Lemma 5.8 v is an L0-version of the one introduced in (3.11). Moreover, φv ∈ D(P) for all φ ∈ D, by

Proposition 5.11 item 2. and Corollary 3.14.
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Remark 5.14. The function v is a (so called) decoupled mild solution of the Pseudo-Partial Differential Equation







a(v) = fv

v(T, .) = g,

in the sense of Definitions 5.3 and 5.13 in [6]. This extends the case illustrated in the Appendix A, where v is either a

classical or a strong solution of the PDE (A.3). In the general case v is a priori only measurable.

6. Examples of applications

In this section we will provide examples of probability measures P which are solutions of martingale problem with

respect to (D, a,µ), for some integro-PDE operators a. In this case (P,D) will fulfill the Ideal Condition 3.12 since P is

a Regularly Markovian probability measure, associated with peculiar examples of Markov canonical classes.

Remark 6.1. 1. In this section v will be the Borel function defined in (5.4).

2. Γv,c :D→ L0 is the map defined in the sense of Proposition 4.4; the same notation will refer to its extension to the

closure on D=C0,1 in Proposition 4.11.

6.1. Markovian jump diffusions

We focus in this section on the case of Markovian diffusion with jumps, namely when (P,D) satisfies Hypothesis 3.18

item 1.

Hypothesis 6.2. 1. P is regularly Markovian in the sense of Definition 5.7

2. D ⊂D2
dt(a), where the latter set was defined in Definition 5.5

Remark 6.3. We list below some cases in which Hypotheses 3.18 and 6.2 are fulfilled.

• b, σ,
∫

|q|≤1
|q|2L(·, dq) have linear growth uniformly in t, σ is bounded continuous and non-degenerate, see Theo-

rem 5.2 in [28].

• There is no diffusion component, b is bounded continuous, (t, x) 7→
∫ |q|2

1+|q|2ϕ(q)L(t, x, dq) is continuous for all

ϕ ∈ Cb(Rd) and sup
(t,x)∈[0,T ]×Rd

∫

Rd(1∧ |q|2)L(t, x, dq)<+∞, see Theorem 2.2 in [40] for the existence and Theo-

rem 3 in [29] for the uniqueness. This typically includes the case of α-stable Lévy processes, for instance Cauchy

processes.

Proposition 6.4. Let (P,D) verifying Hypotheses 3.18 item 1. and 6.2. Set µ := LP(X0). Let ν be defined in (3.23) and

v by (5.4). Then the exponential twist Q∗ given by (3.8) is solution of a martingale problem (D, aQ∗

, ν) and for all φ ∈D

(6.7)

aQ
∗

(φ)(t, x) = a(φ)(t, x) + 〈∇xφ(t, x),Γ(v)(t, x)〉

+

∫

Rd

(v(t, x+ q)− v(t, x))(φ(t, x+ q)− φ(t, x))L(t, x, dq),

where

(6.8) Γ(v)(s,x) := [Γv,c(idi)(s,x)]1≤i≤d ,

where Γv,c is the map introduced in Remark 6.1 2.

Proof. Corollary 5.13 states that (P,D) fulfills the Ideal Condition 3.12. Notice that P also verifies Hypothesis 4.1. The

result is then a direct application of Theorem 3.15. taking into account Proposition 4.12.
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6.2. The case of Markovian diffusions

We consider here the particular case of Brownian diffusions, when (P,D) verifies Hypothesis 3.18 item 2.

Remark 6.5. We emphasize that we do not make any assumption on the coefficients σ, b of the martingale problem.

In fact, we do not even require local boundedness of these coefficients. All the results of this paper are based on the

properties verified by the probability measure P (in particular the Regularly Markovian feature) without any restriction

on the generator a of the underlying martingale problem.

Remark 6.6. Hypothesis 6.2 is verified for instance in the following cases.

• σ, b have linear growth and σ is continuous and non-degenerate, see [43] Corollary 7.1.7 and Theorem 10.2.2.

• d= 1 and σ is lower bounded by a positive constant on each compact set, see [43], Exercise 7.3.3.

• d= 2, σσ⊤ is non-degenerate and σ and b are time-homogeneous and bounded, see [43], Exercise 7.3.4.

• σ, b are Lipschitz with linear growth (with respect to the space variable, independently in time).

• σ, b are bounded continuous, see Chapter 12 in [43] and the Markov selection therein.

Corollary 6.7. Let (P,D) verifying Hypothesis 3.18 item 2. and Hypothesis 6.2. Set µ := LP(X0). Let ν be defined in

(3.23) and v by (5.4). Then the exponential twist Q∗ given by (3.8) is solution of a martingale problem (D, aQ∗

, ν), where

for all φ ∈D

(6.9) aQ
∗

(φ)(t, x) = ∂tφ(t, x) +

〈

∇xφ(t, x), b(t, x) +
Γ(v)(t, x)

v(t, x)

〉

+
1

2
Tr[σσ⊤(t, x)∇2

xφ(t, x)],

where

(6.10) Γ(v)(s,x) := [Γv,c(idi)(s,x)]1≤i≤d ,

where Γv,c is again the map introduced in Remark 6.1 2.

Proof. Since L≡ 0, the probability measure P verifies Hypothesis 4.1 and the result is a direct application of Proposition

6.4.

Remark 6.8. When the function v is an element of C0,1, then Proposition A.1 implies that Γ(v) = σσ⊤∇xv. Indeed, by

Lemma 5.8, aP(v) = fv.

In the more irregular case when P is only Regularly Markovian, Γ(v) can then be interpreted as a generalized gradient,

see [6] for more consideration on this notion.

We state now some consequences which will be used in the companion paper [10], when the coefficients b, σ have

linear growth. To avoid more technical conditions we will suppose the initial condition to be deterministic, i.e. µ = δx,

for some x ∈Rd.

Hypothesis 6.9. 1. The coefficients b, σ in (3.25) satisfy

(6.11) |b(t, x)|+ ‖σ(t, x)‖ ≤C(1 + |x|),

for some constant C > 0.

2. σ is uniformly elliptic in the sense that, for all (t, x) ∈ [0, T ] × Rd, ξ ∈ Rd, ξ⊤σσ⊤(t, x)ξ ≥ cσ|ξ|2, for some

constant cσ > 0.

Lemma 6.10. Assume Hypothesis 6.9. Let P be a solution of the martingale problem (D, a, δx) for some x ∈ Rd and

operator a defined by (3.25). Let v be the function defined in (5.4) and Γ(v) defined in (6.10). Then for all 1< p< 2,

EQ∗

[

∫ T

0

∣

∣

∣

∣

Γ(v)(r,Xr)

v(r,Xr)

∣

∣

∣

∣

p

dr

]

<+∞.
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Proof. Since Hypothesis 6.9 holds, (P,C1,2
b ) verifies Hypothesis 6.2, see Remark 6.6. Then by Corollary 6.7, under Q∗

the canonical process decomposes into

(6.12) Xt = x+

∫ t

0

b(r,Xr)dr+

∫ t

0

Γ(v)(r,Xr)

v(r,Xr)
dr+MQ∗

t ,

where MQ∗

is a Q∗-local martingale such that 〈MQ∗〉t =
∫ t

0
σσ⊤(r,Xr)dr. This decomposition is a direct consequence

of Proposition 5.4.6 in [27], noticing that the martingale problem verified by P extends to D = C1,2([0, T ],Rd). On the

other hand, since H(Q∗|P)<+∞, Theorem 2.1 in [30] gives the existence of a progressively measurable process α such

that

(6.13) EQ∗

[

∫ T

0

|σ⊤(r,Xr)αr|2dr
]

<+∞,

and under Q∗ the canonical process has decomposition

(6.14) Xt = x+

∫ t

0

b(r,Xr)dr+

∫ t

0

σσ⊤(r,Xr)αrdr+ M̃t,

where the Q∗-local martingale M̃ verifies 〈M̃〉t =
∫ t

0
σσ⊤(r,Xr)dr. Identifying the bounded variation and the martingale

components between (6.12) and (6.14), we get M̃ =MQ∗

and

(6.15) σσ⊤(·,X·)α· =Γ(v)(·,X·)/v(·,X·), dt⊗ dQ∗−a.e.

Besides, since ‖dQ∗/dP‖∞ <+∞, the linear growth of σ and classical moments estimates under P yield

(6.16) EQ∗

[

∫ T

0

‖σ(r,Xr)‖qdr
]

<+∞,

for all q ≥ 1. We then fix 1< p< 2. By Holder’s inequality applied on the measure space ([0, T ]×Ω,B([0, T ])⊗F , dt⊗
dQ∗), it holds that

EQ∗

[

∫ T

0

|σσ⊤(r,Xr)αr|pdr
]

≤ EQ∗

[

∫ T

0

‖σ(r,Xr)‖p|σ⊤(r,Xr)αr|pdr
]

≤
(

EQ∗

[

∫ T

0

‖σ(r,Xr)‖2p/(2−p)dr

])1−p/2(

EQ∗

[

∫ T

0

|σ⊤(r,Xr)αr|2dr
])p/2

.

Combining previous inequality with (6.13) and (6.16), taking into account (6.15), yields

EQ∗

[

∫ T

0

∣

∣

∣

∣

Γ(v)(r,Xr)

v(r,Xr)

∣

∣

∣

∣

p

dr

]

= EQ∗

[

∫ T

0

|σσ⊤(r,Xr)αr|pdr
]

<+∞.

The corollary below constitutes a key tool in [10].

Corollary 6.11. Let X be a solution in law of the SDE







dXt = b(t,Xt)dt+ σ(t,Xt)dWt

X0 = x,
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where b, σ verify Hypothesis 6.9. Then there exists a function β ∈ B([0, T ]×Rd,Rd) such that exponential twist Q∗ given

by (3.8) is the law of a weak solution of the SDE







dXt = (b(t,Xt) + β(t,Xt))dt+ σ(t,Xt)dWt

X0 = x.

Moreover, β ∈ Lp([0, T ]×Rd, dt⊗ dQ∗) for all 1≤ p < 2.

Proof. Since Hypothesis 6.9 holds, (P,C1,2
b ) verifies Hypothesis 6.2, see Remark 6.6, so that we can apply Corollary

6.7 and Lemma 6.10. The result follows from the equivalence between weak solution of stochastic differential equations

(SDE) and solution of martingale problems associated to (D, a) where a is given by (3.25), see e.g. Proposition 5.4.6 in

[27].

6.3. SDEs with distributional drift

We apply in this section our result to a more irregular framework where the reference probability measure P is solution of

a martingale problem with parabolic generator a(φ) = ∂tφ+ 〈∇xφ, b〉+ 1
2∆φ where the drift b= (b1, . . . , bd) is a (vector

valued Schwartz) distribution. We will use throughout this section the formalism and some of the results from [25]. Let

S(Rd) be the space of Schwartz functions with values in R and let S ′

(Rd) be the space of Schwartz distributions. For

γ ∈R we denote Cγ(Rd) the Besov space Bγ
∞,∞. For details on Besov spaces we refer to Section 2.7 in [1]. In particular,

for any φ ∈ Cα(Rd), ψ ∈ C−β(Rd) for α,β > 0 such that α−β > 0, one can define the pointwise product φψ ∈ C−β(Rd).

We also define Cγ+(Rd) :=
⋃

α>γ
Cα(Rd). Cγ

c (R
d) will denote the set of elements of Cγ(Rd) with compact support. Finally

we denote C̄γ
c (R

d) the space

C̄γ
c (R

d) := {φ ∈ Cγ(Rd) : ∃(φn)⊂ Cγ
c (R

d) such that (φn)→ φ in Cγ(Rd)}

and we define the spaces C̄γ+
c (Rd) as Cγ+(Rd).

Let 0 < β < 1
2 . According to Theorem 4.5 in [25] there is a unique probability measure P being solution to the

martingale problem (with distributional drift) with respect to (D, a,µ), where

(6.17)
D :=

{

φ ∈C
(

[0, T ],C(1+β)+(Rd)
)

: ∃ϕ ∈C
(

[0, T ], C̄0+
c (Rd)

)

such that

φ is a weak solution of a(φ) = ϕ and φ(T, .) ∈ C̄(1+β)+
c (Rd)

}

and a(φ) = ∂tφ+ 〈∇xφ, b〉+ 1
2∆φ for a drift b ∈ C

(

[0, T ],C(−β)+(Rd)
)

. We remark that 〈∇xφ, b〉 :=
∑

i ∂xi
φbi and

the products ∂xi
φbi are pointwise products.

Remark 6.12. 1. The aforementioned probability measure P is Regularly Markovian since it is the Zvonkin transform

of a probability measure fulfilling a martingale problem of the same type as the one in the first bullet point in

Remark 6.6, see Theorem 3.9 in [25]. Also, since the martingale problem can be solved for any deterministic initial

condition we have D ⊂D2
dt(a).

2. The martingale problem in [25] is stated on the canonical space of the continuous functions on C([0, T ],Rd)

instead on D([0, T ],Rd). However, using similar arguments as in the discussion following Remark 6.6 at the

level of the Zvonkin transformed process, one can show that the jump measure is necessarily zero, whenever the

martingale problem is formulated in the space of càdlàg functions.

We are now ready to characterize the solution Q∗ to Problem (1.3) in this framework.
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Proposition 6.13. Let (P,D) introduced above. Set µ := LP(X0). Let ν be defined in (3.23) and v by (5.4). Then the

exponential twist Q∗ given by (3.8) is solution of a martingale problem (D, aQ∗

, ν), where D is given by (6.17) and

aQ
∗

(φ) = a(φ) +

〈

∇xφ,
Γ(v)

v

〉

,

where Γ(v) := (Γv,c(idi))1≤i≤d is provided by Proposition 4.11.

Proof. Corollary 5.13 together with Remark 6.12 imply that (P,D) fulfills the Ideal Condition 3.12. Moreover under

P the canonical process X is a continuous weak Dirichlet process by Proposition 5.11 in [25] applied with f = id. In

particular, P verifies Hypothesis 4.1 with L= 0. Since D is dense in C0,1 by Lemma 5.7 in [25], we can apply Proposition

4.12 which says that D=C0,1 is a closure of D and

Γv(φ) = 〈∇xφ,Γ
v,c(id)〉, ∀φ ∈D

and Γv,c(id) is provided by Proposition 4.11. The result then follows from Theorem 3.15.

Appendix A: PDE characterization of v: an illustration in the case of Markov diffusions

In the whole section, our reference measure P will be supposed again to fulfill the Markov property 3.3 but not necessarily,

a priori, to be Regularly Markovian. We assume on the other hand that P fulfills item 2. of Hypothesis 3.18.

We recall that a is given by (3.25). We recall that, in this case D = C1,2
b ⊂D(P), see Remark 3.6 item 3.

By Remark 3.19 X is continuous. By obvious extension arguments we can replace D with C1,2 and by Proposition 4.6

in Chapter 5 of [27], we easily obtain that

(A.1) M [id]t :=Xt −X0 −
∫ t

0

b(r,Xr)dr

is a continuous local martingale satisfying

(A.2) [M [id]]t =

∫ t

0

σσ⊤(r,Xr)dr.

Alternatively to the Regularly Markovian property, we focus on the PDE

(A.3)







a(w)(t, x) =w(t, x)f(t, x), (t, x) ∈ [0, T [×Rd

w(T, .) = e−g.

The aim of the proposition below is to show the validity of the Ideal Condition provided we find a solution of (A.3).

Proposition A.1. Suppose there isw ∈C0,1[0, T ]×Rd) belonging to D(P) and verifying aP(w) = fw. Assume moreover

that w is bounded. Then w is an L0-version of the function v which is defined by (3.11) Moreover it fulfills the Ideal

Condition 3.12 and for all φ ∈D, we have

(A.4) Γv,c(φ) := (∇xφ)
⊤σσ⊤∇xv.

Proof. By assumption, for all t ∈ [0, T ] we have

w(t,Xt) =w(0,X0) +

∫ t

0

(fw)(r,Xr)dr+M [w]t,

where M [w] is a local martingale. Then by integration by parts, the process

exp

(

−
∫ t

0

f(r,Xr)dr

)

w(·,X·)
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is a local martingale, which is a genuine martingale since it is bounded. Consequently, by taking the conditional expecta-

tion with respect to Ft and making use of the Markov property (3.1) we get

w(t,Xt) = EP

[

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Xt

]

P-a.s.,

for all t ∈ [0, T ]. So w verifies (3.11), and by Remark 3.5, w = v in L0.

It remains to prove that (P,D) fulfills the Ideal Condition 3.12. Since w ∈ C0,1, by Theorem 3.37 in [3], v(·,X·) is a

weak Dirichlet process with local martingale component

M [v] = v(0,X0) +

∫ ·

0

(∇xv)
⊤(r,Xr)dM [id]r,

where M [id] is given in (A.1). Consequently for all φ ∈D, taking into account (A.2) in the fourth equality

,M [v]]t = [φ(·,X·), v(·,X)]t =

∫ t

0

(∇φ)⊤(r,Xr)d[X,M [v]]r

=

∫ t

0

(∇φ)⊤(r,Xr)d[M [id],M [v]]r

=

∫ t

0

(∇xφ)
⊤(r,Xr)σσ

⊤(r,Xr)∇xv(r,Xr)dr

=

∫ t

0

Γv,c(φ)(r,Xr)dr,

where Γv,c(φ) is given by (A.4). The Ideal Condition then follows by Corollary 3.14 applied to ψ = v.

Example A.2. We provide below some examples of application of Proposition A.1.

1. Suppose that w ∈ C1,2
b is a (classical) solution of (A.3). A direct application of Itô’s formula proves that aP(w) =

fw = a(w) so that we can apply Proposition A.1 which tells that w = v in L0 and v is a classical solution of (A.3).

2. We focus now on the case of strong solutions in the sense of Definition A.3 below.

Definition A.3. A function w ∈ B([0, T ] × Rd,R) is called a strong solution to equation (A.3) if there exists a

sequence (wn, fn, gn) of Borel functions wn ∈ C1,2
b , fn ∈ B([0, T ]×Rd,R) and gn ∈ B([0, T ]×Rd,R) verifying

the following.

(i) wn is a classical solution of equation

(A.5)







a(wn)(t, x) = fn(t, x)wn(t, x), (t, x) ∈ [0, T [×Rd

wn(T, .) = e−gn ,

(ii) (wn, fn, gn) converges uniformly on compact sets, towards (w,f, g) as n→+∞.

3. We show below, via Proposition A.1, that the Ideal Condition holds when w is a C0,1-strong solution of (A.3). Let

(wn, fn, gn) be the associated sequence. In this case, wn ∈D(P) and for all t ∈ [0, T ],

wn(t,Xt) =wn(0,X0) +

∫ t

0

(fnwn)(r,Xr)dr+M [wn]t.

Recall that the space of continuous local martingale is closed under u.c.p. convergence. Letting n→ +∞ in the

previous equality in the u.c.p. sense then yields

w(t,Xt)−w(0,X0)−
∫ t

0

(fw)(r,Xr)dr =M [w]t, t ∈ [0, T ],
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where M [w] is a continuous local martingale. Hence w ∈ D(P) and aP(w) = fw. Since w ∈ C0,1 by assumption,

Proposition A.1 applies, so that v is a strong solution of (A.3).

Appendix B: Markov property

The objective of the section is to prove that a reference probability P, which is Regularly Markovian verifies the Markov

property (Hypothesis 3.3).

Proposition B.1. Let (Ps,x)(s,x)∈[0,T ]×Rd be a Markov canonical class in the sense of Definition 5.1. Then for all 0 ≤
s≤ t≤ T , F ∈ Bb(D([t, T ],Rd),R) it holds that

Es,x
[

F ((Xu)u∈[0,T ]) | Ft

]

= Et,Xt [F ((Xu)u∈[0,T ])].

We first prove a weaker version of this proposition in order to apply a functional version of the monotone class lemma

to prove Proposition B.1.

Lemma B.2. For all n≥ 1, t≤ t1 ≤ . . .≤ tn ≤ T , f ∈ Bb((R
d)n,R),

Es,x[f(Xt1 , . . . ,Xtn) | Ft] = Et,Xt [f(Xt1 , . . . ,Xtn)] P
s,x-a.s.

Proof. Let first f1, . . . , fn belong to Bb(R
d,R+), t≤ t1 ≤ . . .≤ tn ≤ T . Let B ∈ Ft. We first prove by induction that

(B.1) Es,x[1Bf1(Xt1) . . . fn(Xtn)] = Es,x
[

1BE
t,Xt [f1(Xt1) . . . fn(Xtn)]

]

.

For n= 1, the property holds for any f of the form f = 1A, A ∈ B(Rd) by the definition of a Markov canonical class, see

(5.1). Then by pointwise approximation of any positive function f ∈ Bb(R
d,R+) by an increasing sequence of simple

functions and the monotone convergence theorem for the conditional expectation, the property is also true for any f ∈
Bb(R

d,R+). This extends to any f ∈ Bb(R
d,R) by setting f = f+ − f−.

Let now n ≥ 2 and assume next that the property (B.1) holds for n − 1. By the tower property of the conditional

expectation as well as (5.1) in Definition 5.1, we get

Es,x[1Bf1(Xt1) . . . fn(Xtn)] = Es,x
[

Es,x[f1(Xt1) . . . fn(Xtn) | Ftn−1
]
]

= Es,x
[

1Bf1(Xt1) . . . fn−1(Xtn−1
)Es,x[fn(Xtn) | Ftn−1

]
]

= Es,x
[

1Bf1(Xt1) . . . fn−1(Xtn−1
)Etn−1,Xtn−1 [fn(Xtn)]

]

,

where the latter equality holds because of the first step of the induction. Now the function

f : (x1, . . . , xn−1) ∈ (Rd)n−1 7→ f1(x1) . . . fn(xn−1)E
tn−1,xn−1 [fn(Xtn)]

belongs to Bb((R
d)n−1,R). By the tower property and the induction step n− 1 we get (B.1) for the integer n.

From the linearity and the monotone convergence theorem of the conditional expectation, we see that the class H :=

{A ∈ B(Rd)⊗n | Es,x[1B1A] = Es,x
[

1BE
t,Xt [1A]

]

} is a monotone class (λ-system). From (B.1), applied with fk =

1Ak
for some Ak ∈ B(Rd), 1 ≤ k ≤ n, we see that H contains the π-system P := {A ∈ B(Rd)⊗n | A = A1 × . . . ×

An,A1, . . . ,An ∈ B(Rd)}. Since σ(P) = B(Rd)⊗n it follows from Theorem 19, Chapter I in [16] that H = B(Rd)⊗n.

Finally by approximation of any positive function f ∈ Bb((R
d)n,R+) by an increasing sequence of simple functions and

the monotone convergence theorem for the conditional expectation, it holds for any f ∈ Bb((R
d)n,R+) that

(B.2) Es,x [1Bf(Xt1 , . . . ,Xtn))] = Es,x
[

1BE
t,Xt [f(Xt1 , . . . ,Xtn)]

]

,

and (B.2) can be extended to any f ∈ Bb((R
d)n,R), by setting f = f+ − f−. Finally the induction property is verified

and the conclusion follows.
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Proof of Proposition B.1. Let

H :=
{

F ∈ Bb(C([t, T ]),R) | Es,x
[

F ((Xu)u∈[0,T ]) | Ft

]

= Et,Xt [F ((Xu)u∈[0,T ])]
}

.

By linearity of the conditional expectation, H is a vector space. By monotone convergence of the conditional expecta-

tion, if (Fn)n≥1 is a non-negative increasing sequence of elements of H such that 0 ≤ Fn ≤ Fn+1 for all n ≥ 1, then

supn≥1Fn ∈H. Finally C be the class of all cylindrical sets on D([t, T ],Rd), that is

C =
{

{Xt1 ∈A1, . . . ,Xtn ∈An} | n ∈N, t≤ t1 ≤ . . .≤ tn,A1, . . . ,An ∈ B(Rd)
}

.

Then we get from Lemma B.2 that 1C ∈H for all C ∈ C and by Theorem 21, Chapter I in [16] H= Bb(D[t, T ],R).

We generalize slightly Proposition B.1 in the case when F is a non-negative measurable function, not necessarily

bounded. We recall to this aim the existence of a generalized version of the conditional expectation for non-negative

random variable. We refer to Remark 39, Chapter I in [16].

Proposition B.3. (Generalized conditional expectation). Let (Ω,F ,P) be a probability space. Let M be a non-negative

random variable on (Ω,F). Let G ⊂ F be a sub-σ-algebra of F . There exists a unique non-negative G-measurable

random variable with values in [0,+∞], denoted E[Y |G], such that for E[1AY ] = E[1AE[Y |G]] for all A ∈ G.

Proposition B.4. Let (Ps,x)(s,x)∈[0,T ]×Rd be a Markov canonical class in the sense of Definition 5.1. Let F ∈
B(D([t, T ],Rd), [0,+∞]). Then

(B.3) Es,x
[

F ((Xu)u∈[t,T ])
∣

∣Ft

]

= Et,Xt
[

F ((Xu)u∈[t,T ])
]

Ps,x-a.s.

Proof. Let n ∈N. By Proposition B.1, (B.3) holds for F replaced by F ∧ n, and we have

(B.4) Es,x
[

F ((Xu)u∈[t,T ])∧ n
∣

∣Ft

]

= Et,Xt
[

F ((Xu)u∈[t,T ])∧ n
]

Ps,x-a.s.

On the one hand, by the monotone convergence theorem for the conditional expectation, Ps,x-a.s. we have

(B.5) Es,x
[

F ((Xu)u∈[t,T ])∧ n
∣

∣Ft

]

−→
n→+∞

Es,x
[

F ((Xu)u∈[t,T ])
∣

∣Ft

]

.

On the other hand, for all y ∈Rd, by monotone convergence

Et,y
[

F ((Xu)u∈[t,T ])∧ n
]

−→
n→+∞

Et,y
[

F ((Xu)u∈[t,T ])
]

,

hence

(B.6) Et,Xt
[

F ((Xu)u∈[t,T ])∧ n
]

−→
n→+∞

Et,Xt
[

F ((Xu)u∈[t,T ])
]

Ps,x-a.s.

We emphasize that the conditional expectation in the right-hand side of (B.5) and (B.6) are to be understood in the sense

of Proposition B.3. This shows the validity of (B.3).

Lemma B.5. Let P ∈ P(Ω) be a Regularly Markovian probability measure in the sense of Definition 5.7 with associated

Markov canonical class (Ps,x)(s,x)∈[0,T ]×Rd and initial law µ. Then for all t ∈ [0, T ], F ∈ Bb(D([t, T ],Rd),R),

EP[F ((Xu)u∈[t,T ])|Ft] = EP[F ((Xu)u∈[t,T ])|Xt] = Et,Xt [F ((Xu)u∈[t,T ])] P-a.s.

In particular P verifies the Markov Property Hypothesis 3.3.
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Proof. We set Z := F ((Xu)u∈[t,T ]). Let A ∈ Ft. By definition of P as well as by Proposition B.1 we have

EP [Z1A] =

∫

Rd

E0,x[Z1A]µ(dx)

=

∫

Rd

E0,x
[

E0,x[Z|Ft]1A
]

µ(dx)

=

∫

Rd

E0,x[Et,Xt [Z]1A]µ(dx)

= EP
[

Et,Xt [Z]1A
]

and the conclusion follows immediately from the last equality by the definition of the conditional expectation.

Lemma B.6. Let P our reference probability supposed to fulfill Markov property Hypothesis 3.3.

Then, the probability Q∗ defined by (3.8). also verifies the same Markov property.

Proof. Let t ∈ [0, T ] and F ∈ B(D([t, T ],Rd),R). It holds

(B.7) EQ∗
[

F
(

(Xr)r∈[t,T ]

)
∣

∣

∣
Ft

]

=
EP
[

F
(

(Xr)r∈[t,T ]

)

dQ∗

dP

∣

∣

∣
Ft

]

EP
[

dQ∗

dP

∣

∣Ft

] .

Then

(B.8)

EP

[

dQ∗

dP

∣

∣

∣

∣

Ft

]

= EP

[

exp

(

−
∫ T

0

f(r,Xr)dr− g(XT )

)
∣

∣

∣

∣

∣

Ft

]

= exp

(

−
∫ t

0

f(r,Xr)dr

)

EP

[

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Ft

]

= exp

(

−
∫ t

0

f(r,Xr)dr

)

EP

[

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Xt

]

,

where we have used Lemma B.5 for the latter equality. Similarly,

(B.9)

EP

[

F
(

(Xr)r∈[t,T ]

) dQ∗

dP

∣

∣

∣

∣

Ft

]

=exp

(

−
∫ t

0

f(r,Xr)dr

)

EP

[

F
(

(Xr)r∈[t,T ]

)

exp

(

−
∫ T

t

f(r,Xr)dr− g(XT )

)∣

∣

∣

∣

∣

Xt

]

.

Combining (B.8) and (B.9) with (B.7), we get

(B.10) EQ∗
[

F
(

(Xr)r∈[t,T ]

)∣

∣

∣
Ft

]

=
EP
[

F
(

(Xr)r∈[t,T ]

)

exp
(

−
∫ T

t
f(r,Xr)dr− g(XT )

)
∣

∣

∣
Xt

]

EP

[

exp
(

−
∫ T

t
f(r,Xr)dr− g(XT )

)∣

∣

∣
Xt

] .

This concludes the proof.

Appendix C: Proof of Proposition 5.11

(a) We first prove item 1. The existence and uniqueness of Γ(φ,ψ) for any fixed φ and ψ follows directly from Corollary

D.12 item 2. It remains to check the bilinearity of the operator Γ. Recall that D2(a) and D2
dt(a) are vector spaces,
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see Remark 5.6. Let then λ,µ ∈ R, φ1, φ2 ∈ D2
dt(a), ψ ∈ D2(a). Let (s,x) ∈ [0, T ]× Rd. It holds that M [λφ1 +

µφ2]
s,x = λM [φ1]

s,x + µM [φ2]
s,x Ps,x-a.s. and

〈M [λφ1 + µφ2]
s,x,M [ψ]s,x〉· = λ〈M [φ1]

s,x,M [ψ]s,x〉· + µ〈M [φ2]
s,x,M [ψ]s,x〉· Ps,x-a.s.,

which yields

〈M [λφ1 + µφ2]
s,x,M [ψ]s,x〉· = 1[s,T ](·)

∫ ·

s

Γ(λφ1 + µφ2, ψ)(r,Xr)dr Ps,x-a.s.

and

〈M [λφ1 + µφ2]
s,x,M [ψ]s,x〉· = λ1[s,T ](·)

∫ ·

s

Γ(φ1, ψ)(r,Xr)dr+ µ1[s,T ](·)
∫ ·

s

Γ(φ2, ψ)(r,Xr)dr Ps,x-a.s.

The previous equalities hold true for all (s,x) ∈ [0, T ]×Rd and by uniqueness of Γ(λφ1 + µφ2, ψ) up to a zero-

potential set, we get Γ(λφ1 +µφ2, ψ) = λΓ(φ1, ψ)+µΓ(φ2, ψ). Similarly for all φ ∈D2
dt(a), ψ1, ψ2 ∈D2(a), we

get Γ(φ,λψ1 + µψ2) = λΓ(φ,ψ1) + µΓ(φ,ψ2), hence the linearity of Γ in the first variable φ. The linearity in the

second variable ψ follows by almost identical arguments. This proves item 1.

(b) Let φ ∈D2
dt(a). We first show that

(C.1) M [φ] ∈H2
loc(P).

Let (τn)n≥1 be the sequence of stopping times given by

τn := inf

{

t ∈ [0, T ] :

∫ t

0

Γ(φ,φ)(r,Xr)dr > n

}

,

where Γ(φ,φ) is given by item 1. which fulfills (5.5). Then for any x ∈Rd,

E0,x
[

[M [φ]0,x]T∧τn

]

= E0,x
[

〈M [φ]0,x〉T∧τn

]

= E0,x

[

∫ T∧τn

0

Γ(φ,φ)(r,Xr)dr

]

≤ n

and M [φ]0,x·∧τn is an element of H2(Ps,x). Furthermore, for all t ∈ [0, T ],

EP[|M [φ]t|2] =
∫

Rd

E0,x
[

|M [φ]t|2
]

µ(dx) =

∫

Rd

E0,x
[

|M [φ]0,xt |2
]

µ(dx)≤ n.

and M [φ]t ∈ L2(P). Let then 0 ≤ t < u ≤ T be fixed and F ∈ Ft. Since M [φ]0,x·∧τn is a P0,x-martingale for all

x ∈Rd,

EP [1FM [φ]u∧τn ] =

∫

Rd

E0,x
[

1FM [φ]0,xu∧τn

]

µ(dx) =

∫

Rd

E0,x
[

1FM [φ]0,xt∧τn

]

µ(dx)

= EP [1FM [φ]t∧τn ] .

It follows from what precedes that M [φ]·∧τn ∈H2(P), that is (C.1).

(c) Before proving item 2. we make some preliminary computations. We recall that v ∈ D2(a) by Remark 5.10. Set

Γv(φ) := Γ(φ, v) for all φ ∈ D2
dt(a), where Γ is given by item 1. Clearly Γv is linear since Γ is bilinear, again

by item 1. Assume for a moment that there exists a localizing sequence (Sn)n≥1 such that (M [φ]M [v])t∧Sn
−

∫ t∧Sn

0
Γv(φ)(r,Xr)dr belongs to L1(P) for all t ∈ [0, T ] and (M [φ]0,xM [v]0,x)·∧Sn

− 〈M [φ]0,x,M [v]0,x〉·∧Sn
is

a genuine P0,x-martingale for µ-almost all x ∈Rd. We will show below that

(C.2) 〈M [φ],M [v]〉· =
∫ ·

0

Γv(φ)(r,Xr)dr P-a.s.
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Indeed, for all 0≤ t < u≤ T and F ∈ Ft, (5.5) implies that

(C.3)

EP

[

1F

(

(M [φ]M [v])u∧Sn
−
∫ u∧Sn

0

Γv(φ)(r,Xr)dr

)]

=

∫

Rd

E0,x

[

1F

(

(M [φ]0,xM [v]0,x)u∧Sn
−
∫ u∧Sn

0

Γv(φ)(r,Xr)dr

)]

µ(dx)

=

∫

Rd

E0,x
[

1F
(

(M [φ]0,xM [v]0,x)u∧Sn
− 〈M [φ]0,x,M [v]0,x〉u∧Sn

)]

µ(dx)

=

∫

Rd

E0,x
[

1F
(

(M [φ]0,xM [v]0,x)t∧Sn
− 〈M [φ]0,x,M [v]0,x〉t∧Sn

)]

µ(dx)

=

∫

Rd

E0,x

[

1F

(

(M [φ]0,xM [v]0,x)t∧Sn
−
∫ t∧Sn

0

Γv(φ)(r,Xr)dr

)]

µ(dx)

=EP

[

1F

(

(M [φ]M [v])t∧Sn
−
∫ t∧Sn

0

Γv(φ)(r,Xr)dr

)]

.

It follows that the process (M [φ]M [v])·∧Sn
−
∫ ·∧Sn

0
Γv(φ)(r,Xr)dr would be a (P,Ft)-martingale. Hence

(M [φ]M [v])·−
∫ ·

0
Γv(φ)(r,Xr)dr would be a (P,Ft)-local martingale and since the process

∫ ·

0
Γv(φ)(r,Xr)dr is

predictable, we could conclude (C.2).

(d) We prove now item 2. Let (σn)n≥1 be the sequence of stopping times given by

σn := inf

{

t ∈ [0, T ] :

∫ t

0

f(r,Xr)v(r,Xr)dr ≥ n

}

.

As v is bounded, the process M [v]0,x·∧Sn
is bounded by Ln := 2‖v‖∞+n for all x ∈Rd. Moreover, since M [v]0,x·∧σn

is a bounded local martingale, it is a genuine P0,x-martingale and we deduce that (σn)n≥1 is a localizing sequence

for the local martingale M [v]0,x for all x ∈Rd. Hence for any 0≤ t≤ u≤ T , F ∈ Ft, we have

EP [1FM [v]u∧σn
] =

∫

Rd

E0,x
[

1FM [v]0,xu∧σn

]

µ(dx) =

∫

Rd

E0,x
[

1FM [v]0,xt∧σn

]

µ(dx)

= EP [1FM [v]t∧σn
] .

The process M [v] is a locally bounded P-local martingale, hence M [v] ∈H2
loc(P). Let φ ∈D2

dt(a). We set

Sn := inf

{

t ∈ [0, T ] :

∫ t

0

Γ(φ,φ)(r,Xr)dr ≥ n or
∫ t

0

|Γv(φ)|(r,Xr)dr ≥ n

}

∧ σn.
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The process N := (M [φ]0,xM [v]0,x)·∧Sn
− 〈M [φ]0,x,M [v]0,x〉·∧Sn

is a P0,x-local martingale and for µ-almost

all x ∈Rd, for all t ∈ [0, T ],

E0,x

[

sup
0≤t≤T

|Nt|
]

≤ E0,x

[

sup
0≤t≤T

∣

∣(M [φ]0,xM [v]0,x)t∧Sn

∣

∣

]

+E0,x

[

sup
0≤t≤T

∣

∣〈M [φ]0,x,M [v]0,x〉t∧Sn

∣

∣

]

≤ LnE
0,x

[

sup
0≤t≤T

(M [φ]0,xt∧Sn
)2
]1/2

+E0,x

[

∫ T∧Sn

0

|Γv(φ)|(r,Xr)dr

]

≤ 2LnE
0,x
[

〈M [φ]0,x〉T∧Sn

]1/2
+E0,x

[

∫ T∧Sn

0

|Γv(φ)|(r,Xr)dr

]

≤ 2LnE
0,x

[

∫ T∧Sn

0

Γ(φ,φ)(r,Xr)dr

]1/2

+ n

≤ 2Ln

√
n+ n,

where we have used the BDG inequality for càdlàg local martingales (see e.g. [32]), recalling that by definition of

Sn and (5.5), E0,x
[

〈M [φ]0,x〉t∧Sn

]

= E0,x
[

∫ t∧Sn

0
Γ(φ,φ)(r,Xr)dr

]

≤ n. It follows that (M [φ]0,xM [v]0,x)·∧Sn
−

〈M [φ]0,x,M [v]0,x〉·∧Sn
is a genuine P0,x-martingale all x ∈ Rd. This realizes the program of item (c) which im-

plies (C.2) and finally (5.6) is verified, hence item 2.

Appendix D: Local Martingale Additive Functionals

The aim of this section is to extend the results of [4] to the case of (what we call) locally square integrable Local

Martingale Additive Functionals. We emphasize that the following is just a careful reading of the proofs of the results in

[4] with slight modifications, and that all the technicalities have already been treated by the authors of [4]. In the sequel

we will denote ∆ := {(t, u) ∈ [0, T ] : t ≤ u}. In the whole section (Ps,x)(s,x)∈[0,T ]×Rd will be a measurable in time

Markov canonical class in the sense of Definition 5.1. For the sake of conciseness, the Ps,x-completion of any sub-σ-field

G ⊂F will be denoted Gs,x instead of GPs,x

. The following is Definition 4.1 in [4].

Definition D.1. On (Ω,F) we define a (non-homogeneous) Additive Functional (AF) as a random-fieldA := (At
u)(t,u)∈∆

indexed by ∆ with values in R verifying the two following conditions.

1. For any (t, u) ∈∆, At
u is Ft,u-measurable, where those σ-fields were defined in Section 2

2. For any (s,x) ∈ [0, T ] × Rd there exists real càdlàg (Fs,x
t )-adapted process As,x (taken equal to 0 on [0, s[ by

convention) such that for any x ∈Rd and s≤ t≤ u, At
u =As,x

u −As,x
t Ps,x-a.s. for every (s,x).

As,x will be called the càdlàg version of A under Ps,x.

Definition D.2. (Local Martingale Additive Functional). Let A := (At
u)(t,u)∈∆ be an AF in the sense of Definition D.1.

Let As,x be its càdlàg version under Ps,x. A will be called a Local Martingale Additive Functional (LMAF) (resp. a

locally square integrable LMAF) if As,x is a local martingale (resp. a locally square integrable local martingale).

More generally, an AF A will be said to verify a certain property (being increasing, non-negative, locally integrable...)

if its càdlàg version As,x satisfies this property under Ps,x.

We start by a small lemma of independent interest which is more or less the end of the proof of Proposition 4.4 in [4].

Lemma D.3. Let t ∈]0, T [ be fixed. Let G ⊂ Ft,T be a sub-σ-algebra of Ft,T . Let (Mn)n≥1 be a sequence of G-

measurable random variables such that for all (s,x) ∈ [0, t]×Rd the sequence (Mn)n≥1 converges in probability under

Ps,x. Then there exists a G-measurable random variable M such that

(D.1) Mn
Ps,x

−→
n→+∞

M, ∀(s,x) ∈ [0, t]×Rd.
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Proof. The difficulty comes from the fact that the convergences in the statement are in probability Pt,x and not Pt,x-a.s.

We first assume that for all n≥ 1, Mn ≥ 0. For all x ∈Rd, denote M t,x the limit of (Mn)n≥1 under Pt,x, namely

(D.2) Mn
Pt,x

−→
n→+∞

M t,x.

Since Mn is G-measurable for all n ≥ 1, M t,x is Gt,x-measurable and by Proposition 3.12 in [4], there exists a G-

measurable random variable at(x,ω) such that

(D.3) at(x,ω) =M t,x Pt,x-a.s.

Let us prove that there exists a B(Rd) ⊗ G-measurable version of (x,ω) 7→ at(x,ω). For any integer k ≥ 1, we set

akt (x,ω) := k ∧ at(x,ω). We then define for all x ∈Rd, k ≥ 1 and n≥ 1 two positive measures Qx,k,n and Qx,k on G as

follows, for all G ∈ G:

i) Qx,k,n(G) := Et,x[1G(k ∧Mn)];

ii) Qx,k(G) := Et,x[1Ga
k
t (x,ω)].

It is clear that k∧Mn converges in probability towards k∧M t,x under Pt,x. Since the sequence (k∧Mn)n≥1 is uniformly

bounded by k, the convergence also takes place in L1(Pt,x). Hence, for any G ∈ G,

xQx,k,n(G) −→
n→+∞

Et,x[1G(k ∧M t,x)] = Et,x[1Ga
k
t (x,ω)] =Qx,k(G),

where we used (D.3) for the first equality. Moreover, for fixed G ∈ G, by Remark 5.3, x 7→ Qx,k,n(G) is Borel. Thus

x 7→ Qx,k(G) is Borel being a pointwise limit of Borel functions. We recall that F is separable. Combining these two

previous properties, along with the fact that Qx,k ≪ Pt,x allows to prove the existence of a B(Rd)⊗G-measurable version

of the density dQx,k/dPt,x. This fact follows from Theorem 58, Chapter V in [17]. Hence there exists a B(Rd) ⊗ G-

measurable version of akt (x,ω), still denoted akt (x,ω). Then at(x,ω) = lim inf
k→+∞

akt (x,ω) is also B(Rd)⊗G-measurable.

We can now set M(ω) := at(Xt(ω), ω). Clearly, for any x ∈Rd it holds by (D.3) that

(D.4) M t,x =M Pt,x-a.s.

It remains to prove (D.1). Let (s,x) ∈ [0, t]×Rd. Let ǫ > 0. Recall that Mn −M is G-measurable and that G ⊂Ft,T . We

have

Ps,x(|Mn −M |> ǫ) = Es,x [Ps,x(|Mn −M |> ǫ|Xt)] (tower property)

= Es,x[Pt,Xt(|Mn −M |> ǫ)] (Markov property (3.3)).

For any fixed ω ∈ Ω, Pt,Xt(ω)(|Mn −M | > ǫ)→ 0 as n→ +∞ by (D.2) and (D.4), hence by dominated convergence

theorem, Es,x[Pt,Xt(|Mn −M | > ǫ)] −→
n→+∞

0, which implies (D.1). Now if Mn are not non-negative, setting M+
n :=

(Mn)+ and M−
n := (Mn)− and applying what precedes, we get the existence of two G-measurable random variable

M+ and M− satisfying (D.1). Let M :=M+ −M−. Then M is G-measurable and (D.1) is verified. This concludes the

proof.

We will often make use of Lemma D.3 in the sequel of this section. The following result generalizes Proposition 4.4

in [4].

Proposition D.4. Let (M t
u)(t,u)∈∆ be a LMAF and for any (s,x) ∈ [0, T ]×Rd, [Ms,x] be the quadratic variation of its

càdlàg version Ms,x under Ps,x. Then there exists an AF denoted ([M ]tu)(t,u)∈∆ and which has càdlàg version [Ms,x]

under Ps,x for any (s,x) ∈ [0, T ]×Rd.
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Proof. Let 0 ≤ t < u ≤ T be fixed. Let t = tn1 < tn2 < . . . < tnn = u be a sequence of subdivisions of the interval [t, u]

such that max
i<n

(tni+1 − tni ) −→
n→+∞

0. By definition of the quadratic variation Ps,x-a.s. it holds that

(D.5)
∑

i<n

(

M
tni
tn
i+1

)2

=
∑

i<n

(

Ms,x
tn
i+1

−Ms,x
tn
i

)2
Ps,x

−→
n→+∞

[Ms,x]u − [Ms,x]t,

for all (s,x) ∈ [0, t] × Rd. The random variable
∑

i<n

(

M
tni
tn
i+1

)2

is Ft,u-measurable for all n ≥ 1 and Ft,u ⊂ Ft,T .

Lemma D.3 applied with Mn =
∑

i<n

(

M
tni
tn
i+1

)2

and G =Ft,u gives the existence of an Ft,u-random variable Mu
t such

that

(D.6)
∑

i<n

(

M
tni
tn
i+1

)2
Ps,x

−→
n→+∞

Mu
t ,

for all (s,x) ∈ [0, t]×Rd. The identification of the limits (D.5) and (D.6) yields Mu
t = [Ms,x]u − [Ms,x]t P

s,x-a.s. for

all (s,x) ∈ [0, t]×Rd.

In the following me make use of the notions of predictable projection, see Theorem 2.28, Chapter I in [26]. We will

also make use of the notion of compensator of a bounded variation process (resp. random measure) introduced in Theorem

3.18, Chapter I (resp. Theorem 1.8, Chapter II) in [26].

Proposition D.5. Let (Bt
u)(t,u)∈∆ be a locally integrable increasing AF with corresponding càdlàg version Bs,x under

Ps,x for (s,x) ∈ [0, T ]× Rd. Let As,x be the compensator of Bs,x in (Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x). Then there exists a

locally integrable increasing AF A := (At
u)(t,u)∈∆ so that, under any Ps,x, the càdlàg version of A is As,x.

Proof. Let 0≤ t < u≤ T be fixed. The proof follows the same lines as Proposition 4.5 in [4]. In that paper (Bt
u)(t,u)∈∆

has L1-terminal value. We split the proof in two steps. The first one consists in showing that

(D.7) ∀(s,x) ∈ [0, t]×Rd, As,x
u −As,x

t is Fs,x
t,u -measurable.

The second part of the proof consists in showing the existence of an Ft,u-measurable random variable At
u satisfying

At
u =As,x

u −As,x
t Ps,x-a.s. for all (s,x) ∈ [0, t]×Rd.

1. Let us fix (s,x) ∈ [0, T ] × Rd. For any F ∈ Fs,x, let Ns,x,F be the càdlàg version of the martingale r 7→
Es,x[1F |Fr]. Then the predictable projection of the process r 7→ 1F 1[t,u[(r) is r 7→ Ns,x,F

r− 1[t,u[(r), which is a

non-negative bounded predictable process. Let (τn)n≥1 be a localizing sequence for the process Bs,x. Then As,x
·∧τn

is the compensator of Bs,x
·∧τn , see for example 3.20, Chapter I in [26], and by Definition 73, Chapter VI in [17] it

holds that

(D.8) Es,x
[

1F
(

As,x
u∧τn −As,x

t∧τn

)]

= Es,x

[
∫ u∧τn

t∧τn

Ns,x,F
r− dBs,x

r

]

.

The sequences
(

As,x
u∧τn −As,x

t∧τn

)

n≥1
and

(

∫ u∧τn
t∧τn

Ns,x,F
r− dBs,x

r

)

n≥1
are Ps,x-a.s. increasing after a certain rank.

Letting n→+∞ in (D.8) yields by monotone convergence

(D.9) Es,x [1F (As,x
u −As,x

t )] = Es,x

[
∫ u

t

Ns,x,F
r− dBs,x

r

]

.

Assume now that F ∈ Ft,T . Lemma 4.7 in [4] provides the existence of an Ft,u-random variable denoted
∫ u

t
NF

r−dBr such that for all (s,x) ∈ [0, t] × Rd,
∫ u

t
NF

r−dBr =
∫ u

t
Ns,x,F

r− dBs,x
r Ps,x-a.s., and in particular it

holds

(D.10) Es,x [1F (As,x
u −As,x

t )] = Es,x

[
∫ u

t

NF
r−dBr

]

for all (s,x) ∈ [0, t]×Rd.
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This statement corresponds to the one of Lemma 4.9 in [4]. We prove now

(D.11) Es,x [As,x
u −As,x

t |Ft,T ] =As,x
u −As,x

t Ps,x-a.s.

For this, the rest of the proof of the first part of Proposition 4.5 in [4] can be reproduced, the only difference being

that one has to use the generalized conditional expectation for non-negative random variables, see Proposition

B.3. It is necessary in our setting as for instance, the quantity Es,x [1F (As,x
u −As,x

t )] might not be finite. Yet this

version of the conditional expectation has the same characterization as the usual conditional expectation and the

Markov property still holds, see Proposition B.3 and Proposition B.4. We thus conclude that (D.11) is verified.

Finally, by definition, the compensator is adapted so As,x
u −As,x

t is Fs,x
u -measurable. The relation (D.11) implies

that As,x
u −As,x

t is Fs,x
t,T -measurable. Since Fs,x

t,u = Fs,x
u ∩Fs,x

t,T , we deduce that As,x
u −As,x

t is Fs,x
t,u -measurable

for all (s,x) ∈ [0, t]×Rd, namely (D.7). This concludes the first part of the proof.

2. The second part of the proof follows the proof of the second half of Proposition 4.5 and is very similar to the one

of Lemma D.3. From item 1., since As,x
u − As,x

t is F t,x
t,u -measurable, by Proposition 3.12 in [4] there exists an

Ft,u-measurable random variable at(x,ω) such that

(D.12) at(x,ω) =At,x
u −At,x

t Pt,x-a.s.

Let us prove the existence of a B(Rd)⊗Ft,u-measurable version of (x,ω) 7→ at(x,ω). For every x ∈Rd, we define

the positive measure on Ft,u

(D.13) Qx(F ) := Et,x
[

1F
(

At,x
u −At,x

t

)]

= Et,x[1F at(x,ω)].

The measure Qx is σ-finite for all x ∈ Rd. Indeed, we set En := {ω ∈Ω : |at(x,ω)| ≤ n} ∈ Ft,u for all n ∈ N,

and E∞ = {ω ∈Ω : |at(x,ω)|=+∞} ∈ Ft,u. Then Ω =
(
⋃

n∈NEn

)

∪ E∞, Qx(En) ≤ n < +∞ for all n ∈ N

and Qx(E∞) = 0 by (D.12), noticing that At,x
u −At,x

t is finite Pt,x-a.s. Recall that by (D.10) we have

Qx(F ) = Et,x

[
∫ u

t

NF
r−dBr

]

,

yielding that x 7→ Qx(F ) is Borel for any F ∈ Ft,u by Remark 5.3. As Qx ≪ Pt,x and Qx is σ-finite for all

x ∈ Rd, Theorem 4 in [15] gives the existence of a B(Rd)⊗Ft,u-measurable version of the density dQx/dPt,x,

hence the existence of a B(Rd)⊗Ft,u-measurable version of (x,ω) 7→ at(x,ω), still denoted at(x,ω). We now set

At
u := at(Xt(ω), ω), which clearly is Ft,u-measurable and satisfies At

u =At,x
u −At,x

t Pt,x-a.s. It remains to prove

that the previous equality holds for all 0≤ s≤ t. This is a consequence of the Markov property, see the end of the

proof of Proposition 4.5 in [4].

Summing up, for all 0 ≤ t ≤ u ≤ T , there exists an Ft,u-measurable random At
u such that for all (s,x) ∈ [0, t] × Rd,

At
u =As,x

u −As,x
t Ps,x-a.s. (At

u)(t,u)∈∆ is then the desired AF, which concludes the proof.

The following result is a direct consequence of Proposition D.5 and the polarization identity.

Corollary D.6. Let M , N be two locally square integrable LMAFs with respective càdlàg version Ms,x and Ns,x under

Ps,x . Then there exists a bounded variation AF denoted (〈M,N〉tu)(t,u)∈∆ with càdlàg version 〈Ms,x,Ns,x〉 under Ps,x.

Denoting 〈M〉= 〈M,M〉 we also have

(D.14) 〈M,N〉= 1

4
(〈M +N〉 − 〈M −N〉) .

Proof. Let (s,x) ∈ [0, T ] × Rd. It is clear that M + N and M − N are locally square integrable LMAFs, hence by

Proposition D.4 there exist two locally integrable AF [M+N ] and [M−N ] with respective càdlàg version [Ms,x+Ns,x]

and [Ms,x −Ns,x] under Ps,x.
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We recall that, given N ∈H2
loc(P

s,x), the compensator of [N ] is the oblique bracket 〈N〉, see e.g. Proposition 4.50,

Chapter I in [26]. Consequently, by Proposition D.5 applied with B = [M +N ] (resp. B = [M −N ]), there exists an

increasing locally integrable AF 〈M +N〉 (resp. 〈M −N〉) with càdlàg version 〈Ms,x +Ns,x〉 (resp. 〈Ms,x −Ns,x〉)
under Ps,x. We then define the AF 〈M,N〉 by (D.14), which by polarization has càdlàg version 〈Ms,x,Ns,x〉 under

Ps,x.

Remark D.7. We denote Pos(〈M,N〉) := 1
4 〈M +N〉 and Neg(〈M,N〉) := 1

4 〈M −N〉 the increasing AF with respec-

tive càdlàg version 1
4 〈Ms,x +Ns,x〉 and 1

4 〈Ms,x −Ns,x〉 appearing in decomposition (D.14).

The following result can be seen as an extension of Theorem 5 in [33] to time-dependent LMAF. The proof is inspired

by the proof of Lemma 4.7 in [4]. First of all we recall that given a local martingale, there exist a continuous local

martingale M c and a purely discontinuous local martingale Md (vanishing at zero) such that M = M c +Md, see

Theorem 4.18, Chapter I in [26].

Proposition D.8. Let M be an LMAF with càdlàg version Ms,x under Ps,x for (s,x) ∈ [0, T ]×Rd, and let Ms,x,c (resp.

Ms,x,d) be the continuous (resp. purely discontinuous) component of Ms,x. There exists an LMAF Md (resp. a locally

square integrable LMAF M c) with càdlàg version Ms,x,d (resp. continuous Ms,x,c) under Ps,x.

Proof. In this proof, µs,x (resp. νs,x)) will denote the jump measure (resp. its compensator), of Ms,x. Let 0≤ t≤ u≤ T

be fixed. We split the proof in two steps.

1. The first step of the proof consists in building a càdlàg version r ∈ [t, u] 7→ M̃ t
r of the random function r ∈ [t, u] 7→

M t
r verifying the following:

i) M̃ t
r is Ft,u-measurable for all r ∈ [t, u];

ii) M̃ t
· =Ms,x

· −Ms,x
t Ps,x-a.s. for all (s,x) ∈ [0, t]×Rd.

For all r ∈ [t, u[, since (M t
r)+ is non-negative, we can define M̄ t,+

r := lim inf
v↓r

v∈[t,u]∩Q

(M t
v)+ and we set M̄ t,+

u :=M t
u, the

final time. Notice that M̄ t,+ has right-continuous paths by construction and it is (Ft,v)-progressively measurable

by Theorem 17, Chapter IV of [16], being the corresponding filtration right-continuous. We prove just below that it

is Ps,x-indistinguishable from (Ms,x
· −Ms,x

t )+ for all (s,x) ∈ [0, t]×Rd. Indeed let (s,x) be fixed. By definition

of M , there exists a Ps,x-null set N such that for all v ∈ [t, u] ∈Q and ω ∈ N c, M t
v(ω) =Ms,x

v (ω)−Ms,x
t (ω).

Then for ω ∈N c it holds

M̄ t,+
r (ω) = lim inf

v↓r
v∈[t,u]∩Q

(

M t
v

)

+

= lim inf
v↓r

v∈[t,u]∩Q

(Ms,x
v (ω)−Ms,x

t (ω))+

= (Ms,x
r (ω)−Ms,x

t (ω))+ ,

where we used the right-continuity of Ms,x(ω) for the last equality. Now let again r ∈ [t, u]. Then M t
v is Ft,v-

measurable for all v ∈ [r,u] and since the filtration (Ft) is right-continuous, M̄ t,+
r is Ft,r-measurable. The exact

same construction provides a càdlàg process M̄ t,− such that for all r ∈ [t, u], M̄ t,−
r is Ft,r-measurable and M̄ t,−

is Ps,x-indistinguishable from (Ms,x
· −Ms,x

t )− for all (s,x) ∈ [0, t] × Rd. We now set M̄ t := M̄ t,+ − M̄ t,−.

From what precedes, M̄ t
r is Ft,r-measurable for all r ∈ [t, u] and the process M̄ t is Ps,x-indistinguishable from

Ms,x
· −Ms,x

t for all (s,x) ∈ [0, t]×Rd. By Theorem 18 b), Chapter IV in [16], it follows that the set

W ′
t,u := {ω ∈Ω : there is a càdlàg function h such that M̄ t = h on [t, u]∩Q}
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belongs to Ft,u. We now set M̃ t := M̄ t1W ′

t,u
. The process M̃ t is càdlàg, M̃ t

r is Ft,u-measurable for all r ∈ [t, u],

even though not necessarily progressively measurable. Yet M̃ t is still Ps,x-indistinguishable from Ms,x
· −Ms,x

t

for all (s,x) ∈ [0, t] × Rd. Indeed M̄ t is Ps,x-indistinguishable from the càdlàg process Ms,x
· −Ms,x

t , yielding

1W ′

t,u
= 1 Ps,x-a.s. This concludes the first step.

2. We are now ready to prove the existence of the AF M c and Md. For n≥ 1, let

(D.15) (N+
n )tu :=

∑

t<r≤u

∆M̃ t
r1{∆M̃t

r≥1/n}.

As for all (s,x) ∈ [0, t]×Rd, M̃ t is Ps,x-indistinguishable from Ms,x
· −Ms,x

t , it holds that

(N+
n )tu =

∑

t<r≤u

∆Ms,x
r 1{∆Ms,x

r ≥1/n} Ps,x-a.s.

Moreover, since M̃ t
r is Ft,u-measurable for all r ∈ [t, u], (N+

n )tu is also Ft,u-measurable. Hence N+
n =

((N+
n )tu)(t,u)∈∆ is an increasing AF. Notice that as Ms,x is a local martingale, it is a special semi-martingale

and by Proposition 2.29, Chapter II in [26], it holds that the process (|q|1{|q|≥1/n}) ∗ νs,x is locally integrable,

which in turn implies that
∑

s≤·∆M
s,x
r 1{∆Ms,x

r ≥1/n} = (q1{q≥1/n}) ∗ µs,x is locally integrable and N+
n is an

increasing locally integrable AF. We apply Proposition D.5 to B =N+
n , which provides the locally integrable AF

A, that we will denote by N+,p
n . Replacing M̃ t by −M̃ t in (D.15), we similarly build two decreasing locally

integrable AF N−
n and N−,p

n . We now set Md
n := (N+

n −N+,p
n )− (N−

n −N−,p
n ). Under Ps,x,

N+
n −N+,p

n =

∫

]s,·]×Rd

q1{q≥1/n}µ
s,x −

∫

]s,·]×Rd

q1{q≥1/n}ν
s,x =

∫

]s,·]×Rd

q1{q≥1/n}(µ
s,x − νs,x)(dr, dq)

and

N−
n −N−,p

n =

∫

]s,·]×Rd

q1{q≤−1/n}µ
s,x −

∫

]s,·]×Rd

q1{q≥1/n}ν
s,x =

∫

]s,·]×Rd

q1{q≤−1/n}(µ
s,x − νs,x)(dr, dq).

Hence Md
n is a LMAF whose càdlàg version is

(Md
n)

s,x :=

∫

]s,·]×Rd

q1{|q|≥1/n}(µ
s,x − νs,x)(dr, dq)

under Ps,x. For all 0≤ s≤ t≤ u≤ T ,
(

Md
n

)t

u
converges towards

(Md
u)

s,x − (Md
t )

s,x :=

∫

]s,·]×Rd

q(µs,x − νs,x)(dr, dq),

in probability under Ps,x. Indeed previous limit stochastic integral is well-defined since q1{|q|≥1/n} converges in

L2(νs,x) to q.

By Lemma D.3 there exists an Ft,u-measurable random variable
(

Md
)t

u
such that for all (s,x) ∈ [0, t] × Rd,

(

Md
)t

u
=Ms,x,d

u −Ms,x,d
t Ps,x-a.s. Hence Md is a LMAF with càdlàg version Ms,x,d under Ps,x. We conclude

the proof by setting M c :=M −Md.

This is Proposition 4.16 in [4].

Proposition D.9. Let H2,dt := {M ∈ H2
0 : d〈M〉 ≪ dt} and H2,⊥dt := {M ∈ H2

0 : d〈M〉 ⊥ dt}. H2,dt and H2,⊥dt

are orthogonal sub-Hilbert spaces of H2
0, H2

0 =H2,dt ⊕H2,⊥dt, and any element M of H2,dt
loc is strongly orthogonal to

any element N of H2,⊥dt
loc , i.e. 〈M,N〉= 0.
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Finally we can generalize the main result of [4], i.e. Proposition 4.17.

Proposition D.10. Let M,N be two locally square integrable LMAFs. Assume that the AF 〈N〉 is absolutely continuous

w.r.t. the Lebesgue measure dt. There exists a unique (up to a zero-potential set) function w ∈ B([0, T ]×Rd) such that

for any (s,x) ∈ [0, T ]×Rd, 〈Ms,x,Ns,x〉=
∫ .∨s

s
w(r,Xr)dr.

Proof. Given a square integrable martingale N we denote by N dt its orthogonal projection on H2,dt.

Let 〈M,N〉 be the bounded variation AF given by Corollary D.6 and Pos(〈M,N〉) and Neg(〈M,N〉) be the cor-

responding increasing AF given by Remark D.7. Let (s,x) ∈ [0, T ] × Rd. Let (τn)n≥1 be a sequence of stopping

times such that Ms,x,τn ,Ns,x,τn ∈ H2
0(P

s,x). As 〈Ns,x,τn〉 = 〈Ns,x〉τn , it is immediate that d〈Ns,x,τn〉 ≪ dt. Hence

Ns,x,τn ∈H2,dt
0 and by Proposition D.9,

〈Ms,x,τn ,Ns,x,τn〉=
〈

(Ms,x,τn)dt,Ns,x,τn
〉

=
1

4

〈

(Ms,x,τn)dt +Ns,x,τn
〉

− 1

4

〈

(Ms,x,τn)dt −Ns,x,τn
〉

.

Consequently

Pos (〈Ms,x,τn ,Ns,x,τn〉) = 1

4

〈

(Ms,x,τn)dt +Ns,x,τn
〉

and

Neg (〈Ms,x,τn ,Ns,x,τn〉) = 1

4

〈

(Ms,x,τn)dt −Ns,x,τn
〉

.

Recall thatNs,x,τn ∈H2,dt
0 and that H2,dt

0 is a vector space. Consequently, by polarization we have dPos (〈Ms,x,τn ,Ns,x,τn〉)≪
dt and dNeg (〈Ms,x,τn ,Ns,x,τn〉)≪ dt. Moreover, it holds

(D.16) Pos (〈Ms,x,Ns,x〉) =
∑

n≥1

Pos (〈Ms,x,τn ,Ns,x,τn〉) 1]τn,τn+1]

and

(D.17) Neg (〈Ms,x,Ns,x〉) =
∑

n≥1

Neg (〈Ms,x,τn ,Ns,x,τn〉) 1]τn,τn+1].

It follows from (D.16) and (D.17) and what preceeds that dPos (〈Ms,x,Ns,x〉)≪ dt as well as dNeg (〈Ms,x,Ns,x〉)≪
dt for all (s,x) ∈ [0, T ]×Rd. We recall that Pos(〈M,N〉) (resp. Neg(〈M,N〉)) is an increasing AF with càdlàg version

Pos (〈Ms,x,Ns,x〉) (resp. Neg (〈Ms,x,Ns,x〉)). Then Proposition 4.13 in [4] ensures the existence of two functions

w+ and w− in B([0, T ] × Rd) such that for any (s,x) ∈ [0, T ] × Rd, Pos (〈Ms,x,Ns,x〉) =
∫ ·∨s

s
w+(r,Xr)dr and

Neg (〈Ms,x,Ns,x〉) =
∫ ·∨s

s
w−(r,Xr)dr. Setting w =w+ −w−, by additivity, we conclude the proof.

We come back to the notion of Markov martingale domain D(a) introduced in Definition 5.5.

Remark D.11. Let φ ∈D(a). We set

(D.18) M [φ]tu := φ(u,Xu)− φ(t,Xt)−
∫ t

u

a(φ)(r,Xr)dr, (t, u) ∈∆.

Obviously (M [φ]tu)(t,u)∈∆ is a LMAF with càdlàg version

M [φ]s,x = 1[s,T ](·)
(

φ(·,X·)− φ(s,x)−
∫ ·

s

a(φ)(r,Xr)dr

)

under Ps,x for all (s,x) ∈ [0, T ]×Rd.
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The following corollary is the main result of this section.

Corollary D.12. Let φ and ψ be two elements of the Markov martingale domain D(a) such that M [φ]s,x ∈ H2
loc(P

s,x)

and d〈M [φ]s,x〉 ≪ dt for all (s,x) ∈ [0, T ]×Rd.

1. There exists a unique (up to a zero-potential set) measurable function Γc(φ,ψ) ∈ B([0, T ]×Rd) such that for all

(s,x) ∈ [0, T ]×Rd,

(D.19) 〈M [φ]s,x,c,M [ψ]s,x,c〉· =
∫ ·

s

Γc(φ,ψ)(r,Xr)dr.

2. Assume moreover that M [ψ]s,x ∈ H2
loc(P

s,x) for all (s,x) ∈ [0, T ] × Rd. There exists a unique (up to a zero-

potential set) measurable function Γ(φ,ψ) ∈ B([0, T ]×Rd) such that for all (s,x) ∈ [0, T ]×Rd,

(D.20) 〈M [φ]s,x,M [ψ]s,x〉· =
∫ ·

s

Γ(φ,ψ)(r,Xr)dr.

Proof. Let (M [φ]tu)(t,u)∈∆ and (M [ψ]tu)(t,u)∈∆ be the LMAFs with respective càdlàg version M [φ]s,x and M [ψ]s,x

under Ps,x defined in (D.18). By assumption M [φ]s,x ∈ H2
loc(P

s,x) and d〈M [φ]s,x〉 ≪ dt. Hence the random field

(M [φ]tu)(t,u)∈∆ is a locally square integrable LMAF such that d〈M [φ]〉 ≪ dt, recalling that 〈M [φ]〉 was provided by

Lemma D.6.

By Proposition D.8 there exist two locally square integrable LMAF M [φ]c and M [ψ]c with respective càdlàg version

M [φ]s,x,c and M [ψ]s,x,c under Ps,x. Since for all (s,x) ∈ [0, T ]×Rd,

〈M [φ]s,x〉= 〈M [φ]s,x,c +M [φ]s,x,d〉= 〈M [φ]s,x,c〉+ 〈M [φ]s,x,d〉,

d〈M [φ]〉 ≪ dt implies that d〈M [φ]c〉 ≪ dt (and d〈M [φ]d〉 ≪ dt). Now item 1. follows from Proposition D.10.

As far as item 2. is concerned, assume now that M [ψ]s,x ∈H2
loc(P

s,x) for all (s,x) ∈ [0, T ]×Rd. Then, by definition,

(M [ψ]tu)(t,u)∈∆ is a locally square integrable LMAF and existence of Γ(φ,ψ) is given again by Proposition D.10.

Appendix E: Extension to mean-field optimization

This short section is devoted to the proof of the equivalence between the optimization problems (1.5) and (1.6).

Lemma E.1. Let F :R→R be a convex differentiable function. Then Q∗ ∈ P(Ω) is solution to Problem (1.5) if and only

if Q∗ is solution to the linearized Problem (1.6).

Proof. Assume first that Q∗ is solution to Problem (1.6). Since F is convex differentiable, for all x, y ∈Rd, it holds that

F (x)−F (y)≥ F ′(y)(x− y). Applying this inequality to x= EQ[ϕ(X)] and y = EQ∗

[ϕ(X)] for some Q ∈ P(Ω) yields

F (EQ[ϕ(X)])− F (EQ∗

[ϕ(X)])≥ F ′(EQ∗

[ϕ(X)])(EQ[ϕ(X)]−EQ∗

[ϕ(X)]).

Adding H(Q|P)−H(Q∗|P) to each sides of the previous inequality, we get

F (EQ[ϕ(X)]) +H(Q|P)− F (EQ∗

[ϕ(X)])−H(Q∗|P)≥ EQ[ϕ̃(X)] +H(Q|P)−EQ∗

[ϕ̃(X)]−H(Q∗|P)≥ 0,

where we used the fact that Q∗ is solution of Problem (1.6) for the right-most inequality. Hence for all Q ∈ P(Ω),

F (EQ[ϕ(X)]) +H(Q|P)≥ F (EQ∗

[ϕ(X)]) +H(Q∗|P),

and Q∗ is solution to Problem (1.5).
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Conversely, assume that Q∗ is solution to Problem (1.5). Let λ ∈ [0,1]. By definition, for all Q ∈ P(Ω),

F
(

EλQ+(1−λ)Q∗

[ϕ(X)]
)

+H(λQ+ (1− λ)Q∗|P)− F
(

EQ∗

[ϕ(X)]
)

−H(Q∗|P)≥ 0,

that is

(E.1) F
(

λEQ[ϕ(X)] + (1− λ)EQ∗

[ϕ(X)]
)

− F
(

EQ∗

[ϕ(X)]
)

+H(λQ+ (1− λ)Q∗|P)−H(Q∗|P)≥ 0.

By the convexity of the relative entropy, see Remark 2.5 item 1., we have

(E.2) H(λQ+ (1− λ)Q∗|P)−H(Q∗|P)≤ λ(H(Q|P)−H(Q∗|P)).

Combining (E.1) and (E.2) and dividing by λ we get

1

λ

(

F
(

λEQ[ϕ(X)] + (1− λ)EQ∗

[ϕ(X)]
)

− F
(

EQ∗

[ϕ(X)]
))

+H(Q|P)−H(Q∗|P)≥ 0,

and letting λ→ 0 yields

F ′
(

EQ∗

[ϕ(X)]
)

(EQ[ϕ(X)]−EQ∗

[ϕ(X)]) +H(Q|P)−H(Q∗|P)≥ 0,

which rewrites

F ′
(

EQ∗

[ϕ(X)]
)

EQ[ϕ(X)] +H(Q|P)≥ F ′
(

EQ∗

[ϕ(X)]
)

EQ∗

[ϕ(X)] +H(Q∗|P).

We conclude from the previous inequality that Q∗ is a solution of Problem (1.6).
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