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Abstract. Link prediction is a fundamental task in machine learning
for graphs. Recently, Graph Neural Networks (GNNs) have gained
in popularity and have become the default approach for solving this
type of task. Despite the considerable interest for these methods, sim-
ple topological heuristics persistently emerge as competitive alterna-
tives to GNNs. In this study, we show that this phenomenon is not
an exception and that GNNs do not consistently establish a perfor-
mance standard for link prediction on graphs. For this purpose, we
identify several limitations in the current GNN evaluation methodol-
ogy, such as the lack of variety in benchmark dataset characteristics
and the limited use of diverse baselines outside of neural methods.
In particular, we highlight that integrating feature information into
topological heuristics remains a little-explored path. In line with this
observation, we propose a simple non-neural model that leverages
local structure, node feature, and graph feature information within
a weighted combination. Experiments conducted on large variety of
networks indicate that the proposed approach outperforms existing
state-of-the-art GNNs and increases generalisation ability. Contrast-
ing with GNNs, our approach does not rely on any learning process
and therefore achieves superior results without sacrificing efficiency,
showcasing a reduction of one to three orders of magnitude in com-
putation time.

1 Introduction

Link prediction aims at estimating the likelihood of a relation be-
tween two entities in a network. Considering the ubiquity of rela-
tional data, link prediction has numerous real-world applications,
such as predicting protein-protein interactions, identifying spurious
relations, building knowledge graphs, or recommending items. Re-
cently, Graph Neural Networks (GNNs) emerged as a powerful tech-
nique to address downstream machine learning tasks on graphs, such
as node classification, graph classification, or link prediction [39, 46].
The expected goal was that, by considering both topological infor-
mation and explicit node features within a unified neural framework,
performance would necessarily rise on several benchmarks.

In practice however, results are more nuanced, as long-established
topological heuristics remain robust competitors in link prediction
tasks [45, 44, 18, 38, 5]. These simple heuristics rely solely on local
node relationships near the predicted edge and do not involve any
learning process, contrasting the complexity of neural approaches.

To explain this phenomenon, recent works have highlighted how
pitfalls in the evaluation frameworks could lead to an inaccurate
assessment of GNN performance. Among these, several studies
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have emphasised how GNN models, due to their message pass-
ing learning scheme, tend to overfit a restricted number of datasets
with highly similar characteristics, namely Cora, Pubmed and
Citeseer [12, 27, 48, 29, 25]. Other studies have criticised the
lack of unified setting in the evaluation procedures, and have pro-
posed solutions regarding the definition of split size, evaluation met-
ric, and negative sampling strategy [22, 18].

Despite these efforts, both existing studies on GNNs and their crit-
ics often overlook the importance of well-designed baseline models
in assessing the true progress of recent neural approaches [9]. Conse-
quently, the current literature in the field primarily relies on compar-
ing complex neural approaches, such as specialised GNNs, against
simpler neural approaches, such as multi-layer perceptrons or “sim-
ple” GNNs.

Non-neural topological heuristics, however, have several advan-
tages that makes them worth pursuing. They are usually significantly
less complex and thus more interpretable, they run on simpler archi-
tectures, usually at a fraction of the computational cost of neural ap-
proaches, and they require significantly less hyperparameter tuning,
which makes them more appealing in a variety of contexts.

We argue that to understand and tackle these issues, strong non-
neural heuristics and robust evaluation frameworks should be studied
jointly. To address these limitations, we shift our focus to non-neural
heuristics and propose to solve link prediction tasks by enhancing
topological heuristics with explicit feature information. To achieve
this, we leverage both the topological information of the graph and
features at node-level and graph-level. We define the topological in-
formation using traditional local similarity indices, such as Common
Neighbours [28], Adamic Adar index [1], or Resource Allocation in-
dex [47]. Regarding feature information, at the node-level, we com-
pute node feature similarity between entities near the predicted edge.
At the graph-level, we measure the distance in pairwise node fea-
ture similarity distributions between positive and negative edges in
the network. Similar to existing GNNs, our approach harnesses in-
formation from multiple dimensions of the original graph. However,
unlike neural approaches, our method does not require any learning
mechanism.

Furthermore, we discuss how variations in the evaluation settings
make comparisons between models difficult, and propose a robust
evaluation framework addressing these limitations. In particular, we
rely on various datasets with different structures and distributions,
both in terms of topology and of feature homophily. Moreover, we
include both simple topological heuristics and our enhanced topo-
logical heuristics in the benchmarks.

Through extensive experiments conducted under this evaluation
framework, we show that the proposed approach outperforms recent



GNN architectures and exhibits a higher generalisation ability. Ad-
ditionally, we highlight the scalability performance of the proposed
method compared to state-of-the-art GNNs. Specifically, we illus-
trate that our model enables a reduction in computation time between
one to three orders of magnitude compared to its neural competitors.
Overall, our experiments suggest that the complexity of GNNs may
not be required for link prediction tasks, and that enhanced heuristics
can overcome the limitations of neural approaches in terms of gener-
alisation and performance. Our key contributions are summarised as
follows:

• We show that GNNs evaluation frameworks (i) contain irregulari-
ties, and (ii) lack well-designed non-neural heuristics.

• We introduce a non-neural baseline model for link prediction that
combines traditional topological heuristics with node and graph
features.

• We design a robust evaluation framework to assess model per-
formance. This setting includes real-world networks with various
characteristics, and unifies the selection of data splits, negative
samples, and evaluation metrics.

• Under this setting, we show that the proposed non-neural base-
line achieves or beats state-of-the-art performance against recent
GNNs while running up to 103 times faster.

2 Related Work

We begin by presenting a literature review on various link predic-
tion techniques. Then, we focus on the criticisms raised regarding
the evaluation procedures within the GNNs field.

2.1 Link prediction

It is a standard procedure to categorise link prediction models into
three main categories: topological heuristics, embedding approaches,
and GNNs.

Topological heuristics. Early research have investigated predic-
tion metrics based on the topological similarity score between nodes.
These metrics heavily rely on the homophily principle, which sug-
gests that entities with similar characteristics tend to connect in a net-
work. Therefore, the likelihood of a connection between two nodes
can be estimated based on the number of common relations they
share. Various levels of similarity indices exist. Among the sim-
plest ones are local indices, such as Common Neighbours (CN) [28],
Adamic Adar (AA) [1], or Resource Allocation (RA) [47], which
directly depend on the size of the overlap of the neighbourhoods
of two end nodes. In contrast, global indices, such as Katz [13] or
PageRank [3], define similarity between nodes by leveraging path-
related expressions. All these topological heuristics can be computed
directly on the graph and do not require any form of learning pro-
cess, making them highly efficient approaches. However, they lack
general graph structure expressiveness and may therefore struggle to
generalise well [20].

Embeddings. Also called latent feature-based methods, these ap-
proaches learn low-dimensional representations of nodes and use
pairwise embeddings to predict the existence of a link between two
nodes. Well-known methods include matrix factorization [16], Deep-
Walk [31], LINE [36], and node2vec [10]. Limitations of these ap-
proaches stem from their naturally transductive setting and their lack
of parameter sharing. Furthermore, as for the topological heuristics,
they typically do not take additional node properties into account.

GNNs. Neural-based approaches address these challenges. These
methods learn shared parameters through a message passing scheme
in order to derive embeddings of the elements of the graph. Two
main categories of GNNs for link prediction can be distinguished.
The first category includes node-based approaches, inspired by auto-
encoder architectures such as Graph AutoEncoder (GAE) and Vari-
ational Graph AutoEncoder (VGAE) [14]. These models typically
combine a Graph Convolutional Network (GCN) [15] architecture
with an inner product decoder to predict the existence of links. Con-
sequently, several foundational GNN models, such as Graphsage [11]
or GAT [37], can be adapted to the link prediction task. However, re-
searchers have showed that such approaches fail to distinguish non-
isomorphic links [45]. They proposed graph-based approaches, such
as SEAL, which involves learning the representation of each link us-
ing an embedding of its surrounding local subgraph. Despite its great
performance, this approach entails the extraction and embedding of
a number of subgraphs equals to the number of positive and negative
edges, leading to high computational cost. Recent works proposed to
address this challenge by learning structural information more effi-
ciently [44, 49, 5, 38]. Nevertheless, in practice, the computational
complexity of the GAE model is still a lower-bound for the most
recent approaches [44, 38].

Despite the simplicity of topological heuristics, their performance
often matches or exceeds that of embedding-based models or GNNs.
This has led to numerous studies proposing to boost GNNs by in-
corporating topological features. For example, SEAL [45] relies on
node labeling trick to enforce the learning of structural features.
NCN/NCNC [38] combines common neighbours index with mes-
sage passing neural network representations. Neo-GNN [44] learns
to generate useful structural features to later enhance GNN represen-
tations. Link-MoE [23] uses an ensemble of topological heuristics for
weighting GNN outputs. On the other hand, limited work has been
done to enhance topological heuristics with additional information.
For instance, some early initiative proposed introducing a parameter
based on the change of common neighbours’ degree [7]. However,
this approach did not leverage any node feature information. In this
work, we focus on adaptively incorporating explicit feature informa-
tion into topological heuristics in order to design simple yet robust
competitors to GNNs.

2.2 Evaluation frameworks

Several previous works highlighted how the progress achieved by
state-of-the-art neural models was actually lower under a rigorous
and consistent evaluation framework [34, 19, 32, 17]. The fast mov-
ing field of deep learning exposes to several pitfalls for model eval-
uation. Among them, researchers criticise the low reproducibility
for recommender systems [9, 18], underscore the influence of train-
validation-test splits on GNN performance [2], evoke the diversity in
the chosen evaluation metrics [18], or highlight the bias and overfit-
ting introduced by the limited number of benchmark datasets used in
the literature [12, 27, 43, 29]. To address these challenges, some stud-
ies propose to include several large-scale graph datasets in bench-
marks [12], or to rely on synthetic graph [24]. Others develop a
full design space evaluation relying on a large number of model-
task combinations [43], or introduce an open-source benchmarking
framework for GNN evaluation [8]. Additional work develop a novel
evaluation setting based on a personalised and non-trivial negative
sampling strategy [18].

However, despite recent calls for designing robust non-neural
baselines to correctly assess the performance of deep learning-based



methods [41, 9, 21], the proposals closest to our work [2, 18] lack
implementation of simple yet strong methods. We argue that the si-
multaneous introduction of both a robust evaluation framework and
enhanced non-neural baselines is crucial for a comprehensive assess-
ment of model performance.

To address these limitations, we design a robust evaluation frame-
work in which we reassess GNNs performance against both simple
and specifically designed non-neural baselines.

3 Problem Definition

We consider the problem of predicting the existence of links in a
graph. Let G = (V,E,X) be an attributed graph, where V rep-
resents a set of vertices, E ⊆ V × V is a set of edges, and
X |V |×L is an attribute matrix assigning L numerical attributes to
each node in G. The set of nodes connected to u in G, denoted with
N (u) = {v : (u, v) ∈ E} corresponds to the neighbourhood of
u. Each node is associated with a class label, and we denote with
Y ∈ {0, · · · , C}|V | the vector of node labels given C classes.

The goal of the link prediction task is to infer the existence of
missing links in the graph, having knowledge about all nodes and
their features, but knowing only a subset of their relations. More for-
mally, we try to learn a mapping g : E → {0, 1}, given a subset of
existing links E′ ⊆ E as training data.

4 Enhanced Topological Heuristics

In this section, we describe our enhanced non-neural topological
heuristics for link prediction. Contrasting with their original form,
our enhanced heuristics do not restrict to the structural information
of the network to predict the existence of a link, but instead com-
bines three key components: (i) a node-level topological weight, (ii)
a node-level feature similarity weight, and (iii) a graph-level feature
similarity measure. We illustrate our methodology in Figure 1.

Intuitively, incorporating information from both the structure of
the graph and its explicit node features expands the range of infor-
mation used from the initial data. Similar to the message passing
scheme commonly used by GNNs, the aim of this enhancement is
to improve the expressiveness of the proposed model. Furthermore,
by considering information from both the node-level and the graph-
level, we seek to mitigate limitations in the generalisability of topo-
logical heuristics.

4.1 Node-level topological and feature similarity
weights

In our approach, we compute the node-level topological weight be-
tween two nodes u and v, denoted ωA

u,v , using the definition of each
selected topological heuristics. Then, applying the homophily princi-
ple to the node features of the graph, we propose to incorporate fea-
ture information relying on pairwise node feature similarities in the
neighbourhood defined by the topological heuristic. Thus, the fea-
ture similarity weight between two nodes u and v, denoted ωX

u,v is
computed using any similarity function on node attribute vectors (in
this work we use cosine similarity). From these, we define node-level
topological and feature similarity weights for three heuristics:
Enhanced Common Neighbours (ECN) [28]:

ωA
u,v = |N (u) ∩N (v)| (1)

For ECN, we define the feature similarity weight of the link as the
feature similarity between its two end nodes:

ωX
u,v = s(Xu, Xv) (2)

Enhanced Adamic Adar index (EAA) [1]:

ωA
u,v =

∑
c∈N (u)∩N (v)

1

log |N (c)| (3)

Drawing inspiration from the residual connection mechanism which
helps reduce oversmoothing in GNN learning [11, 40], we define
feature similarity weight for the EAA index by combining the target
nodes’ feature similarity with the pairwise node feature similarities
in their neighbourhood.

ωX
u,v = s(Xu, Xv) +

∑
c∈N (u)∩N (v)

s(Xu, Xc)s(Xc, Xv) (4)

Enhanced Resource Allocation index (ERA) [47]:

ωA
u,v =

∑
c∈N (u)∩N (v)

1

|N (c)| (5)

Given the closeness of the definitions of the ERA and EAA indexes,
we define the feature similarity weight of ERA index using Equa-
tion 4.

4.2 Graph-level feature similarity measure

We consider the graph-level feature similarity γ of a network by mea-
suring the distance between distributions of pairwise feature simi-
larity in its positive and negative edges (in practice we use Jensen-
Shannon distance and γ ∈ [0, 1]). Intuitively, γ measures the rela-
tionship between node feature similarity and structural information
in the network. Since γ is observed for each network, no learning
process is required.

To support our choice for γ, we examine the disparities in pairwise
node feature similarity distributions between positive and negative
edges in three real-world networks in Figure 2. For both Cora and
CS, we observe a strong contrast between pairwise feature similar-
ity among connected nodes and disconnected ones. In these scenar-
ios, node feature information proves crucial in predicting pairwise
connections. Conversely, in Wikivitals and Wikivitals-fr,
nodes exhibit similar features regardless of their pairwise connectiv-
ity.

4.3 Link prediction using enhanced topological
heuristics

In the last step of our approach, we combine the node-level topologi-
cal and feature weights with the graph-level similarity measure γ. In
order to predict the existence of an edge between u and v, denoted
eu,v , each enhanced topological heuristic uses the following:

eu,v = (1− γ)ω̃A
u,v + γω̃X

u,v (6)

where ω̃A
u,v and ω̃X

u,v are topological and feature similarity weights
normalised over all nodes. In contrast to GNN models, the proposed
prediction step does not involve semi-supervised learning. Conse-
quently, class label information for the nodes is not required.
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Figure 1. Enhanced topological heuristic for link prediction. For each target link, we compute a node-level topological weight, and a node-level feature
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feature weights and using γ as a controlling parameter.
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Figure 2. Distributions of pairwise node feature similarity among positive
and negative edges. For each network, we report the distance γ between the

two distributions.

We expect to observe high values for γ in networks where con-
nected nodes share similar features, and where disconnected nodes
exhibit dissimilar features. In such cases, increasing the contribution
of node-level feature information should improve the prediction of
the existence of an edge. Conversely, we expect low values for γ in
networks in which the relation between the graph structure and the
node feature similarity is not easily observable. For these networks,
our model will adaptively assign greater importance to the topologi-
cal information over the feature information.

In summary, our topological weight aims to maintain the ex-
pressive power of topological heuristics by incorporating node-level
structural information near the predicted edges. Integrating the node
feature similarity weight expands the range of information beyond
the graph topology alone and can be highly discriminatory regard-
ing the existence of an edge, as seen in Figure 2. Finally, to antici-
pate the variations in relations between node feature similarity and

graph structure across networks, and thus improve generalisability,
we adaptively combine both the node-level weights using graph-level
information.

5 Limits of Existing Evaluation Frameworks

We discuss two main practices in evaluation procedures that could
mislead readers regarding the assessment of GNN performance.

5.1 Diversity of settings

Evaluating link prediction tasks involves several choices in experi-
mental settings, including determining training-validation-test splits,
sampling negative edges, choosing evaluation metric, and select-
ing datasets. Regarding data splits, commonly used datasets like
Cora, Pubmed and Citeseer are typically evaluated using ran-
dom initializations on splits with sizes 85%-5%-10% [14, 49] or
70%-10%-20% [38, 5]. Alternatively, new splitting strategies are
proposed [25]. In contrast, OGB [12] datasets are typically used with
fixed splits for each network [44, 5, 38]. We argue that the incon-
sistency in split sizes makes it difficult to assess the progress among
different approaches. Furthermore, systematically using fixed splits
can hinder generalisation limitations and result in dataset overfit-
ting over time [2]. As for data splits, the size of the set of neg-
ative edges used to evaluate models, and the sampling strategy of
its elements – whether random [45, 4] or following a specific pro-
cedure [35, 12, 49] – can vary from one experiment to the other.
Again, such differences in practice can render a fair comparison be-
tween approaches difficult. Similar observation applies to the set of
existing evaluation metrics; existing works alternates between Area
Under the ROC-Curve (AUC) [14, 45, 49, 18], Average Precision
(AP) [14, 45, 49], or Mean Reciprocal Rank (MRR) and Hit Rate@k
(Hit@k) [49, 44, 18, 38, 5]. Considering the choice of network for
benchmarks, several works have emphasised how GNNs were evalu-
ated on a subset of datasets with limited diversity [12, 27, 29, 33, 25].
Three of them, namely Cora, Pubmed and Citeseer have been



extensively used in the recent benchmarks. Researchers showed that
they all exhibit high homophily. However, there is a strong assump-
tion that this characteristic greatly favours GNNs, since their design
is built upon a message passing scheme [48, 24, 29]. Overall, both
the lack of unified settings and the systematic use of highly specific
elements in the evaluation frameworks makes it challenging to fully
assess the progress achieved by the proposed approaches.

5.2 Limited use of simple non-neural baselines

To assess the extent to which simple approaches are considered in
current benchmarks, we conduct a literature review on the usage of
both simple and enhanced topological heuristics in link prediction
with GNNs (we summarise the detailed procedure in the supplemen-
tary material [6]). We illustrate the proportion of the literature arti-
cles in which different categories of baseline are used in Figure 3
(n = 88). We observe that GNNs have become the standard bench-
mark against other proposed GNNs, appearing in over 95% of the
reviewed articles. This trend is unsurprising given the neural nature
of the proposed approaches.

However, despite their performance in several recent benchmarks,
topological heuristics are considered as baselines against GNNs in
less than 15% of the reviewed articles. Additionally, none of the re-
viewed articles incorporate any form of enhanced topological heuris-
tics. We argue that overlooking simple topological heuristics in GNN
benchmarks may result in the assessment of overvalued performance.
Moreover, we consider that to ensure fair comparisons, GNNs should
be benchmarked against competitive baselines that harness sufficient
information.

GNN Embedding Topological heuristic Enhanced topological
heuristic
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Figure 3. Proportion of reviewed literature articles in which each category
of baseline appears. Over 95% of the reviewed articles compare their

approach against GNN-based models. This proportion drops down below
15% when considering topological heuristic baselines.

6 Robust Evaluation Framework
We address the limitations of existing evaluation procedures and pro-
pose a robust evaluation framework which unifies settings across ex-
periments and relies on a large variety of real-world networks. We
provide details about baselines and GNN models in Appendix C in
the supplementary material [6].

6.1 Model evaluation

To avoid the aforementioned pitfalls regarding split choice, we ran-
domly divide the edge set of each graph into s training, validation
and test splits with size 85%-5%-10%. For each split, we randomly
sample a set of negative edges and fix the size of this set to be equal
to the number of positive elements in the considered split. For fair
comparison, we rely on the same splits and the same set of negative
edges across all models (except for GAE and VGAE which involve

sampling new negative edges at each training step). Overall perfor-
mance is obtained by averaging results over the s different runs (in
practice s = 3).

Considering the lack of consensus regarding evaluation metrics,
we verify the consistency of performance in our benchmarks by rely-
ing on the broadest set of metrics. For this purpose, for all networks,
we use both AUC and AP, as well as ranking-based metrics MRR
and Hit@k. For all experiments, we use k ∈ {20, 50, 100, 200},
which covers the range of values being frequently used in the litera-
ture [12, 38, 5, 18].

6.2 Datasets

We ensure to include datasets with a large variety of characteris-
tics considering their size, density and homophily. First, we con-
sider the well-known homophilous networks Cora, Pubmed*

1

and Citeseer [42]. We also include three other frequently used
homophilous graphs: CS [2], a co-authorship graph, Photo [26],
an Amazon co-purchase network, and Ogbn-arxiv, a significantly
larger citation network [12]. Considering heterophilous datasets, we
include Actor, an actor-induced subgraph [30], as well as univer-
sities web pages graphs Cornell and Wisconsin. Furthermore,
we consider four real-world networks from Wikipedia, each char-
acterised by a substantial number of features. In contrast to tradi-
tional datasets that typically exhibit either high node homophily or
heterophily, the node homophily distributions of these networks are
more uniform.

In summary, in the proposed evaluation framework, we unify
training-validation-test splits, negative samples, and evaluation met-
rics across all evaluated models. To ensure generalisability assess-
ment, we conduct each experiment k times on a several datasets with
diverse characteristics regarding size, density, and homophily distri-
bution.

7 Experiments and Results
We evaluate the performance of our enhanced topological heuristics
on link prediction tasks. To ensure fair comparison, we include our
analysis within the evaluation framework introduced in Section 6. We
show that the proposed approach outperforms both simple topolog-
ical heuristics and GNNs on most datasets, with improved generali-
sation. Furthermore, we emphasise the performance gains compared
to simple topological heuristics and highlight the computational ef-
ficiency relative to both foundational and sophisticated GNNs. We
detail information about experimental settings and hyperparameters,
and present extended performance results for all datasets and eval-
uation metrics in Appendices D and E in the supplementary mate-
rial [6]. Source code is made available [6].

7.1 Performance and generalisation ability

We report the average ranking obtained across all datasets and for
each of the evaluated performance metric in Table 1. Our experiments
indicate that the proposed enhanced non-neural topological heuris-
tics outperform state-of-the-art GNNs as well as traditional topolog-
ical heuristics, regardless of the evaluation metric. In particular, the
enhanced variations of RA and AA indexes systematically rank first
or second, ahead of neural approaches. These results highlight the

1 Pubmed* denotes the dataset built from sources (more details in Appendix A in the
supplementary material [6]).



Table 1. Comparison of the average ranking across all datasets between neural and non-neural models for the link prediction task. We report results for each
of the evaluated metric. Best and second best ranks are highlighted.

Model AUC AP MRR Hit@20 Hit@50 Hit@100 Hit@200

CN 8.27 8.92 6.04 6.55 7.27 6.82 7.27
AA 6.96 7.46 4.42 4.77 5.91 6.18 6.00
RA 6.81 7.15 4.69 4.14 4.91 5.09 5.45

GCN 6.08 6.77 9.46 9.27 8.05 7.45 7.36
GRAPHSAGE 10.46 10.69 11.81 11.50 10.68 10.82 10.64
GAT 8.62 9.15 11.46 11.09 10.91 10.36 9.73
GAE 6.19 6.15 8.19 7.64 6.91 7.00 6.91
VGAE 5.23 4.77 7.15 6.64 6.09 5.82 5.73
SEAL 6.00 6.08 6.85 6.09 5.91 5.82 6.18
NEO-GNN 11.15 10.85 10.46 11.50 11.50 11.36 11.36

ECN 5.85 5.31 4.31 5.27 5.45 5.95 5.68
EAA 4.59 3.73 3.35 3.73 4.05 4.77 4.59
ERA 5.12 4.19 3.04 3.09 3.64 3.82 4.36

Table 2. Average Precision (with standard deviation) for the link prediction task. The last column indicates the average ranking over all datasets. For each
metric, best and second best scores are highlighted. – is used when a model returns an out-of-memory error or runs for longer than 24 hours.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 71.86 ±0.70 64.25 ±0.24 66.46 ±0.93 59.91 ±0.21 89.72 ±0.18 96.40 ±0.01 57.77 ±2.27 58.50 ±2.04

AA 72.24 ±0.77 64.31 ±0.23 66.55 ±0.85 60.01 ±0.17 89.81 ±0.17 96.96 ±0.01 57.94 ±2.09 58.50 ±2.04

RA 72.23 ±0.73 64.31 ±0.20 66.55 ±0.85 59.96 ±0.18 89.80 ±0.16 97.24 ±0.02 58.32 ±1.80 58.50 ±2.04

GCN 93.01 ±0.99 92.77 ±0.76 92.30 ±1.07 79.29 ±0.57 93.55 ±0.20 61.62 ±20.13 65.50 ±8.54 62.39 ±2.85

GRAPHSAGE 53.35 ±5.85 91.91 ±0.29 69.97 ±2.41 81.46 ±1.19 60.34 ±4.48 50.00 ±0.00 60.00 ±7.32 49.77 ±2.66

GAT 94.22 ±0.45 80.24 ±3.52 93.18 ±0.55 70.42 ±2.24 84.18 ±4.29 50.06 ±0.04 65.97 ±8.49 56.21 ±4.76

GAE 98.38 ±0.22 97.71 ±0.13 98.20 ±0.40 83.87 ±1.03 96.79 ±0.06 50.00 ±0.00 67.42 ±6.00 62.57 ±8.58

VGAE 98.89 ±0.25 95.99 ±0.27 98.93 ±0.30 84.08 ±0.21 98.05 ±0.05 91.04 ±4.16 67.59 ±4.65 67.48 ±2.44

SEAL 97.66 ±0.36 98.06 ±0.20 94.44 ±1.04 83.95 ±0.34 94.91 ±0.03 97.84 ±0.01 63.87 ±2.21 66.08 ±0.87

NEO-GNN 86.03 ±4.81 70.22 ±26.83 58.66 ±21.96 58.25 ±14.80 49.90 ±21.55 54.51 ±5.84 76.28 ±3.91 57.73 ±17.55

ECN 89.96 ±0.33 92.31 ±0.20 93.35 ±0.41 65.61 ±0.53 99.04 ±0.00 95.66 ±0.09 75.91 ±6.40 75.75 ±4.39

EAA 90.05 ±0.36 92.37 ±0.21 93.39 ±0.37 65.69 ±0.52 99.26 ±0.03 96.36 ±0.07 76.30 ±6.78 75.75 ±4.39

ERA 89.72 ±0.33 92.23 ±0.20 93.37 ±0.33 65.64 ±0.52 99.24 ±0.02 95.98 ±0.05 76.30 ±6.78 75.75 ±4.39

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 95.24 ±0.06 94.22 ±0.07 89.56 ±0.12 96.70 ±0.02 75.26 ±0.02 8.92
AA 95.93 ±0.06 95.05 ±0.08 90.70 ±0.10 96.99 ±0.02 75.27 ±0.02 7.46
RA 96.22 ±0.05 95.30 ±0.10 90.75 ±0.12 97.07 ±0.02 75.26 ±0.02 7.15

GCN 80.93 ±3.49 82.00 ±2.70 87.22 ±2.48 76.81 ±23.26 94.11 ±0.50 6.77
GRAPHSAGE 50.00 ±0.00 50.00 ±0.00 51.56 ±1.34 – 89.48 ±0.61 10.69
GAT 51.57 ±2.66 53.95 ±6.30 54.95 ±5.25 56.49 ±9.18 82.04 ±1.41 9.15
GAE 50.00 ±0.00 66.01 ±18.52 88.61 ±0.50 64.37 ±24.88 93.73 ±0.83 6.15
VGAE 75.19 ±21.82 88.23 ±1.87 76.17 ±12.05 94.70 ±0.51 95.07 ±0.07 4.77
SEAL 91.26 ±6.59 91.08 ±5.53 84.82 ±4.65 – – 6.08
NEO-GNN 57.65 ±4.39 63.27 ±1.82 51.06 ±12.49 – 63.08 ±14.41 10.85

ECN 95.23 ±0.04 94.69 ±0.04 93.59 ±0.16 95.65 ±0.01 90.31 ±0.02 5.31
EAA 95.63 ±0.04 95.23 ±0.04 94.10 ±0.14 96.26 ±0.01 90.31 ±0.02 3.73
ERA 96.13 ±0.04 95.66 ±0.06 93.92 ±0.11 96.53 ±0.01 90.30 ±0.02 4.19

ability for our approach to generalise to several different networks
exhibiting various characteristics. Additionally, our results highlight
the impact of the evaluation procedure on performance; Findings in-
dicate that traditional topological heuristics are outperformed by neu-
ral approaches when using AUC and AP metrics, but systematically
outperform several recent GNNs in terms of ranking-based metrics.

To better understand these results, we present the detailed perfor-
mance for all models across all datasets for the AP metric in Ta-
ble 2. These results indicate strong performance of recent GNNs on

a limited number of well-known homophilous datasets, among them
Cora, Pubmed and Citeseer. This aligns with previous works’
observations [48, 24, 29]; the GNNs’ message passing scheme is
particularly efficient on homophilous networks. However, consid-
ering heterophilous networks, such as Cornell or Wisconsin,
or Wikipedia-based networks which are neither homophilous or het-
erophilous, the proposed approach consistently outperform GNNs.

VGAE and SEAL are our strongest competitors and achieve the
highest performance among the neural approaches. Surprisingly, we
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Figure 4. Benefits of weighting topological heuristics with feature
information for Cora (a), CS (b) and Wikivitals-fr (c).

find that Neo-GNN is highly unstable and fails to generalise well.
Nevertheless, SEAL suffers from high computational cost, rendering
it impractical within a reasonable timeframe and resource allocation
for networks such as Wikivitals+ and ogbn-arxiv. VGAE is
more scalable, but is less generalisable and suffers from poor results
on the Wikipedia-based networks.

We show that the proposed methods address both these limitations
and achieve robust performance with high scalability and generalis-
ability. Moreover, we emphasise the increase in performance of our
methods compared to simple topological heuristics, highlighting the
significance of both structural and feature expressivity. Similar con-
clusions can be drawn regarding the other evaluation metrics (see
Appendix E in the supplementary material [6]).

7.2 Performance improvement vs. simple topological
heuristics

We evaluate the benefits of incorporating node feature information
into topological heuristics. We observed in Figure 2 how different
networks exhibit different relations between their topology and their
pairwise node feature similarity. Considering the proposed weight-
ing mechanism introduced in Equation 6, we expect our approach to
outperform simple topological heuristics for networks in which the
distance between node feature similarity distributions among con-
nected and disconnected nodes is relatively large.

To illustrate this, we select three real-world networks and ex-
hibit performance gain of our approach in Figure 4. We show that
incorporating explicit feature information into topological heuris-
tics significantly increases performance for two datasets which dis-
play large disparity in pairwise feature similarity distributions among
positive and negative edges, Cora and CS. This suggests that the
proposed mechanism efficiently leverage information from both
the structure of the graph and the node attributes. Conversely, in
Wikivitals-fr, where pairwise node feature similarity weakly
correlates with pairwise connectivity, our approach adaptively bal-
ances topological and feature information to maintain competitive
performance. We provide additional results for other datasets in Ap-
pendix E in the supplementary material [6].

7.3 Scalability

We quantify the computational benefit of the proposed approach by
comparing both its average running time and its performance against
GNNs. We display in Figure 5 the results obtained for the AP metric
on the Wikivitals-fr dataset. This dataset represents the largest
network on which all models could be trained within a 24-hour time
constraint.
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Figure 5. Average Precision and computation time on Wikivitals-fr.
Notice the log scale for the y-axis. The proposed approaches do not trade-off

performance for computation time, and achieve highest results within a
difference of 3 orders of magnitude compared to the best GNN.

We show that SEAL method incurs the highest computational cost.
In particular, extracting a number of enclosing subgraphs equals to
the number of edges in the graph requires a significant amount of
time for datasets of considerable size. Conversely, the proposed en-
hanced topological heuristics achieve superior performance with a
computing time reduction of three orders of magnitude. Addition-
ally, we observe a difference in computation time of one to two or-
ders of magnitude with models such as GAE, VGAE and Neo-GNN,
which often position as lower bound reference in attempts to reduce
GNN computational cost [44]. These results highlight the capabil-
ity of simple yet strong non-neural models to consistently outper-
form GNNs on large datasets, while requiring significantly fewer re-
sources.

In summary, our approach maintains the topological expressivity
of simple heuristics while adaptively incorporating node attribute
when relevant. Our weighting mechanism helps improving perfor-
mance as well as generalisation ability. Unlike GNNs, the absence of
a learning process makes our approach computationally efficient and
highly scalable.

8 Conclusions and Future Work

In this work, we introduced enhanced non-neural heuristics com-
bining topological information with node-level and graph-level fea-
tures. Our proposed approach adaptively leverages either the struc-
tural knowledge from the direct neighbourhood of the predicted edge
or their node attribute information. Within a robust evaluation frame-
work, we have showed that our enhanced heuristics achieve state-
of-the-art performance against recent GNNs, harnessing their capa-
bilities without relying on any learning mechanism. Experiments on
several real-world networks with various characteristics have indi-
cated that adaptively combining topological information with node
feature information is a valuable mechanism that allows better gen-
eralisation ability than sophisticated GNNs. Additionally, we have
highlighted the scalability of our approach, achieving the highest re-
sults with up to three-order-of-magnitude difference in computation
time compared to the best GNNs.

In future work, we plan to further develop the proposed ap-
proach to generalise to various downstream machine learning tasks
on graphs, such as node classification and graph classification.
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A Dataset Characteristics

A.1 Dataset statistics

We report dataset statistics in Table 3. The density each network
is denoted with δA. The label homophily of a node u, denoted
hu = 1

du

∑
v∈N (u) 1(yu = yv), corresponds to the proportion of

its neighbourhood sharing its label. We denote with H the average
label homophily across all nodes.

We show in Figure 6 the node label homophily distributions
for all the considered networks. Cora, Pubmed, Citeseer,
CS, Photo and Ogbn-arxiv are highly homophilous networks.
On the contrary, Actor, Cornell and Wisconsin are consid-
ered heterophilous.

Despite their differences, the aforementioned networks are highly
specific. In this work, we also consider real-world networks with
smoother label homophily distributions, namely Wikivitals,
Wikivitals-fr, Wikischools and Wikivitals+.

A.2 Dataset details

Cora, Pubmed and Citeseer [42] are citation networks, where
nodes represent articles and edges represent citation links. We notice
differences in the feature matrix between pre-computed online ver-
sions of the Pubmed graph and the graph we have built from sources,
denoted with Pubmed*. It appears that these differences come from
the ordering of the rows of the feature matrix. In this paper, we rely
on the Pubmed* version of the graph, provided in the repository of
this project2.
Actor dataset is the actor-induced subgraph [30]. In this graph,

each node corresponds to an actor and edges are connecting actors
whose names co-occur on the same Wikipedia page. The node fea-
tures are generated from the bag-of-words representation of key-
words in these Web pages.

The Photo [26] dataset is an Amazon co-purchase network,
where a node represents a good and an edge denotes a frequent
co-purchase between these items on the platform. Features are con-
structed from the bag-of-words extracted from product reviews.

The CS [2] dataset is a co-authorship graph originating from the
KDD Cup 2016 Challenge. Nodes represent authors, and edges de-
note co-authorship relations between these authors. The features are
bag-of-words of the scientific paper keywords.
Cornell and Wisconsin3 are universities web pages graphs,

where each page is manually classified into a category (for example,
student, faculty, etc). Features correspond to bag-of-words from page
texts, after removing words with highest Mutual Information with the
category variable.

We consider four Wikipedia-based real-world networks4. The
Wikivitals and Wikivitals+ datasets focus on Wikipedia’s
so-called “vital articles”, a community-made selection of Wikipedia
pages. They are extracted from respectively levels 4 and 5 from Wiki-
Data. Wikivitals-fr contains the vital articles written in French,
and Wikischools contains articles related to material taught in
schools. For all these datasets, an edge exist between two articles if
they are referencing each other in Wikipedia, and node features cor-
respond to the bag-of-words representations of the articles.

2 Remote repository: https://github.com/simondelarue/
link-prediction-without-learning.

3 Data related to the World Wide Knowledge Base Project: https://www.cs.
cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwkb/

4 Wikipedia-based networks: https://netset.telecom-paris.fr/.

Finally, Ogbn-arxiv [12] is a citation network between Com-
puter Science papers. Each paper comes with a 128-dimensional vec-
tor of features built according to the embedding of the words con-
tained in its abstract and title.

B Literature review on GNN for link prediction
We evaluate the extent to which simple heuristics are overviewed in
the GNN benchmarks for the link prediction task. Detailed informa-
tion about all the reviewed literature articles and baseline counting is
available in the supplementary material section of the remote reposi-
tory of the project.

We consider the following four categories of baselines. For each
reviewed article, we record the existence of these categories of base-
lines in the benchmark.
GNN: Includes all GNN-based model (GCN, GAE, SEAL, etc.).
Embedding: Includes all latent feature-based models that do not rely
on a message passing framework, such as matrix factorization or ran-
dom walk methods (DeepWalk, node2vec, TransE, etc.).
Topological heuristic: Includes all indexes relying solely on graph
structure (CN, RA, AA, etc.).
Enhanced topological heuristics: Includes all topological heuristics
baselines that may have been modified to become valid competitors
to GNNs.

We extract GNN-based articles from the Scopus database using
the following procedure:

1. We extract all articles mentioning Graph Neural Network and
link prediction, but not corresponding to a survey. We restrict
our search for articles with a publication year greater than 2016.
This year corresponds to the publication of the GCN model [15],
which is often considered as a stepping stone in the GNN
field evolution. For this purpose, we use the following query
‘TITLE-ABS-KEY ( "graph neural network" AND
"link prediction" AND NOT "survey" ) AND
PUBYEAR > 2016‘, which returns 880 documents.

2. From this corpus, we only consider the top-10% most cited ar-
ticles that do not contradict our selection criteria; some articles
may be discarded if the proposed approach is solely evaluated on
a graph classification task or if it does not contain a novel GNN
proposal (for instance when the article is actually a book chapter
or a tutorial). We end up with 88 articles.

3. For each of the remaining 88 articles, we record which categories
of baselines are used in the proposed benchmark.

C Models
To demonstrate the effectiveness of the proposed approach, we com-
pare its performance to three topological heuristics and six GNN
models.
Topological heuristics. For topological heuristics, we use Common
Neighbours (CN) [28], Adamic-Adar index (AA) [1] and Resource
Allocation index (RA) [47]. These approaches do not involve any
learning process as they only rely on the topological information of
the graph.
Graph Neural Networks. For GNNs, we use GCN [15], Graph-
Sage [11], GAT [37], GAE and VGAE [14]. All these models learn
node representations and combine pairwise embeddings through a
similarity function to predict the existence of a link. Additionally,
we include GNNs specifically boosted to increase structural expres-
siveness. Drawing inspiration from topological heuristics, SEAL [45]



Table 3. Dataset statistics

Dataset #nodes #edges #features #labels δA H

Cora 2708 10556 1433 7 2.88× 10−3 0.825
Pubmed* 19717 88651 500 3 4.56× 10−4 0.792
Citeseer 3327 9104 3703 6 1.65× 10−3 0.717
Actor 7600 30019 932 5 1.04× 10−3 0.224
CS 18333 163788 6805 15 9.75× 10−4 0.832
Photo 7650 238162 745 8 8.14× 10−3 0.849
Cornell 183 298 1703 5 1.79× 10−2 0.203
Wisconsin 251 515 1703 5 1.64× 10−2 0.198
Wikivitals 10011 824999 37845 11 8.23× 10−3 0.472
Wikivitals-fr 9945 558427 28198 11 5.65× 10−3 0.447
Wikischools 4403 112834 20527 16 5.82× 10−3 0.411
Wikivitals+ 45149 3946850 85512 11 1.93× 10−3 0.487
Ogbn-arxiv 169343 1166246 128 40 8.14× 10−5 0.632
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Figure 6. Node label homophily distributions.

and Neo-GNN [44] are designed to incorporate local topological in-
formation near the predicted edge. We provide implementation de-
tails of each model in the following section.

D Hyperparameters and settings

We detail GNN-based hyperparameters in Table 4. For all models
we used the Binary Cross Entropy Loss and Adam optimizer. The
following model’s hyperparameters were tuned using grid search,
GCN, GRAPHSAGE, GAT, GAE, VGAE and NEO-GNN. The
search space was over hidden and output dimension [16, 32, 64, 128]
for all neural models. Additionally, the search space for the num-
ber of heads in GAT was over [4, 8]. The search space for the neu-
ral link predictor in NEO-GNN was over [16, 32, 64, 128]. All mod-
els were tuned on Cora, and the hyperparameters that achieved the
best results on validation AUC were used for all other datasets. For
SEAL, the best hyperparameters found for Cora induced an in-
tractable learning process for larger datasets. Consequently, we used

the hyperparameters found in the original paper. For all datasets, the
number of edges included in training-validation-test sets are 85%-
5%-10%. The number of epochs, learning rate and optimizer corre-
sponds to the ones used in the original model implementations.

The original implementation of SEAL uses a 2−hops subgraph
extraction in the vicinity of the predicted edge. This setting led
to an out-of-memory error for CS, Photo, Wikivitals,
Wikvitals-fr, Wikischools, Wikivitals+ and
Ogbn-arxiv. Therefore, for these datasets, we reduced the
dimension of the extracted subgraph to the 1−hop neighbourhood.
Moreover, as proposed in its original implementation [45], we
restrict the SEAL approach not to include any explicit feature and
rely only on the graph structure features learned during the training.

It is useful to note that both GAE and VGAE models perform neg-
ative sampling at each epoch during the training procedure, which
deviates from our choice for a systematic comparison on the same
train-validation and test splits across models. In our experiments, we



Table 4. Final hyperparameters for GNNs in link prediction.

Model Encoder Decoder #epochs learning rate Optimizer

GCN 2-layers GCN(64, 64) Inner product 200 1× 10−2 Adam
GRAPHSAGE 2-layers GraphSage(128, 128) Inner product 100 1× 10−2 Adam
GAT 2-layers GAT(16, 64) (heads=4) Inner product 100 5× 10−2 Adam
GAE 2-layers GCN(128, 64) Inner product 200 1× 10−2 Adam
VGAE 2-layers GCN(128, 128) Inner product 200 1× 10−2 Adam
SEAL 2-layers DGCNN(128, 128) + MLP(32) - 50 1× 10−4 Adam
NEO-GNN 3-layers GCN(128, 64) + 3-layers Linear(64, 32) - 200 1× 10−3 Adam

maintained this setting to keep the implementation as close as possi-
ble to the original one. However, we noticed that relying on a fixed
set of negative edges shared for all epochs drastically lower the over-
all performance.

Rankings. For all experiments, in cases where settings ran out
of memory during training process, we assigned the corresponding
models the same rank, which corresponds to the lowest possible rank.
We make this decision to avoid introducing bias in favor of computa-
tionally expensive methods, aligning with our belief that scalability
considerations should be weighted equally with performance in our
evaluation.

Considering the small number of edges available in Cornell and
Wisconsin, we did not include results from Hit@k with k > 20
in the rankings.

E Detailed results
We provide average results and standard deviations for each of the
evaluated performance metric on the link prediction task: AUC (Ta-
ble 5), Mean Reciprocal Rank (Table 6), Hit@20 (Table 7), Hit@50
(Table 8), Hit@100 (Table 9) and Hit@200 (Table 10). For each met-
ric, best and second best scores are highlighted. – is used when
a model returns an out-of-memory error or runs for longer than 24
hours. For each evaluation metric, the average rank across all datasets
is reported in the last column.

We ran all models on Intel(R) Xeon(R) CPU E5-2660 v3 @
2.60GHz with 362GB memory. For the training of GNN-based mod-
els, we chose not to use any GPU. This decision was motivated by
our aim to maintain simplicity in the models, ensuring compatibility
with various computing environments.

On Wikivitals+ and Ogbn-arxiv, SEAL method required
longer than 24 hours only for the extraction of the enclosing sub-
graphs.

E.1 Performance improvement vs. simple topological
heuristics

We illustrate the benefits of incorporating node-level and graph-level
feature information into topological heuristics in Figure 7.
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Figure 7. Benefits of weighting topological heuristics with feature
information for Pubmed* (a), Citeseer (b), Actor (c), Photo (d),
Cornell (e), Wisconsin (f), Wikivitals (g), Wikischools (h),

Wikivitals+ (i), and Ogbn-arxiv (j).



Table 5. AUC for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 72.06 ±0.71 64.29 ±0.24 66.49 ±0.89 60.00 ±0.18 89.77 ±0.16 96.75 ±0.00 58.54 ±1.73 58.50 ±2.04

AA 72.13 ±0.73 64.29 ±0.23 66.50 ±0.88 60.00 ±0.18 89.80 ±0.16 97.02 ±0.00 58.56 ±1.73 58.50 ±2.04

RA 72.13 ±0.72 64.29 ±0.23 66.50 ±0.88 60.00 ±0.19 89.79 ±0.16 97.24 ±0.01 58.60 ±1.72 58.50 ±2.04

GCN 93.71 ±0.78 92.75 ±0.95 93.46 ±0.63 76.97 ±0.20 94.15 ±0.25 61.98 ±20.75 64.37 ±11.08 63.24 ±3.46

GRAPHSAGE 54.75 ±8.31 90.95 ±0.17 74.25 ±2.59 78.53 ±1.65 63.33 ±4.52 50.00 ±0.00 56.30 ±10.25 48.90 ±5.13

GAT 94.56 ±0.53 81.56 ±3.78 93.35 ±0.43 70.77 ±1.14 87.95 ±3.46 50.11 ±0.07 64.35 ±5.49 57.14 ±2.70

GAE 98.42 ±0.33 97.90 ±0.12 97.96 ±0.26 80.70 ±0.81 97.18 ±0.04 50.00 ±0.00 64.05 ±1.63 58.50 ±9.07

VGAE 98.80 ±0.34 96.25 ±0.23 98.71 ±0.21 80.86 ±0.32 98.32 ±0.04 91.83 ±3.76 63.85 ±6.38 61.86 ±4.08

SEAL 96.75 ±0.39 97.61 ±0.28 93.66 ±1.32 81.09 ±0.33 93.54 ±0.03 97.57 ±0.02 58.68 ±1.71 68.47 ±0.98

NEO-GNN 80.60 ±4.92 66.75 ±31.75 51.28 ±24.87 60.38 ±24.60 34.65 ±36.76 42.30 ±4.27 70.81 ±9.69 48.79 ±20.08

ECN 87.50 ±0.28 91.24 ±0.29 91.67 ±0.37 59.27 ±0.58 99.03 ±0.00 95.19 ±0.10 74.87 ±7.45 75.28 ±5.06

EAA 87.54 ±0.29 91.26 ±0.29 91.69 ±0.35 59.29 ±0.58 99.24 ±0.02 95.93 ±0.08 74.91 ±7.50 75.28 ±5.06

ERA 87.20 ±0.22 91.16 ±0.29 91.67 ±0.32 59.28 ±0.58 99.22 ±0.02 95.37 ±0.06 74.91 ±7.50 75.28 ±5.06

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 95.47 ±0.05 94.59 ±0.08 90.28 ±0.12 96.77 ±0.02 75.26 ±0.02 8.27
AA 95.72 ±0.05 94.89 ±0.09 90.62 ±0.11 96.87 ±0.02 75.26 ±0.02 6.96
RA 95.92 ±0.05 95.04 ±0.10 90.63 ±0.11 96.92 ±0.02 75.26 ±0.02 6.81

GCN 79.83 ±4.26 80.19 ±3.59 86.36 ±2.53 76.46 ±22.95 93.64 ±0.61 6.08
GRAPHSAGE 50.00 ±0.00 50.00 ±0.00 51.76 ±1.50 – 88.47 ±0.78 10.46
GAT 53.67 ±6.25 56.56 ±8.54 58.35 ±7.95 62.23 ±9.49 86.03 ±0.76 8.62
GAE 50.00 ±0.00 68.07 ±17.74 87.44 ±0.65 64.04 ±24.32 93.17 ±1.01 6.19
VGAE 74.92 ±21.59 87.88 ±1.51 80.54 ±8.16 94.08 ±0.51 94.74 ±0.09 5.23
SEAL 91.63 ±3.91 93.21 ±0.09 90.04 ±0.03 – – 6.00
NEO-GNN 49.49 ±5.92 52.51 ±1.40 36.33 ±17.87 – 53.19 ±10.13 11.15

ECN 94.16 ±0.04 93.40 ±0.07 93.03 ±0.19 94.10 ±0.01 86.74 ±0.03 5.85
EAA 94.69 ±0.04 94.11 ±0.08 93.47 ±0.15 94.90 ±0.01 86.74 ±0.03 4.50
ERA 95.12 ±0.04 94.41 ±0.08 93.11 ±0.10 95.18 ±0.01 86.72 ±0.04 5.12

Table 6. Mean Reciprocal Rank for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 21.33 ±2.64 10.32 ±1.33 28.35 ±10.07 7.04 ±0.94 32.47 ±11.91 10.58 ±5.02 21.53 ±3.86 20.19 ±3.92

AA 29.51 ±1.81 12.13 ±0.52 32.28 ±3.31 9.53 ±0.61 35.05 ±12.30 10.38 ±3.77 21.53 ±3.86 20.19 ±3.92

RA 29.29 ±2.04 14.25 ±4.74 32.15 ±3.53 7.84 ±0.90 26.68 ±7.06 9.69 ±0.54 22.11 ±3.41 20.19 ±3.92

GCN 13.36 ±4.45 6.47 ±0.07 8.37 ±2.54 4.35 ±0.69 3.76 ±0.85 1.26 ±2.17 23.59 ±3.37 13.64 ±0.56

GRAPHSAGE 0.62 ±0.75 5.53 ±1.21 3.88 ±1.19 4.97 ±0.85 0.61 ±0.61 0.01 ±0.00 19.51 ±7.23 5.72 ±2.00

GAT 15.95 ±3.62 1.32 ±0.40 21.57 ±3.22 1.49 ±1.04 0.28 ±0.14 0.01 ±0.00 22.84 ±11.64 9.86 ±3.55

GAE 38.59 ±7.39 9.22 ±0.98 42.51 ±13.42 6.17 ±0.28 5.97 ±1.23 0.01 ±0.00 31.04 ±15.36 16.65 ±5.86

VGAE 47.42 ±11.34 7.58 ±1.69 52.26 ±14.22 5.55 ±0.94 10.07 ±4.50 3.21 ±2.01 24.22 ±3.78 19.26 ±0.31

SEAL 74.76 ±11.23 66.33 ±8.91 66.89 ±16.23 6.14 ±0.06 25.80 ±3.32 13.10 ±3.15 19.14 ±2.78 15.08 ±1.42

NEO-GNN 17.48 ±5.22 2.80 ±2.46 2.83 ±3.14 0.53 ±0.39 2.66 ±4.51 0.05 ±0.05 44.79 ±9.08 18.32 ±12.59

ECN 33.09 ±0.76 12.10 ±1.18 47.72 ±7.81 8.45 ±0.74 35.70 ±5.03 9.77 ±4.06 32.51 ±8.28 28.49 ±6.18

EAA 37.14 ±0.39 13.64 ±2.03 50.33 ±7.14 9.39 ±0.76 35.06 ±8.64 9.92 ±3.55 33.09 ±8.24 28.49 ±6.18

ERA 38.11 ±3.28 14.12 ±2.60 50.38 ±4.97 7.80 ±0.97 35.05 ±6.77 9.49 ±0.95 33.09 ±8.24 28.49 ±6.18

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 8.77 ±2.61 7.84 ±2.99 6.01 ±1.51 9.60 ±2.03 17.54 ±1.47 6.04
AA 9.32 ±2.76 8.39 ±3.32 6.13 ±1.50 10.12 ±2.47 20.64 ±3.86 4.42
RA 9.92 ±0.58 9.16 ±2.56 6.46 ±2.43 13.09 ±3.59 18.28 ±3.83 4.69

GCN 0.46 ±0.12 0.96 ±0.18 2.96 ±0.09 0.17 ±0.15 1.83 ±0.70 9.46
GRAPHSAGE 0.00 ±0.00 0.00 ±0.00 0.12 ±0.09 – 1.14 ±0.27 11.81
GAT 0.00 ±0.00 0.01 ±0.01 0.04 ±0.03 0.00 ±0.00 0.05 ±0.02 11.46
GAE 0.00 ±0.00 0.33 ±0.57 2.82 ±0.56 0.19 ±0.34 1.83 ±0.66 8.19
VGAE 0.29 ±0.28 0.89 ±0.80 0.28 ±0.40 0.26 ±0.09 1.84 ±0.62 7.15
SEAL 2.99 ±1.21 6.30 ±1.76 3.46 ±0.29 – – 6.85
NEO-GNN 0.01 ±0.00 0.03 ±0.01 0.10 ±0.07 – 0.04 ±0.04 10.46

ECN 8.49 ±2.40 7.78 ±2.95 6.84 ±3.21 9.24 ±2.02 18.88 ±1.74 4.31
EAA 8.63 ±2.02 8.18 ±3.09 7.78 ±3.52 9.11 ±2.09 20.53 ±2.93 3.35
ERA 10.47 ±1.18 9.15 ±3.09 7.61 ±2.16 11.08 ±3.55 19.13 ±4.08 3.04



Table 7. Hit@20 for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 53.81 ±0.39 26.18 ±0.21 100.00 ±0.00 16.99 ±4.08

AA 44.80 ±1.54 28.67 ±0.36 33.11 ±1.67 20.30 ±0.27 66.76 ±4.43 31.30 ±1.59 100.00 ±0.00 16.99 ±4.08

RA 44.80 ±1.54 28.67 ±0.36 33.11 ±1.67 20.30 ±0.27 65.45 ±5.33 32.38 ±1.56 100.00 ±0.00 16.99 ±4.08

GCN 42.37 ±4.41 16.93 ±1.25 44.40 ±5.61 14.10 ±1.72 12.42 ±1.61 3.36 ±5.83 79.31 ±9.12 60.78 ±7.84

GRAPHSAGE 1.99 ±3.45 22.85 ±2.02 9.89 ±1.92 16.65 ±2.30 1.31 ±1.38 0.00 ±0.00 71.26 ±12.11 3.27 ±4.08

GAT 50.90 ±1.42 6.08 ±1.42 47.22 ±3.61 4.60 ±2.49 0.83 ±0.74 0.00 ±0.00 80.46 ±13.94 43.79 ±7.42

GAE 84.04 ±2.50 29.72 ±0.74 90.04 ±2.04 18.77 ±2.69 18.49 ±1.86 0.00 ±0.00 77.01 ±7.18 42.48 ±9.27

VGAE 92.70 ±1.83 23.84 ±3.80 95.60 ±1.48 20.52 ±1.04 23.65 ±2.53 7.94 ±4.30 77.01 ±5.27 56.21 ±4.08

SEAL 86.73 ±4.00 82.27 ±0.95 80.11 ±2.60 18.84 ±2.07 65.30 ±0.64 29.51 ±0.37 70.11 ±8.68 66.01 ±3.00

NEO-GNN 45.24 ±7.64 8.23 ±7.28 19.49 ±30.76 0.50 ±0.44 4.13 ±6.75 0.00 ±0.00 78.16 ±18.99 39.87 ±20.03

ECN 55.80 ±1.10 28.27 ±1.62 66.74 ±1.65 20.73 ±0.43 61.92 ±1.96 28.30 ±0.82 86.21 ±6.90 77.78 ±7.92

EAA 56.40 ±0.90 31.20 ±1.15 66.74 ±1.65 20.73 ±0.43 71.55 ±2.35 27.53 ±1.14 86.21 ±6.90 77.78 ±7.92

ERA 55.04 ±1.54 29.59 ±1.27 66.41 ±1.71 20.72 ±0.43 71.40 ±2.38 29.04 ±0.73 86.21 ±6.90 77.78 ±7.92

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 18.95 ±0.57 14.87 ±0.40 21.40 ±1.74 22.95 ±0.68 43.50 ±12.20 6.54
AA 20.61 ±1.41 16.89 ±0.43 23.65 ±0.89 26.16 ±0.34 49.01 ±1.54 5.04
RA 26.60 ±1.08 26.13 ±3.52 24.89 ±3.13 34.96 ±3.72 48.61 ±2.09 4.50

GCN 1.20 ±0.14 2.93 ±0.16 9.79 ±2.48 0.54 ±0.47 9.55 ±0.84 8.85
GRAPHSAGE 0.01 ±0.02 0.00 ±0.00 0.06 ±0.05 – 3.49 ±0.78 11.65
GAT 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 0.07 ±0.06 10.46
GAE 0.00 ±0.00 1.18 ±2.04 11.11 ±0.18 0.49 ±0.84 9.77 ±0.42 7.88
VGAE 0.93 ±0.82 2.63 ±2.51 0.31 ±0.54 1.13 ±0.59 10.18 ±0.81 6.88
SEAL 7.84 ±1.47 18.78 ±2.00 12.71 ±2.80 – – 6.46
NEO-GNN 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 – 0.02 ±0.03 11.12

ECN 18.19 ±0.27 14.12 ±0.34 22.26 ±0.23 22.61 ±1.22 47.56 ±2.33 5.00
EAA 18.12 ±0.44 15.28 ±0.23 23.89 ±0.44 23.23 ±1.29 48.54 ±1.56 3.69
ERA 26.42 ±1.33 23.65 ±3.09 26.49 ±0.36 32.30 ±2.82 48.67 ±1.53 3.15

Table 8. Hit@50 for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 62.41 ±15.16 35.86 ±1.85 100.00 ±0.00 100.00 ±0.00

AA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 76.12 ±2.73 42.00 ±1.93 100.00 ±0.00 100.00 ±0.00

RA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 76.39 ±2.43 49.45 ±1.12 100.00 ±0.00 100.00 ±0.00

GCN 64.61 ±3.69 28.50 ±1.69 63.70 ±5.78 21.53 ±1.91 19.05 ±0.58 4.54 ±7.87 100.00 ±0.00 99.35 ±1.13

GRAPHSAGE 3.16 ±5.47 34.71 ±1.38 17.07 ±1.43 26.91 ±2.18 2.49 ±2.38 0.00 ±0.00 100.00 ±0.00 94.77 ±5.99

GAT 71.56 ±1.28 10.04 ±1.95 68.28 ±3.37 9.69 ±3.11 2.06 ±1.78 0.00 ±0.00 100.00 ±0.00 98.69 ±1.13

GAE 94.15 ±0.90 48.37 ±1.29 94.76 ±0.73 31.79 ±3.56 29.80 ±1.48 0.00 ±0.00 100.00 ±0.00 97.39 ±4.53

VGAE 97.22 ±1.06 37.02 ±2.78 96.74 ±0.62 31.82 ±1.49 37.44 ±1.08 13.69 ±6.86 100.00 ±0.00 98.04 ±3.40

SEAL 90.52 ±1.52 83.72 ±0.81 83.81 ±1.93 30.31 ±0.57 72.21 ±2.68 42.48 ±0.60 100.00 ±0.00 100.00 ±0.00

NEO-GNN 62.09 ±8.47 13.10 ±11.35 26.70 ±38.75 1.02 ±0.19 6.01 ±9.38 0.00 ±0.00 100.00 ±0.00 84.31 ±22.10

ECN 64.61 ±1.95 38.75 ±0.53 73.88 ±1.82 21.36 ±0.61 70.17 ±1.56 38.73 ±1.32 100.00 ±0.00 100.00 ±0.00

EAA 64.58 ±1.83 40.34 ±0.48 73.88 ±1.82 21.36 ±0.61 79.09 ±1.35 40.99 ±1.41 100.00 ±0.00 100.00 ±0.00

ERA 63.19 ±1.74 38.80 ±0.34 73.81 ±1.76 21.35 ±0.62 78.64 ±1.10 45.08 ±1.77 100.00 ±0.00 100.00 ±0.00

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 25.70 ±2.57 23.27 ±0.63 33.66 ±4.02 30.55 ±0.07 50.54 ±0.05 7.27
AA 28.43 ±2.68 25.74 ±0.19 35.68 ±2.06 33.40 ±0.42 50.54 ±0.05 5.91
RA 36.83 ±1.30 34.23 ±2.10 37.22 ±1.05 42.01 ±2.50 50.54 ±0.05 4.91

GCN 2.85 ±0.78 5.26 ±0.34 16.64 ±4.08 1.15 ±1.07 16.14 ±0.52 8.05
GRAPHSAGE 0.01 ±0.02 0.00 ±0.00 0.06 ±0.05 – 6.30 ±0.68 10.68
GAT 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 0.19 ±0.14 10.91
GAE 0.00 ±0.00 2.61 ±4.52 18.84 ±1.59 1.03 ±1.78 15.74 ±0.50 6.91
VGAE 2.13 ±1.86 5.02 ±4.68 3.97 ±6.88 2.57 ±1.11 16.67 ±0.75 6.09
SEAL 15.18 ±1.86 26.35 ±1.70 25.35 ±1.35 – – 5.91
NEO-GNN 0.00 ±0.00 0.00 ±0.00 0.00 ±0.00 – 0.26 ±0.22 11.50

ECN 24.84 ±2.33 22.80 ±0.79 32.00 ±0.60 29.96 ±0.56 52.56 ±0.17 5.45
EAA 25.76 ±2.42 24.78 ±0.60 35.42 ±1.01 31.19 ±0.33 52.56 ±0.17 4.05
ERA 34.10 ±1.48 32.61 ±0.80 37.34 ±0.28 40.08 ±1.17 52.48 ±0.16 3.64



Table 9. Hit@100 for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 47.24 ±3.92 100.00 ±0.00 100.00 ±0.00

AA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 53.40 ±3.65 100.00 ±0.00 100.00 ±0.00

RA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 62.61 ±2.54 100.00 ±0.00 100.00 ±0.00

GCN 81.20 ±2.84 38.77 ±0.62 82.05 ±3.64 29.82 ±2.62 27.72 ±0.96 6.34 ±10.98 100.00 ±0.00 100.00 ±0.00

GRAPHSAGE 3.16 ±5.47 45.92 ±1.24 19.71 ±2.89 36.45 ±0.75 3.11 ±3.13 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

GAT 84.04 ±2.37 15.62 ±2.07 82.82 ±2.22 15.36 ±2.57 4.03 ±3.50 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

GAE 97.38 ±0.79 65.08 ±2.77 95.82 ±0.76 42.01 ±3.05 40.07 ±0.52 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

VGAE 98.29 ±0.78 50.06 ±2.40 97.36 ±0.90 42.24 ±1.06 50.85 ±0.79 19.24 ±9.24 100.00 ±0.00 100.00 ±0.00

SEAL 92.51 ±0.83 84.85 ±0.69 87.00 ±2.26 42.06 ±1.32 82.68 ±0.03 54.45 ±0.35 100.00 ±0.00 100.00 ±0.00

NEO-GNN 71.85 ±14.86 17.64 ±15.31 31.87 ±37.89 2.47 ±1.39 7.87 ±12.16 2.54 ±4.38 100.00 ±0.00 100.00 ±0.00

ECN 71.34 ±1.54 47.29 ±1.47 79.96 ±0.71 22.53 ±0.58 77.72 ±0.46 48.71 ±2.88 100.00 ±0.00 100.00 ±0.00

EAA 71.28 ±1.56 48.24 ±1.14 79.96 ±0.71 22.53 ±0.58 83.98 ±0.26 51.63 ±1.96 100.00 ±0.00 100.00 ±0.00

ERA 70.14 ±1.31 46.93 ±1.06 80.04 ±0.61 22.74 ±0.51 83.75 ±0.42 57.01 ±0.94 100.00 ±0.00 100.00 ±0.00

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 32.64 ±1.64 31.64 ±1.03 46.54 ±0.35 37.47 ±0.51 50.54 ±0.05 6.82
AA 35.34 ±2.05 35.22 ±0.73 45.19 ±0.81 40.14 ±0.53 50.54 ±0.05 6.18
RA 43.33 ±0.99 42.07 ±0.92 47.38 ±1.33 48.21 ±0.96 50.54 ±0.05 5.09

GCN 4.77 ±1.13 8.07 ±0.87 23.80 ±5.49 1.93 ±1.82 20.98 ±0.54 7.45
GRAPHSAGE 0.01 ±0.02 0.00 ±0.00 3.88 ±3.37 – 11.13 ±1.22 10.82
GAT 0.00 ±0.00 0.05 ±0.08 0.59 ±1.02 0.00 ±0.00 0.38 ±0.23 10.36
GAE 0.00 ±0.00 3.76 ±6.51 26.54 ±2.38 1.82 ±3.15 20.82 ±0.92 7.00
VGAE 3.76 ±3.28 7.86 ±7.15 7.82 ±13.55 4.83 ±1.81 22.48 ±0.84 5.82
SEAL 22.42 ±3.28 33.92 ±1.15 37.18 ±0.54 – – 5.82
NEO-GNN 0.00 ±0.00 0.00 ±0.00 1.85 ±2.54 – 0.32 ±0.28 11.36

ECN 31.60 ±2.02 31.60 ±0.44 41.93 ±1.43 36.36 ±0.45 53.49 ±0.29 5.95
EAA 32.83 ±1.95 33.51 ±0.32 45.01 ±1.28 37.44 ±0.36 53.49 ±0.29 4.77
ERA 41.45 ±1.73 40.75 ±0.50 47.27 ±0.60 46.44 ±0.91 53.41 ±0.28 3.82

Table 10. Hit@200 for link prediction.

Model Cora Pubmed* Citeseer Actor CS Photo Cornell Wisconsin

CN 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 62.56 ±3.31 100.00 ±0.00 100.00 ±0.00

AA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 68.26 ±1.58 100.00 ±0.00 100.00 ±0.00

RA 44.80 ±1.54 28.75 ±0.49 33.11 ±1.67 20.30 ±0.27 79.77 ±0.27 75.39 ±1.15 100.00 ±0.00 100.00 ±0.00

GCN 92.58 ±1.35 52.16 ±1.21 95.57 ±0.28 41.25 ±2.11 39.25 ±0.89 8.19 ±14.19 100.00 ±0.00 100.00 ±0.00

GRAPHSAGE 3.16 ±5.47 57.41 ±1.66 32.16 ±23.89 47.20 ±1.87 3.92 ±4.44 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

GAT 93.14 ±1.11 22.20 ±3.00 93.11 ±1.54 25.24 ±2.78 10.84 ±3.71 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

GAE 98.86 ±0.76 79.21 ±2.66 97.29 ±0.67 53.63 ±3.83 54.09 ±0.57 0.00 ±0.00 100.00 ±0.00 100.00 ±0.00

VGAE 98.89 ±0.49 65.75 ±0.99 98.50 ±0.17 54.82 ±0.40 67.53 ±0.84 26.81 ±11.19 100.00 ±0.00 100.00 ±0.00

SEAL 94.60 ±0.25 86.76 ±0.63 89.56 ±2.87 53.04 ±0.83 83.54 ±0.03 66.92 ±0.29 100.00 ±0.00 100.00 ±0.00

NEO-GNN 75.55 ±13.08 28.44 ±26.39 39.60 ±33.85 9.29 ±11.09 9.40 ±13.67 3.03 ±5.23 100.00 ±0.00 100.00 ±0.00

ECN 79.27 ±1.56 56.77 ±0.31 86.52 ±0.56 24.98 ±0.49 83.46 ±0.55 61.62 ±1.37 100.00 ±0.00 100.00 ±0.00

EAA 79.27 ±1.56 57.10 ±0.25 86.52 ±0.56 24.98 ±0.49 88.21 ±0.47 64.30 ±1.63 100.00 ±0.00 100.00 ±0.00

ERA 78.58 ±1.43 55.80 ±0.36 86.52 ±0.56 24.97 ±0.49 87.85 ±0.52 67.17 ±0.56 100.00 ±0.00 100.00 ±0.00

Model Wikivitals Wikivitals-fr Wikischools Wikivitals+ Ogbn-arxiv Rank

CN 39.81 ±1.77 41.05 ±0.13 57.41 ±0.00 43.89 ±0.68 50.54 ±0.05 7.27
AA 43.19 ±1.51 44.65 ±0.57 58.47 ±0.68 46.51 ±0.71 50.54 ±0.05 6.00
RA 50.91 ±1.20 50.90 ±0.70 58.26 ±0.41 55.02 ±0.46 50.54 ±0.05 5.45

GCN 7.61 ±1.10 11.88 ±1.27 33.21 ±7.07 3.13 ±2.87 27.60 ±0.83 7.36
GRAPHSAGE 0.01 ±0.02 0.00 ±0.00 4.13 ±3.58 – 17.29 ±1.20 10.64
GAT 0.00 ±0.00 0.10 ±0.17 0.80 ±1.39 0.00 ±0.00 0.85 ±0.42 9.73
GAE 0.00 ±0.00 5.14 ±8.90 37.36 ±1.14 3.03 ±5.24 27.29 ±1.90 6.91
VGAE 6.57 ±5.77 14.83 ±4.48 11.78 ±20.40 8.72 ±1.75 29.36 ±0.35 5.73
SEAL 30.57 ±5.30 42.28 ±0.71 48.16 ±0.32 – – 6.18
NEO-GNN 0.00 ±0.00 0.00 ±0.00 10.21 ±11.50 – 0.39 ±0.34 11.36

ECN 39.32 ±1.59 41.58 ±0.19 54.75 ±0.61 43.08 ±0.60 54.67 ±0.13 5.68
EAA 40.95 ±1.63 43.20 ±0.38 57.17 ±0.69 44.38 ±0.31 54.67 ±0.13 4.59
ERA 48.75 ±1.34 49.82 ±0.84 57.94 ±0.83 52.88 ±0.25 54.61 ±0.12 4.36


