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Abstract 15 

Light Detection And Ranging (LiDAR) remote sensing is increasingly needed to assess the 16 

3D architecture of Earth’s surface. Physically-based LiDAR radiative transfer (RT) models 17 

are essential tools for interpreting LiDAR signals, designing LiDAR systems, and validating 18 

information retrieval methods. Discrete Anisotropic Radiative Transfer (DART) is one of the 19 

most accurate and comprehensive 3D RT models that simulate LiDAR signals of urban and 20 

natural landscapes. Its physical modeling relies on a forward Monte Carlo mode optimized by 21 

a ray-tracking technique, also called DART-RC (Ray Carlo) mode. However, DART-RC is 22 

not adapted to simulate massive LiDAR signals of large landscapes due to its constraints of 23 
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high memory demand and long computational time. Therefore, we developed a novel 24 

computationally efficient LiDAR modeling method based on a new DART modeling mode 25 

called DART-Lux. It simulates LiDAR signal by adapting the bidirectional path tracing 26 

algorithm of DART-Lux to the time and power measurements and by implementing the 27 

LiDAR instrument and multiple product outputs in DART-Lux. We verified the accuracy of 28 

DART-Lux for LiDAR modeling using DART-RC as a reference for several case studies with 29 

different LiDAR configurations (i.e., single-pulse waveform, multi-pulse point cloud, multi-30 

pulse photon counting, with and without solar signal) on realistic scenes from the RAMI 31 

experiment. Results stress that i) DART-Lux is consistent with DART-RC, for example, R2 = 32 

1 and rRMSE = 0.21% for the waveform of a forest simulated with a huge number of rays; ii) 33 

DART-Lux converges faster than DART-RC: its processing time is usually about half that of 34 

DART-RC, and over ten times smaller if the solar signal is simulated; iii) DART-Lux memory 35 

usage can be a hundred times less than DART-RC. Also, several sensitivity studies with 36 

various sensor configurations and solar directions illustrate the usefulness of DART-Lux for 37 

impact studies. This new DART-Lux LiDAR model opens promising perspectives for large-38 

scale LiDAR applications with 3D modeling. It is already part of the official DART version 39 

freely available to scientists (https://dart.omp.eu). 40 

 41 

Keywords 42 

LiDAR, radiative transfer model, DART, bidirectional path tracing, Monte Carlo 43 

 44 
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1. Introduction 45 

Light Detection And Ranging (LiDAR) is a well-developed active remote sensing (RS) 46 

technology that maps three-dimensional (3D) structures of Earth’s landscapes by measuring 47 

time of flight of laser pulses (Wulder et al., 2012). With its advantage of 3D spatial 48 

measurement, LiDAR is widely used in many domains: topography surveying (Jaboyedoff et 49 

al., 2012), virtual smart city (Dwivedi et al., 2014), atmosphere constituent (Weitkamp, 2006), 50 

forest biomass monitoring (Zhao et al., 2018), etc. Driven by various application requirements 51 

and increasingly advanced devices, LiDAR system is developing towards more sophisticated 52 

instruments with higher pulse repetition frequency (PRF), higher ranging accuracy, longer 53 

battery life, etc. For instance, multiple spaceborne LiDAR missions were successively 54 

launched in the past twenty years, including ICESat (Ice, Cloud, and land Elevation Satellite) 55 

(Zwally et al., 2002), ICESat-2 (Markus et al., 2017), and GEDI (Global Ecosystem 56 

Dynamics Investigation) (Dubayah et al., 2020). The PRF of these LiDAR missions increases 57 

from 40 Hz for ICESat up to 242 Hz for GEDI and 10 kHz for ICESat-2. In addition to 58 

satellite platforms, the development of terrestrial (Dassot et al., 2011), mobile (Williams et al., 59 

2013), and UAV (unmanned aerial vehicle) (Wallace et al., 2012) laser scanning systems 60 

enables rapid acquisition of high-density LiDAR data at different spatial scales. These 61 

massive LiDAR data sources drive large-area high-precision RS applications, while 62 

highlighting pressing demands to understand the capability and limitation of information 63 

retrievals to make better use of these data. 64 

 65 
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Physically-based LiDAR radiative transfer (RT) models are celebrated tools for modeling, 66 

validating, and interpreting LiDAR signals as they can simulate the laser-surface interaction 67 

mechanisms that give rise to the signals. To date, a wide range of LiDAR models have been 68 

developed with diverse complexity and efficiency. Semi-empirical models simulate the 69 

LiDAR signal as a temporal summation of Gaussian profiles that are computed by convolving 70 

the target reflectance and pulse energy distribution (Blair and Hofton, 1999; Chauve et al., 71 

2007). Physically-based analytical models use strong simplifications on landscapes (e.g., geo-72 

optical description or turbid mediums) and ray propagation (only consider first-order 73 

scattering) (Ni-Meister et al., 2001; Sun and Ranson, 2000). Although computationally 74 

efficient, these models have an increasingly unsuitable accuracy for most potential LiDAR 75 

applications, e.g., signal modeling and parameter inversions of multiple targets (Wang et al., 76 

2021; Yang et al., 2019), LiDAR sensor design (Yang et al., 2021), etc. In contrast, LiDAR 77 

3D RT models that simulate multiple scattering in LiDAR returns are much more accurate.  It 78 

is the case of models that combine geo-optics with time-dependent stochastic process 79 

(Kotchenova et al., 2003), adapt radiosity (Huang and Wynne, 2013), or use Monte Carlo 80 

(MC) techniques. The LiDAR stochastic RT model solves numerically the time-dependent RT 81 

equation of LiDAR signal, but the landscapes are parameterized as geo-optical forms. The 82 

LiDAR radiosity model can handle LiDAR physical process of 3D realistic scenes with finite 83 

surfaces, but it requires huge computer load to calculate and store the view factors between 84 

any two surfaces and the radiation of any surfaces at any time interval. The MC-based models 85 

are the most commonly-used models because they are more adaptive to complex scene 86 
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structures and usually do not make simplifications on ray interactions. They are usually 87 

categorized as forward models if rays are traced from the source and backward models if rays 88 

are traced from the receiver. The MC-based LiDAR forward models include RAYTRAN 89 

(Govaerts and Verstraete, 1998; Widlowski et al., 2006), FLIES (Kobayashi and Iwabuchi, 90 

2008), DIRSIG (Brown et al., 2005; Goodenough and Brown, 2017), and DART (Gastellu-91 

Etchegorry et al., 2016, 2015; Yin et al., 2016). The MC-based LiDAR backward models 92 

include FLIGHT (North et al., 2010) and LIBRAT (Disney et al., 2009).  93 

 94 

DART is one of the most comprehensive 3D RT models (Gastellu-Etchegorry et al., 2004; 95 

2015). It uses a unique representation of landscapes and atmosphere, based on facets, turbid 96 

medium, and fluids, to simulate the 3D radiative budget as well as satellite, airborne and 97 

terrestrial RS observations (i.e., LiDAR signal, reflectance and brightness temperature 98 

images) of natural and urban landscapes. For that, DART has two independent and 99 

complementary modes: i) DART-FT. It simulates passive optical images using a so-called flux 100 

tracking approach that relies on an adaptation of the Discrete Ordinate Method (DOM) (Yin et 101 

al., 2013). DART-FT also simulates the solar signal in LiDAR signals. ii) DART-RC. It 102 

simulates the signal of multi-platform multi-type LiDAR systems using the Ray Carlo 103 

approach, a forward MC-based approach that is accelerated by a “ray-tracking” technique 104 

(Gastellu-Etchegorry et al., 2016; Yin et al., 2016). DART-RC has been successfully verified 105 

by actual LiDAR measurements (e.g., LVIS data) and cross-comparison against DART-FT. It 106 

also has been employed in various LiDAR works, including the development of inversion 107 
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algorithms (Grau et al., 2017; Hmida et al., 2017; Lamelas-Gracia et al., 2019; Yin et al., 108 

2020), the design of satellite sensors (e.g., NASA DESDynl, CNES LIDAR mission project) 109 

(Durrieu et al., 2013), and impact studies of canopy structures and sensor configurations on 110 

LiDAR acquisitions (Grau et al., 2017; Qin et al., 2017; Roberts et al., 2020; Wei et al., 2020), 111 

etc. However, DART-RC needs great processing time and computer memory to simulate 112 

accurate high-PRF LiDAR signals of large and complex landscapes represented by billions of 113 

facets. Specifically, a large number of ray samples are required to get converged results and a 114 

large memory is required to store complex 3D scene structures. The time constraint is even 115 

larger if the solar signal is considered because the laser signal and solar signal are computed 116 

separately. All these problems stress the urgent need to improve the DART efficiency of 117 

LiDAR signal modeling.  118 

 119 

Recent years, some advanced physically-based MC render engines (e.g., LuxCoreRender, 120 

Mitsuba, Cycles, etc.) in computer graphics domain greatly improved their algorithms in order 121 

to simulate images and videos of 3D scenes with much lower time cost and memory request 122 

(Iraci, 2013; Nimier-David et al., 2019; Pharr et al., 2016). The MC-based algorithms and 123 

implementation ideas of these render engines are great sources of inspiration for RS 3D 124 

radiative transfer models, such as DART, LESS (Qi et al., 2019), and ERADIATE 125 

(www.eradiate.eu/site/). In particular, DART-Lux, a new MC-based mode of DART, 126 

combines the frameworks of DART and the render engine LuxCoreRender 127 

(https://luxcorerender.org/) in order to reduce the computation time and the needed memory. 128 
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However, DART-Lux was initially designed for RS image rendering (Wang et al., 2022; Wang 129 

and Gastellu-Etchegorry, 2021), not for LiDAR simulation that emphasizes the measurements 130 

of power and ranging. Also, DART-Lux does not support the working mode of LiDAR 131 

instruments and the output of multiple LiDAR products. These remarks illustrate the interest 132 

to design and implement LiDAR modeling in the DART-Lux.  133 

 134 

This paper presents the new LiDAR modeling method in DART-Lux. Section 2 details its 135 

novel theory, specifically including how to model the physical process of LiDAR time and 136 

power measurements, how to adapt the LiDAR sensor (laser source + receiver) and outputs 137 

(waveform, point cloud, photon count) into the DART-Lux model, and how to efficiently 138 

handle the LiDAR signal simulation of two sources (laser and sunlight). Section 3 presents 139 

four case studies designed to assess the accuracy and performance of DART-Lux LiDAR 140 

modeling based on realistic landscapes and different LiDAR configurations. This is followed 141 

by discussions in section 4 and finally by a conclusion. The nomenclature is shown in 142 

Appendix A. 143 

 144 

2. DART-Lux LiDAR model 145 

2.1. Presentation 146 

The innovation of DART-Lux LiDAR model is to transform the laser transport problem into 147 

an integration over all possible paths in the 3D landscape that connect the laser source and the 148 

receiver. It relies on the light transport equation (Kajiya, 1986), as in Eq. (1). 149 
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����, Ω�� 	 �
���, Ω�� � � ����, 
Ω��∙����, 
Ω�, Ω��∙|cos ��|∙�Ω��
 (1) 

where the exitant radiance ����, Ωo� at vertex �� along direction Ωo is the sum of the emitted 150 

radiance �
���, Ωo�  and the scattered radiance due to incident radiance ����, 
Ω��  along 151 

direction Ω�  (Fig. 1.a), ����, 
Ω�, Ωo�  is the BSDF (bidirectional scattering distribution 152 

function) of the surface at vertex ��, and �� is the incident angle between the incident direction 153 

Ω� and the surface normal vector. 154 

 155 

a)        b)  156 

Fig. 1. Light transport equation. a) The exitant radiance along direction Ω� is the sum of emitted radiance along 157 

direction Ω� and all the scattered radiance to direction Ω� due to incident radiance from direction 
Ω� . b) The 158 

exitant radiance from surface �� to surface � is the sum of emitted radiance and the scattered radiance from all 159 

the scene surfaces ���. 160 

 161 

Eq. (1) can be transformed into an area integration form instead of solid angle integration form 162 

(Wang et al., 2022), as in Eq. (2).  163 

����→ �� 	 �
���→ �� � � �����→ ���∙�����→��→��∙�����↔���∙�������
�

 (2)

where ��� and � are the previous vertex and next vertex of �� in the light transport process 164 

(Fig. 1.b), ������� is the area at vertex ���, and the connection function �����↔��� between 165 
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vertices ���  and ��  is the product of |cos ��| and the Jacobian term to transfer solid angle 166 

integration over area integration. 167 

  168 

In absence of intercepting medium between vertices �� and �, the exitant radiance ���� → �� 169 

from �� is equal to the incident radiance at the next intersection point �. Further, since laser 170 

rays might be scattered multiple times in the 3D landscape, the received laser power can be 171 

represented by incrementally expanding Eq. (2) to an infinite sum of multi-dimensional 172 

integral, which can be expressed as a Lebesgue integral (Veach, 1997), as in Eq. (3).  173 

Φ !"#$ 	 � ���̅�∙�&��̅�
'

 (3) 

where Φ !"#$ is the total laser power received by the LiDAR sensor. ' is the set of all paths. 174 

' 	 ⋃ ')*)+,  with ') the set of paths with n edges (n is also called path depth). �̅ is a path of 175 

the set of paths that connect the laser source and the receiver; it passes through a series of 176 

vertices in the scene: �̅ ∈ ' 	 .�̅)/�̅) 	 �0, �,, … , �);    �4+0,,,…,) ∈ �, 5 ∈ ℤ78.  ���̅�  is the 177 

power contribution of path �̅ . �&��̅�  is the area-product measure of path �̅ , �&��̅)� 	178 

����)�∙����):,�∙∙∙����0�. Note that Eq. (3) is originally defined for the image radiance in the 179 

study of Veach (1997) and here we extend it to the LiDAR power. 180 

 181 

In LiDAR modeling, the returned power and time are both recorded. The simulated temporal 182 

power profile is the so-called waveform. Therefore, the LiDAR power Φ !"#$ in Eq. (3) is not 183 

an instantaneous quantity. It must be expanded to the time space, as in Eq. (4). 184 
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Φ !"#$�;��̅�� 	 � ���̅�∙�&��̅�
'

 (4) 

where ;��̅� is the laser travelled time along path �̅, and Φ !"#$�;��̅�� is the returned laser 185 

power at the time ;��̅�. 186 

 187 

A general-purpose method such as MC can assess the high-dimensional integral form of 188 

LiDAR waveform Φ !"#$�;��̅�� . Indeed, with <= ∈ '  a random path sample and >�<=�  its 189 

probability distribution density (PDF), 
?�@=�
A�@=� is an unbiased estimate of Φ !"#$�;��̅�� because 190 

the expected value B C?�@=�
A�@=�D 	 E ?�F̅�

A�F̅� ∙ >��̅� ∙' �&��̅�  is equal to the LiDAR measurement 191 

Φ !"#$�;��̅��. 192 

 193 

Based on the above core theory, DART-Lux implements an efficient path sampling method 194 

and a specific MC integration method to solve the LiDAR RT equation (Eq. (4)) and simulate 195 

the LiDAR signal optimally. Also, DART-Lux simulates the illumination and receiving modes 196 

of LiDAR sensor and the output formats of multiple LiDAR products by abstracting the actual 197 

systems. The following sections present the detailed theory of DART-Lux LiDAR modeling: 198 

- LiDAR instrument modeling. The illumination mode of laser source and the receiving mode 199 

of LiDAR receiver are quantitatively modeled in a formulaic manner. 200 

- LiDAR waveform modeling. The integral form of LiDAR power profile Φ !"#$�;��̅�� is 201 

computed based on a comprehensive RT framework. It involves four distinct modeling 202 

stages: efficient path generation with a bidirectional path tracing (BDPT) method, laser 203 
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travelled time computation, laser power evaluation, and waveform modeling with a multiple 204 

importance sampling (MIS) method. By inputting the modeled LiDAR instruments and 3D 205 

landscapes into the framework, the LiDAR waveform can be output. 206 

- Solar signal modeling. A direct light sampling strategy is used to solve the modeling of “2 207 

source (sun and laser) + 1 sensor” configuration. It simulates the solar and laser signals 208 

synchronously by maximizing the use of sampled surface vertices. 209 

- Extension from single-pulse waveform to multi-pulse multi-platform multi-type LiDAR 210 

products.  211 

 212 

2.2. LiDAR instrument modeling 213 

In order to simulate LiDAR signals, the LiDAR sensor (laser source + receiver) needs to be 214 

created. To adapt the LiDAR sensor into the BDPT method of DART-Lux, the source and 215 

receiver are both designed as the start points to trace paths. Below we introduce the modeling 216 

of LiDAR sensor and the method of starting paths.  217 

 218 

2.2.1. Laser source 219 

The laser source is usually considered as a point source located at GH�I, J, K�, emitting the 220 

energy through a conical solid angle ΔΩMN with the central direction ΩOOPH��H , QH�. To start a light 221 

sub-path, the first vertex >0 is sampled on the laser source point. The sampled PDF >�>0→� is 222 

expressed as the Dirac delta function on the point GH, as in Eq. (5).  223 
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>�>0→� 	 R�>0 
 GH� (5) 

where R�>0 
 GH� satisfies E R�>0 
 GH� ∙ ���>0�� 	 1. 224 

 225 

Once >0 is determined, an exitant direction Ω is sampled within the solid angle ΔΩMN with a 226 

directional PDF >�>0, Ω�. Generally, a nadir emitted laser energy follows a 2D Gaussian 227 

distribution within the illumination region (footprint), and the energy decreases to a fraction T 228 

from footprint center to edge; usually T 	 U:V. Based on this setting, we get:  229 

>�>0, Ω� 	 exp Z
 tanV �2_V `
2a_V ∙ cosb � ∙ �1 
 T� 

(6) 

where � is the zenith angle of the exitant laser ray in local sensor coordinate; � ≤ �MN (�MN is 230 

the laser beam divergence half angle). _ is the standard deviation of 2D Gaussian distribution. 231 

Appendix B details the derivation of Eq. (6). 232 

 233 

The emitted radiance �
�>0, Ω� is calculated based on the laser energy and the direction of 234 

sampled laser ray. First, the emitted power Φ
�>0, ;� is computed from the energy d
 of the 235 

emitted laser pulse with duration interval ∆; and energy time distribution function >�;�, as in 236 

Eq. (7).  237 

Φ
�>0, ;� 	 d
 ∙ >�;� (7) 

where >�;� satisfies E >�;�∙�; 	 1∆f
0 ; >�;� generally follows a 1D Gaussian distribution. 238 

 239 

Actually, since the temporal distribution of the returned signal is the same for the power 240 

emitted at any time, we compute the signal with the instantaneous constant power Φ
�>0� 241 
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(i.e., Φ
�>0� 	 Φ
�>0, ; 	 0� 	 d
 ∙ R�;� with the assumption >�;� 	 R�;��, and convolve it 242 

with the temporal distribution. Then, the emitted radiance �
�>0, Ω� of the sampled ray is 243 

derived from the equality hAi	Φ
�>0�∙>�>0, Ω�∙/cos ��Ai/	 E �
�>0, Ω�∙/cos ��Ai/∙�Ω�  with 244 

hAi incident irradiance and ��Ai incident angle at vertex >,. That is, as in Eq. (8).  245 

�
�>0, Ω� 	 Φ
�>0� ∙ >�>0, Ω� ∙ R�>0 
 GH� (8) 

 246 

2.2.2. LiDAR receiver 247 

The LiDAR receiver in DART-Lux is abstracted from the actual system (Kokkalis, 2017). 248 

Specifically, an actual receiver (Fig. 2.a) collects incident rays with a convex telescope (L1 in 249 

Fig. 2.a) with radius �jk  and then transmits them to the photomultiplier tube detector (PMT) 250 

through focusing optics. The FOV (field of view) half angle (�lmn) of the LiDAR receiver is 251 

limited by a circular diaphragm S1 located at the focus of L1. This causes that the rays with 252 

incident angle larger than �lmn are not transmitted (e.g., green rays in Fig. 2.a) and each point 253 

on LiDAR telescope has a same circular FOV. In this case, the LiDAR receiver can be treated 254 

like a pinhole camera with the lens area �jk 	 a�jk V  (Fig. 2.b). The incident power is 255 

projected onto a virtual sensor plane at a distance o behind the receiver. Generally, o is set to 256 

1. The sensor plane is a circular disk with radius �pkqpr$ 	 o ∙ tan �lmn � �tel. For each point on 257 

the receiver, incident power can only be projected onto the sub sensor plane with radius 258 

�pkqpr$ptu 	 o ∙ tan �lmn. 259 

 260 
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 261 

Fig. 2. a) Actual LiDAR receiving system with a telescope L1, a diaphragm S1, a collimating lens L2, a set of 262 

optical lenses, and a PMT. On-axis (gray lines) and off-axis (orange lines) rays with incident angle smaller than 263 

�lmn reach the PMT finally, whilst rays (green lines) with incident angle larger than �lmn are intercepted by S1. 264 

b) Modeled LiDAR receiver (�jk ) with a virtual sensor plane (�pkqpr$). Energy flux from scene surface v, in the 265 

scene along direction Ω is focused by the receiver vertex v0 onto the vertex vpkqpr$ on sensor plane. 266 

 267 

To start a random walk from the receiver, the vertex v0 is first randomly sampled on the lens 268 

with the PDF >�v0←� 	 ,
�xyz . Once the receiver vertex v0  is determined, a point vpkqpr$  is 269 

sampled on the sub sensor plane of v0 with the PDF >�vpkqpr$� 	 ,
�subsen

. Then the exitant 270 

direction Ω of receiver ray is determined by connecting vpkqpr$ and v0, and the corresponding 271 

directional PDF >�v0, Ω� is computed as in Eq. (9). 272 
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>�v0, Ω� 	 1
�subsen cos3 �~

v0 (9) 

with ����  the incident angle at vertex v0 between incident direction and lens normal vector 273 

(Fig. 2.b).  274 

2.3. LiDAR waveform modeling 275 

2.3.1. Efficient path generation 276 

DART-Lux samples paths with a BDPT method (Veach, 1997). Fig. 3 shows the schematic 277 

diagram of the BDPT method for LiDAR simulation. Generally, the source and receiver of 278 

LiDAR sensor are considered to have the same central position GH�I, J, K� and orientation 279 

ΩOOPH��H , QH� (Fig. 3.a). The paths from laser source to receiver are constructed based on the 280 

combination of two sub-paths that start from the source and the receiver, respectively. In order 281 

to illustrate the DART-Lux LiDAR model intuitively, the sensor configuration in Fig. 3.a is 282 

abstractly displayed as a “source + receiver” configuration in Fig. 3.b. 283 

 284 

a)  b)  
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Fig. 3. Schematic diagram of DART-Lux LiDAR model. a) A sub-path starts from the LiDAR source and a sub-285 

path starts from the receiver (at the same location as the source). b) A series of paths that connect the LiDAR 286 

source and receiver are generated by the BDPT method. 287 

 288 

In the BDPT method, the first random walk starts from the laser source and samples a light 289 

sub-path >̅��	>0, >,, … , >��-, with �� vertices, of which vertex >0 is on the laser source. Each 290 

vertex is sampled with the PDF >�>4→� ��	0,1, … , ��-1�. The second random walk starts 291 

from the receiver and samples a receiver sub-path v=��	v0, v,, … , v��-, with ��  vertices, of 292 

which vertex v0  is on the receiver. Each vertex is sampled with the PDF >�v4←� �� 	293 

0,1, … , ��-1�. The combination of the two sub-paths leads to the construction of a series of 294 

complete paths from source to receiver by using three sampling techniques: i) "Connect to 295 

light": the vertex on the receiver sub-path is connected to a sampled vertex on the laser 296 

source; ii) "Connect to receiver": the vertex on the light sub-path is connected to a sampled 297 

vertex on the receiver; iii) "Connect vertices": a vertex on the light sub-path is connected to a 298 

vertex on the receiver sub-path. Also, a light sub-path can randomly hit the LiDAR receiver, 299 

and a receiver sub-path can randomly hit the laser source.  300 

 301 

Here, we illustrate the creation of a typical path: when the vertex >�-, on the light sub-path 302 

>̅��  and the vertex v�-,  on the receiver sub-path v=��  are mutually visible, a path �̅�,�  from 303 

source to receiver is generated by connecting the light sub-path >̅� and the receiver sub-path 304 

v=�. Eq. (10) shows the resulting path �̅�,�. 305 
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�̅�,� 	 >̅�, v=� 	 >0, >,, … , >�:,, v�:,, v�:V, … ,  v0 (10) 

with 0 ≤ � ≤ ��, 0 ≤ � ≤ ��, � � � 	 5 
 1, >̅�=>0, >,, … , >�:,, and v=�=v0, v,, … , v�:,.  306 

 307 

2.3.2. Laser travelled time computation 308 

The length ���̅�,�� of path �̅�,� is the sum of the lengths of the light sub-path, the receiver sub-309 

path, and the distance between the connected vertices >�:, and v�:,, as in Eq. (11). 310 

���̅�,�� 	 �‖>�:, 
 >�‖
�:,

�+,
� ‖>�:, 
 v�:,‖ � �‖v�:, 
 v�‖

�:,

�+,
 (11) 

 311 

The path length ���̅�,�� is then converted to the laser travelled time ;��̅�,��, as in Eq. (12).  312 

;��̅�,�� 	 ���̅�,��
�  (12) 

with c the light speed. 313 

 314 

2.3.3. Laser returned power evaluation 315 

The power contribution divided by the path PDF (
?�F̅�,��
A�F̅�,��) of a random path �̅�,� can unbiasedly 316 

estimate the laser returned power Φ !"#$. It is computed by considering the ray propagation 317 

and interactions. Specifically, the light sub-path >̅� starts from the laser source vertex >0 that 318 

is sampled by the PDF >�>0→�, carries an emitted radiance �
�>0 → >,�, and shoots towards 319 

the surface vertex >,. During the forward random walk, the radiance is incrementally scaled 320 

using the light transfer equation (Eq. (2)). Up to the vertex >�-,, the estimate of the radiance 321 

from >�-V to >�-, is computed as in Eq. (13). 322 
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��>�-V→>�-,�	 �
�>0→>,�
>�>0→� ∙ � ���>4-V→>4-,→>4�∙��>4-,↔>4�

>�>4→� �
�:,

4+,
 (13)

where the virtual BSDF ��>:,→>0→>,� ≡ 1  is introduced to reduce special cases in the 323 

mathematical formulation.  324 

 325 

For the receiver sub-path v=� traced backwards, DART-Lux imports an importance function �
 326 

into the receiver, which is used to convert the incident energy flux into the measured quantity 327 

(here laser power is exactly energy flux; �
 ≡ 1). In the process of backward tracing, �
 is 328 

treated as a quantity that exits the receiver like the emitted radiance �
 of the source. The 329 

backward importance transport starting from the receiver is treated as symmetrical to the 330 

forward light transport from the source. Hence, the estimate of importance from v�-V to v�-, is 331 

computed as in Eq. (14). 332 

��v�-V→v�-,�	 �
>�v0←� ∙ � ���v4→v4-,→v4-V�∙��v4-,↔v4�
>�v4←� �

�:,

4+,
 (14)

with ��v,→v0→v:,� ≡ 1. 333 

 334 

The connection of vertices >�:, and v�:,, combined with Eq. (13) and Eq. (14), leads to the 335 

power estimate 
?�F̅�,��
A�F̅�,�� of laser power integration, as in Eq. (15). 336 

���̅�,��
>��̅�,�� 	��>�-V→>�-,�∙��>�-V→>�-,→v�-,�∙��>�-,↔v�-1�∙��>�-,→v�-,→v�-V�∙��v�-V→v�-,� (15)

 337 

2.3.4. Laser signal modeling 338 

DART-Lux uses a robust MC integration method — MIS, to get an unbiased estimate of 339 

LiDAR power profile Φ !"#$�;��̅��. The core idea of MIS is to use multiple path sampling 340 
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techniques to evaluate the integral and then combine the path contribution in a weighted 341 

manner (Veach, 1997). Eq. (16) expresses the MIS estimator of Φ !"#$�;��̅��: 342 

Φ�  !"#$�;� 	 � � ���̅�,�� ∙ ���̅�,��
>��̅�,����0��0

,    with ���̅�,�� 	 �∙; (16) 

where ���̅�,�� is the MIS weight of the sampled path �̅�,�.  343 

 344 

Φ�  !"#$�;�  can unbiasedly estimate the laser power profile if the MIS weight satisfies 345 

∑ ���̅�,����0,��0�7�+):,
	 1  whenever ���̅�,��≠0,  and ���̅�,��	0 whenever >��̅�,��	0.  The proof is 346 

given in Eq. (17): 347 

B�Φ�  !"#$�;�� 	 � � � ���=�,�� ∙ ���=�,��
>��=�,�� ∙ >��=�,�� ∙

'
�&��̅�

��0��0

	 � � � ���̅�,�� ∙
��0,��0�7�+):,

���=�,�� ∙
'�

�&��̅�
∞

5	1
	 � � ���̅)� ∙

'�
�&��̅)�

∞

5	1

	 � ���̅� ∙ �&��̅�
'

	 Φ !"#$�;� 

(17) 

 348 

In practice, in order to get an accurate estimation of laser power profile, a large number of 349 

Monte Carlo experiments independent of each other are required to be implemented. Then, 350 

the result of MIS estimator would converge to the expected value Φ !"#$�;�.  351 

 352 

Since the actual LiDAR waveform measures the returned signal by sampling per fixed time 353 

interval (also called bin ¡, ¡ ∈ ¢), the simulated power profile should be treated bin by bin. 354 
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The time interval of each bin is 
,
?, with � the signal sampling frequency. The laser energy per 355 

bin d !"#$�¡� is the sum of the returned power during the time interval C¡
� , ¡�1

� £, as in Eq. (18).  356 

d !"#$�¡� 	 � Φlidar�;�
;∈¦§?,§7,? `

 
(18) 

 357 

The laser energy profile d !"#$�¡� can be further converted to the number of laser photons 358 

� !"#$�¡� by dividing the photon energy, as in Eq. (19). 359 

� !"#$�¡� 	 d !"#$�¡�
ℎ©  (19) 

with ℎ the Plank’s constant, and © the photon frequency.  360 

 361 

The simulated laser source emits an instantaneous laser power, whereas an actual laser pulse 362 

is emitted during several nanoseconds. The temporal distribution of the emitted laser energy 363 

must be considered. Specifically, the 1D Gaussian temporal distribution of the emitted pulse 364 

>�;� is first discretized into >�¡� in bins, and then the simulated LiDAR waveform is the 365 

convolution of the non-convolved waveform � !"#$�¡� and the temporal distribution >�¡�. 366 

2.4. Solar signal modeling 367 

DART-Lux uses a direct light sampling strategy to handle the signal simulation of “2 sources  368 

(laser and sun) + 1 sensor” configuration (Fig. 4.a) (Shirley et al., 1996). Its core idea is to 369 

sample one source from the light group in MC experiments. Specifically, the laser source and 370 

sun are selected with the equal probability Plight 	 0.5 when sampling a source vertex in 371 
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“Connect to receiver” and “Connect to light” (Fig. 4.b). If the laser source is selected, the 372 

paths that connect LiDAR source and receiver are reconstructed and their power and length 373 

are computed for retrieving the laser signal. If the sunlight is selected, the paths that connect 374 

sunlight and receiver are reconstructed for retrieving the solar signal. 375 

 376 

For the solar signal modeling, two assumptions are made: the Earth scene is in a sphere of 377 

radius R, and parallel sunlight arises from a virtual disk at infinity with area �"!p­	 ,
®@¯. To 378 

start a random walk from the sun, a light source point >0 is uniformly sampled on the virtual 379 

disk with the PDF >�>0→�	 ,
�°±²³. Since there is only one sunlight direction Ω�, the PDF of the 380 

emitted sunlight ray >�>0, Ω�  is the Dirac delta function R�Ω 
 Ω�� . The equality 381 

hAi	h�∙ cos ��Ai 	 E �
�>0, Ω�� ∙ cos ��Ai ∙�Ω with h� the solar irradiance is used to compute 382 

the exitant sun radiance: �
�>0, Ω�	h�∙R�Ω 
 Ω��. 383 

 384 

Based on the characteristics of sun and LiDAR receiver, a series of paths that connect the sun 385 

and the receiver are sampled using the BDPT method. The received solar power is computed 386 

and then converted to the number of solar photons per bin (�´µ) reaching the PMT. Since the 387 

solar energy is continuous, the LiDAR waveform with solar signal is simulated by adding the 388 

same number of solar photons to each bin of the convolved waveform. 389 

 390 
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 391 

Fig. 4. Direct light sampling strategy in a “2 sources + 1 receiver” configuration. a) The light sub-path starts 392 

from the sunlight (yellow line) or laser source (blue line). The receiver sub-path starts from the LiDAR receiver 393 

(orange line). b) One example of direct light sampling: the laser source is selected in “Connect to light” and the 394 

sunlight is selected in “Connect to receiver”. 395 

 396 

2.5. Multi-platform multi-type multi-pulse LiDAR modeling 397 

The above sections present the DART-Lux modeling of single-pulse waveform LiDAR 398 

(wLiDAR) with solar signal. Furthermore, DART-Lux extends the single-pulse-wLiDAR 399 

component to simulate multi-platform (satellite, airborne, terrestrial) multi-type (waveform, 400 

discrete return, photon counting) multi-pulse LiDAR signals using the method referred to Yin 401 

et al. (2016). The multi-pulse simulation of laser scanning systems is an iterative loop of the 402 

single-pulse modeling with specific geometry configurations and methods of detection and 403 

digitization: 404 

- The point cloud of discrete return LiDAR (drLiDAR) is converted from the simulated 405 
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waveform using Gaussian decomposition or peak detection methods. 406 

- The points of photon counting LiDAR (pcLiDAR) are derived per waveform using a 407 

statistical method based on the instrumental parameters of the single-photon detector.  408 

 409 

In practice, the conversion from wLiDAR data to dr/pcLiDAR data is less time-consuming 410 

than the simulation of wLiDAR, and the time of multi-pulse simulation is almost proportional 411 

to number of pulses and time of single-pulse simulation. These remarks stress the importance 412 

of improving and validating the efficiency and accuracy of wLiDAR simulation.  413 

 414 

3. Consistency validation of DART-Lux LiDAR model 415 

This section assesses the performance of DART-Lux LiDAR model by using DART-RC, the 416 

standard LiDAR mode of DART, as a reference model. This work is done for two realistic 417 

landscapes (forest and citrus orchard), and for different LiDAR configurations (i.e., wLiDAR, 418 

drLiDAR, wLiDAR with solar signal, and pcLiDAR with solar signal).  419 

 420 

3.1. Simulation of single-pulse wLiDAR  421 

The wLiDAR simulation is performed on the Jarvselja birch forest of the RAMI-IV 422 

experiment (Widlowski et al., 2015). This realistic forest scene contains 1029 trees from 7 423 

species. Fig. 5.a shows the tree distribution map and Fig. 5.b shows the 3D representation. 424 

The LiDAR sensor mimics the spaceborne GEDI instrument (Table 1), with the footprint 425 
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diameter of 25 m and nadir viewing. The maximum scattering order of rays is set to a large 426 

value (i.e., 100) due to the strong canopy scattering in 1064 nm and large footprint region.  427 

 428 

The consistency of DART-Lux LiDAR modeling is first verified by comparing DART-RC 429 

and DART-Lux waveforms simulated with a very large number of rays (Nrays). Fig. 5.c 430 

stresses that with Nrays=109, the DART-RC and DART-Lux waveforms are almost identical: 431 

coefficient of determination R2 = 1.0 and relative root-mean-square error rRMSE = 0.21%. 432 

This result illustrates high consistency of two models for very large Nrays.  433 

 434 

Using the waveform simulated with 109 rays as the reference, the convergence and efficiency 435 

of DART-Lux is further investigated by comparing the accuracy and processing time of 436 

DART-Lux and DART-RC waveforms simulated with relatively few rays. Fig. 5.d and Table 437 

2 show how the accuracies of DART-Lux and DART-RC vary with the number of rays by 438 

considering Nrays = 102, 103, 104 and 105. As expected, the DART-Lux and DART-RC 439 

waveforms both gradually converge to the reference waveform with the increment of Nrays. 440 

For DART-Lux, the R2 (rRMSE) is 0.9818 (21.42%) for 102 rays, 0.9975 (7.28%) for 103 441 

rays, 0.9997 (2.48%) for 104 rays, and 1.0000 (0.88%) for 105 rays. For DART-RC, the R2 442 

(rRMSE) is 0.9775 (28.09%) for 102 rays, 0.9958 (9.40%) for 103 rays, 0.9990 (4.79%) for 443 

104 rays, 0.9999 (1.63%) for 105 rays. It is observed that DART-Lux converges faster than 444 

DART-RC: with a same number of rays, DART-Lux is always more accurate than DART-RC, 445 

as in the example of Fig. 5.e. The faster convergence of DART-Lux benefits from the better 446 
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efficiency of the BDPT method on path reconstruction. Indeed, in this experiment, DART-447 

Lux reconstructs averagely 3.19 paths per ray whereas DART-RC only reconstructs 2.07 448 

paths. In terms of processing time, DART-Lux is faster. It needs ~2.29×10-4 s per ray whereas 449 

DART-RC needs ~4.74×10-4 s per ray. Overall, DART-Lux gives the same accuracy as 450 

DART-RC with fewer rays and shorter processing time. For instance, to get rRMSE ≈ 5%, 451 

DART-Lux needs about 5×103 rays, which takes about 1.15 s, whereas DART-RC needs 452 

about 104 rays, which takes about 4.74 s.  453 

 454 

The adaptability of DART-Lux to LiDAR systems with various footprint diameters (D) is also 455 

studied. Fig. 5.f shows the DART-Lux waveforms with D = 0.05 m, 0.1 m, 0.5 m, 1 m, 10 m, 456 

20 m, and 30 m, which correspond to small-to-large footprints. The waveform greatly changes 457 

with the increase of D. For small D, it is essentially a single peak that corresponds to the local 458 

top canopy. For increasing D, there appears signal from other parts of the canopy, including 459 

the ground, and the waveform has multiple peaks, which reveals forest vertical distribution at 460 

a large scale. Table 2 gives the number of rays Nrays,min that is needed to get rRMSE ≤ 5% in 461 

DART-Lux and DART-RC for various footprint diameters. For both models, Nrays,min 462 

increases with D. Indeed, for large footprints, there are more path possibilities, and 463 

consequently a large number of rays is required to reach convergence. For a same footprint 464 

size, DART-Lux usually needs less rays than DART-RC to get the same accuracy. This 465 

advantage greatly increases with the footprint size. Indeed, the BDPT method is more 466 

advantageous if rays are frequently scattered, whereas there is little multiple scattering in 467 
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small-footprint LiDAR (Gastellu-Etchegorry et al., 2016).  468 

 469 

Table 1. Configurations of GEDI, Riegl VUX-IUAV and MABEL LiDAR devices. 470 

Parameters 
LiDAR devices 

GEDI Riegl VUX-1UAV MABEL 

Type 
Spaceborne  

wLiDAR 

UAV  

drLiDAR 

Airborne  

pcLiDAR 

Sensor area 0.5 m2 0.1 m2 - 

Band width 0.8 nm - 0.03 nm / 0.4 nm 

Acquisition period per bin 1 ns 0.067 ns 0.083 ns 

Footprint divergence half angle  0.06 mrad 0.25 mrad 0.05 mrad 

FOV divergence half angle 0.3 mrad 0.375 mrad 0.105 mrad 

Pulse energy 10.5 mJ 1 mJ 6 μJ 

Wavelength 1064 nm 1064 nm 532 nm / 1064 nm 

Platform altitude  419 km 250 m 20 km 

Along-track distance step per scan - 0.3 m - 

Look angle step per pulse - 0.045° - 

Maximal number of targets per pulse (drLiDAR) - 4 - 

Quantum efficiency (pcLiDAR) - - 12.5% / 1.5% 

Detector dead time (pcLiDAR) - - 2.5 ns 

Dark count rate (pcLiDAR) - - 50 Hz 

 471 

 472 
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Fig. 5. Single-pulse wLiDAR in the Jarvselja birch stand. a) Tree species map with LiDAR footprint (D = 25 m) 473 

centered at (50 m, 50 m). b) 3D view of part of the scene. c) DART-Lux and DART-RC waveforms simulated 474 

with 109 rays. It is the reference waveform. d) Reference waveform and DART-Lux waveforms simulated with 475 

102, 103, 104 and 105 rays. e) Reference waveform and DART-Lux and DART-RC waveforms simulated with 104 476 

rays. f) DART-Lux waveforms simulated with various footprint diameters (D).  477 

 478 

 479 

 480 

DART-Lux waveforms with 
various footprint diameters D 

DART-Lux waveforms 
with various Nrays 

DART-Lux and DART-RC full & 
1st order waveforms with 109 rays 

d) e) f) 

a) 
b) c) 

DART-Lux and DART-RC 
waveforms with 104 rays 
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Table 2. Comparison of DART-Lux and DART-RC single-pulse wLiDAR simulations. 481 

Evaluation indicators DART-Lux DART-RC 

Time of tracing per ray on average
①

 2.29×10-4 s 4.74×10-4 s 

Average number of effective paths generated per ray 3.19 2.07 

Simulation accuracy (R2 / rRMSE) 

for various Nrays (D = 25 m) 

102 rays 0.9818 / 21.42% 0.9775 / 28.09% 

103 rays 0.9975 / 7.28% 0.9958 / 9.40% 

104 rays 0.9997 / 2.48% 0.9990 / 4.79% 

105 rays 1.0000 / 0.88% 0.9999 / 1.63% 

Number of rays
②

 needed to get 

rRMSE (accuracy) ≤ 5% for 

various D 

D = 0.05 m 200 200 

D = 0.1 m 300 300 

D = 0.5 m 1000 1000 

D = 1 m 2000 3000 

D = 10 m 3000 5000 

D = 20 m 4000 7000 

D = 25 m 5000 10000 

D = 30 m 8000 15000 

①
 Computing platform: Intel Xeon E5-2687 @ 3.1 GHz processor, 20 threads, 500 GB memory 482 

②
 The numbers of rays here are rough estimates.  483 

 484 

3.2. Simulation of multi-pulse drLiDAR  485 

Here we illustrate the potential of DART-Lux to simulate point cloud with a drLiDAR 486 

instrument that mimics the Riegl VUX-1UAV system (Table 1), and to quantify the errors of 487 

airborne laser scanning (ALS) on deriving digital surface models (DSM). The study area is 488 

the Jarvselja birch stand as in section 3.1. Fig. 6.a shows the flight configuration: swath 489 
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region of 98 m × 98 m, flight direction of +X axis, scanning direction of -Y axis, altitude of 490 

250 m, scanning angle range of [-11.1°, 11.1°], flight speed of 16 km/h, PRF of 100 kHz, 491 

look angle step of 0.045°, and along-track step of 0.3 m. With this configuration, 160,392 492 

pulses are simulated, i.e., pulse density is ~16 pulses/m2.  493 

 494 

DART-Lux converts the simulated waveform of each pulse into up to 4 points per pulse with 495 

a Gaussian decomposition method. Fig. 6.b and Fig. 6.c show oblique and top views of the 496 

simulated point cloud, colored by apparent reflectance which is calculated as ¶� 	 ®
∆�· ∙497 

¸·
¸¹ with d� decomposed pulse energy of target i, d
 emitted pulse energy, and ∆Ω� solid angle 498 

of target i towards the receiver. In all, the decomposed point number is 363,202, and per pulse 499 

is ~ 2.26 points / pulse, which indicates that pulses can penetrate the canopy and reveal its 500 

internal structure. In addition, points associated to trees in the off-nadir view give blind zones 501 

in the top view (Fig. 6.c). These missing measurements would lead to inaccurate DSM 502 

derivation, so we further study how the laser scanning angle influences the accuracy of the 503 

LiDAR-derived DSM. Fig. 6.d shows the relationship of height error (i.e., subtraction of the 504 

point cloud-derived DSM with 2-m resolution and the reference DSM directly derived from 505 

the 3D coordinates of scene surfaces) and the scanning angle. It demonstrates that the surface 506 

height is underestimated, and the underestimated value increases with the scanning angle. If 507 

the scanning angle exceeds 10°, the height error exceeds 0.4 m. The average DSM error of 508 

this ALS configuration is ~0.1 m. 509 

 510 
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More experiments were conducted to explore the influence of the flight configurations on the 511 

DSM errors by considering three platform altitudes (H = 250 m, 500 m, and 750 m) and three 512 

PRFs (PRF = 50 kHz, 100 kHz, and 150 kHz, corresponds to pulse density ~8 pts/m2, ~16 513 

pts/m2, and ~25 pts/m2). Fig. 6.e displays the simulated point cloud for H = 500 m and PRF 514 

=100 kHz. As compared to Fig. 6.c (H = 250 m, PRF =100 kHz), a higher altitude allows the 515 

instrument to measure the same scene with smaller scanning angles, which leads to smaller 516 

height error (Fig. 6.f). For the configuration of H = 250 m and PRF =50 kHz, the simulated 517 

point cloud (Fig. 6.g) displays the similar blind region distribution but sparser points 518 

compared to Fig. 6.c. The curve in Fig. 6.h indicates that the height error has a monotonic 519 

reduction relationship with the PRF. Indeed, a larger pulse density increases the probability to 520 

detect treetops, and thus improves the DSM accuracy.  521 

 522 

 
 a) b) 
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Fig. 6. Multi-pulse drLiDAR for the Jarvselja birch stand. a) Tree species map (cf. Fig. 5.a) and airborne LiDAR 523 

configuration. b) Oblique view of simulated point cloud with H = 250 m and PRF = 100 kHz. c) Top view of b). 524 

d) Relationship between the scanning angle and the height error of LiDAR-derived DSM. e) Top view of 525 

simulated point cloud with H = 500 m and PRF = 100 kHz. f) Relationship between the platform altitude and the 526 

DSM error. g) Top view of simulated point cloud with H = 250 m and PRF = 50 kHz. h) Relationship between 527 

the PRF and the DSM error. 528 

c) d) 

e) f) 

g) h) 
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 529 

3.3. Simulation of wLiDAR with solar signal 530 

The wLiDAR solar signal simulation of DART-Lux is compared to that of DART-RC for the 531 

Wellington citrus orchard in RAMI-IV experiment. This realistic 108 m × 104 m scene 532 

contains 1115 citrus trees (Fig. 7.a). The simulated wLiDAR sensor mimics the GEDI system 533 

(Table 1). The sun zenith and azimuth angles are set to �ptq	50°  and Qptq	180° , 534 

respectively.  535 

 536 

Fig. 7.b shows the DART-Lux and DART-RC waveforms with their solar signal 537 

contributions. The solar signal in DART-Lux adds a constant number of photons �´µ 	 1.94 538 

photons/bin, a bit less than �´µ 	 1.96 photons/bin in DART-RC (cf. enlarged view in Fig. 539 

7.b). This constant photon number represents the average estimate of received solar photons 540 

per bin. The estimated bias between DART-Lux and DART-RC is due to approximations 541 

made by DART-RC when calculating the solar signal (Yin et al., 2016). For instance, DART-542 

RC uses a pure pinhole camera to mimic the LiDAR receiver. Also, when converting the solar 543 

radiance into the solar photons, DART-RC does not consider the difference of solid angle 544 

towards the sensor at different positions of the FOV. In contrast, the LiDAR receiver in 545 

DART-Lux is more in line with the real instrument, which gives a more accurate estimate of 546 

the solar signal.  547 

 548 

The flexibility of DART-Lux for modeling solar signal is investigated based on a set of 549 
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sensitivity experiments with various solar directions. Fig. 7.c displays the solar photons with 550 

the variation of �ptq from -80° to 80° (�ptq < 0 if Qptq 	 0). Based on the simulated solar 551 

photon (�´µ) and the incident sun irradiance (hptq), the bidirectional reflectance factor (BRF) 552 

of the whole scene within the FOV can be calculated as: 553 

¶MrÀ���, Q� , �Á, QÁ� 	 a ∙ �=MrÀhptq ∙ cos �ptq 	 a ∙ 1
hptq ∙ cos �ptq ∙ �´µ ∙ ℎÂ ∙ �

∆Ã ∙ �MrÀ ∙ ∆Ω (20) 

where �=MrÀ  is the average exitant solar radiance within the FOV, ∆Ã is the band width of 554 

LiDAR receiver, �MrÀ is the area of FOV, ∆Ω is the solid angle of scene towards the receiver, 555 

(�� , Q�) and (�Á, QÁ) are the direct sun illumination direction and the LiDAR viewing direction 556 

respectively. Also, the BRF of the scene within the footprint can be calculated by total LiDAR 557 

received energy (dF) and emitted energy (d
) with the equation ¶MN�0, 0, 0, 0� 	 ®
∆� ∙ ¸Ä

¸¹. In 558 

order to validate the BRFs derived from laser and solar signals of DART-Lux LiDAR mode, 559 

we simulate the BRF images with the DART-Lux image mode (Wang et al., 2022) with the 560 

same directions, and calculate the average BRFs of the FOV and footprint regions. The 561 

comparison results as in Fig. 7.d show that the BRFs derived from LiDAR (laser or solar) 562 

signals and optical images are almost consistent, demonstrating that the received solar or laser 563 

energy has potentials to reveal the scene reflectance. Additionally, the variations of solar 564 

signal and BRF in Fig. 7.c and Fig. 7.d are nearly symmetric due to the azimuthal symmetry 565 

of the scene, with maximal values when the sun and LiDAR directions are identical (�ptq	0° 566 

at nadir), partly due to the hot spot effect (Kuusk, 1991). The difference of variations of solar 567 

signal and BRF stress that the solar signal received by LiDAR sensor is influenced by the 568 

coupling of scene reflectance, sun direct irradiance, and sun direction. 569 
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Fig. 7. wLiDAR with solar signal in Wellington Citrus Orchard. a) Citrus distribution map with LiDAR footprint 570 

(D = 25 m) centered at (50 m, 50 m). b) DART-Lux and DART-RC waveforms with solar signal. c) Simulated 571 

solar photons for various solar zenith angles. d) Scene BRFs within the FOV / footprint derived from simulated 572 

solar / laser signals and simulated optical images.  573 

 574 

3.4. Simulation of pcLiDAR with solar signal 575 

The potential of DART-Lux to simulate pcLiDAR with solar signal is investigated with the 576 

Wellington citrus orchard and same solar direction (�ptq	50°, Qptq	180°) as in section 3.3. 577 

a) b) 

c) d) 
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The pcLiDAR device mimics the MABEL system (Table 1) (McGill et al., 2013). The black 578 

arrow in Fig. 8.a shows the flight track from (3 m, 3 m) to (101 m, 101 m). With a 0.02-m 579 

along-track step, 6929 pulses are launched.  580 

 581 

Fig. 8.b-e show the DART-Lux-simulated photon counts without and with solar signal at 532 582 

nm and 1064 nm, respectively. Each figure is for two ranges: [-2000 m, 10000 m] (top) and [-583 

5 m, 10 m] (bottom). The lower sub-figures are intended to stress the LiDAR signal from the 584 

scene. Without the sunlight (Fig. 8.b and c), the photons mostly come from the scene and 585 

partly from the instrumental dark counts. The lower subfigures of Fig. 8.b and c indicate that 586 

the density of photons from the scene is larger at 1064 nm (averagely 1.58 photons per shot) 587 

than at 532 nm (averagely 1.68 photons per shot), which is due to the stronger reflectance of 588 

vegetation and background at 1064 nm. With the sunlight (Fig. 8.d and e), the solar power 589 

significantly increases the photon density. Again, due to the stronger reflectance of vegetation 590 

and background at 1064 nm, the solar photon frequency is greatly larger at 1064 nm 591 

(averagely 4.93×10-5 photons per bin per shot) than at 532 nm (averagely 3.23×10-3 photons 592 

per bin per shot). Fig. 8.f and Fig. 8.g plot the number of solar photons per bin (�´µ) in 593 

DART-Lux and DART-RC versus the pulse index at two wavelengths. They stress that the 594 

solar signal fluctuation curves simulated by DART-Lux and DART-RC are almost consistent. 595 

Additionally, the solar photon frequency fluctuates as the sensor moves, which is coherent 596 

with the scene reflectance heterogeneity. However, the number of peaks of solar photon 597 

frequency in Fig. 8.f and Fig. 8.g is less than the number of citrus rows. It can be explained 598 
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that the solar signal is influenced by the composite reflectance of light crown, shadow crown, 599 

light ground, and shadow ground due to the large footprint size (D = 2 m). 600 

 601 

a)  

  

  

b) c) 

d) e) 
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Fig. 8. pcLiDAR with solar signal in Wellington Citrus Orchard. Left: λ=532 nm. Right: λ=1064 nm. a) Citrus 602 

distribution map with sensor and sun configurations. b, c) DART-Lux pcLiDAR signal without solar signal for 2 603 

vertical ranges (top: [-2000 m, 10000 m]; bottom: [-5 m, 10 m]). d, e) DART-Lux pcLiDAR signal with solar 604 

signal for the same ranges. f, g) Solar photons per bin simulated with DART-Lux and DART-RC against pulse 605 

index. 606 

 607 

4. Discussion 608 

4.1. Advantages of DART-Lux for simulating LiDAR signals 609 

This study assessed the performance of the DART-Lux LiDAR modeling using the 610 

benchmark model DART-RC. As expected, the two independently designed models in DART 611 

converge to the same results. This not only proves the accurateness and unbiasedness of 612 

DART-Lux but also DART-RC. Additionally, DART-Lux offers significant advantages in the 613 

efficiency of simulation of LiDAR signals especially for complex scenes with billions of 614 

facets. Table 3 summarizes the processing times and memory usages of the four case studies. 615 

It shows that DART-Lux takes around half time and hundredfold less memory of DART-RC 616 

for simulating LiDAR signals. The time difference is even tenfold shorter if the solar signal is 617 

f) g) 
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simulated. These improvements are mostly explained by: 618 

- BDPT algorithm of DART-Lux: it can sample more paths from source to receiver than the 619 

forward MC method of DART-RC (Table 2). 620 

- Difference of solar signal modeling: DART-Lux simultaneously simulates the solar and 621 

laser signals reaching the PMT, whereas DART-RC simulates them in turn and then 622 

couples them together. Also, DART-RC simulates the solar signal with the DOM method, 623 

which is proven much less efficient for simulating the signal of passive sensors (LiDAR is 624 

regarded as a passive sensor when modeling solar signal) compared to DART-Lux (Wang 625 

and Gastellu-Etchegorry, 2021). 626 

- Geometry instance technique: For the landscapes where some elements (e.g., tree, maize 627 

plant) can be simulated as clones of a limited number of 3D objects, DART-Lux stores an 628 

instance of each object and clones it by the transformation matrix with scaling, rotation, 629 

and pan information. In contrast, DART-RC stores each 3D object in the memory. The 630 

order of magnitude of the gain in memory usage depends on landscapes and can be greatly 631 

larger than 100. 632 

 633 

In addition to the above efficiency improvements, the LuxCoreRender used by DART-Lux 634 

supports the computing of ray-tracing on any number of CPUs and/or GPUs. It stresses that 635 

DART-Lux has potentials to improve the simulated times by an order of magnitude again. 636 

DART team is currently developing the GPU acceleration capability of DART-Lux, to 637 
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facilitate RS modeling of large-area complex scene by incorporating high-performance 638 

computing technology.  639 

 640 

Table 3. Comparison of DART-Lux and DART-RC processing time and memory usage for the four case studies. 641 

Resources 

DART-Lux DART-RC 

Memory 

usage 
Time 

Memory 

usage 
Time 

wLiDAR
①

 

rRMSE ≤ 5% 1.4 GB 1.15 s 238 GB 4.74 s 

rRMSE ≤ 2% 1.4 GB 9.20 s 238 GB 40.3 s 

drLiDAR
①

 

PPR = 50 kHz 2.4 GB 0.84 h 253 GB 1.16 h 

PPR = 100 kHz 2.4 GB 1.69 h 253 GB 2.30 h 

PPR = 150 kHz 2.4 GB 2.53 h 253 GB 3.46 h 

wLiDAR with 

solar signal
②

 

laser signal 3.2 GB 1 min 60 GB 2 min 

laser and solar signals 3.2 GB 2 min 60 GB 11 h 

pcLiDAR with 

solar signal
②

 

laser signal 4.4 GB 0.9 h 62 GB 1.2 h 

laser and solar signals 4.4 GB 1.8 h 62 GB 12.4 h 

①
 Computing platform: Intel Xeon E5-2687 @3.1 GHz processor, 20 threads, 500 GB memory 642 

② Computing platform: Inter Xeon E5-1620 @3.5 GHz processor, 8 thread, 64 GB memory 643 

 644 

4.2. Comparison of bidirectional, forward, and backward path tracings for LiDAR signal 645 

modeling 646 

By limiting the maximum number of vertices of receiver or light sub-paths as 0, the BDPT 647 

mode of DART-Lux can be degraded into the forward or backward path tracing modes. We 648 
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compare the efficiency (i.e., processing time) of the three modes for modelling the laser and 649 

solar signals based on the case studies of the Jarvselija birch stand and the flat land. The 650 

results in Table 4 indicate that the best mode is influenced by various factors. If only 651 

simulating the laser signal of which the laser illumination region is smaller than the FOV 652 

region, the backward mode is always worst due to the redundant computations of rays 653 

launched outside the footprint. If the received signal is mainly from 1st-order scattering (e.g., 654 

flat land), the forward mode is the best since the BDPT still traces many invalid rays outside 655 

the footprint. In contrast, if multiple scattering occurs frequently (e.g., Jarvselja birch stand), 656 

BDPT has advantages over the forward and backward modes thanks to effective path 657 

generation. Note that the multiple scattering of laser pulse is influenced by many factors, e.g., 658 

scene properties, laser wavelength, and footprint size (Gastellu-Etchegorry et al., 2016). The 659 

results are opposite if only simulating the solar signal of which the solar illumination region 660 

(the whole scene) is larger than the LiDAR FOV region. The forward mode converges 661 

slowest, confirming the previous study that the forward mode usually performs worse than the 662 

backward mode on the signal simulation of passive sensors (Qi et al., 2019). However, the 663 

BDPT mode is more suitable for simulating the solar signal than the backward mode when the 664 

rays are frequently scattered within the FOV. When simulating the LiDAR signal with solar 665 

signal, the optimal mode is influenced by multiple factors, including the areas of sun and laser 666 

illuminations and LiDAR observation, the contribution of high-order scatterings, and the 667 

contribution of solar signal. Although the BDPT mode cannot be optimal in all cases, its 668 

effective path generation algorithm and MIS weight mechanism make it ease the difficulty of 669 
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high-order signal modelling, especially over large-scale complicated scenarios. 670 

 671 

Table 4. Computational time of forward, backward, and bidirectional path tracing modes for modeling the laser 672 

signal and solar signal on Jarvselja birch stand and flat land.  673 

Computational time
①

 Forward mode Backward mode BDPT mode 

Laser signal 
Jarvselja birch stand 1.73 s 5.06 s 1.25 s 

flat land 0.10 s 0.25 s 0.17 s 

Solar signal 
Jarvselja birch stand 1.80 s 1.20 s 1.07 s 

flat land 0.63 s 0.10 s 0.37 s 

LiDAR signal 

with solar signal 

Jarvselja birch stand 3.45 s 9.82 s 2.42 s 

flat land 0.39 s 0.48 s 0.40 s 

①Hough time to get rRMSE≤5% (LiDAR footprint D=30 m, FOV Dfov=45 m, laser wavelength λ=1064 nm). 674 

 675 

5. Conclusion 676 

This study developed a new computationally efficient LiDAR modeling method based on the 677 

recent DART-Lux mode of DART. This method mimics the illumination and receiving modes 678 

of LiDAR sensors, adapts the BDPT method into the LiDAR time and power measurements, 679 

introduces direct light sampling strategy to solve the modeling of solar signal in LiDAR 680 

signal, and supports the output of multi-platform multi-type LiDAR signals. The accuracy and 681 

performance of DART-Lux were assessed based on four case studies with different LiDAR 682 

configurations (wLiDAR, drLiDAR, wLiDAR with solar signal, and pcLiDAR with solar 683 

signal) on two realistic scenes (Jarvselja birch forest and Wellington Citrus Orchard), using 684 

DART-RC as a reference model. The simulation of single pulse waveform with many rays 685 
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stresses the consistency of DART-Lux and DART-RC: R2 = 1 and rRMSE = 0.21%. The 686 

faster convergence of DART-Lux stresses its better efficiency and accuracy: for a same 687 

number of rays or a same computation time, it converges faster than DART-RC. In terms of 688 

the case studies, the memory usage of DART-Lux is hundredfold less than DART-RC, and its 689 

processing time is about half that of DART-RC, and tenfold less if the solar signal is 690 

simulated. In the next work, the time efficiency might be improved again once DART-Lux 691 

mode is developed to support GPU acceleration. 692 

Additionally, a series of DART-Lux sensitivity studies were done to assess the adaptability of 693 

DART-Lux to the cases of actual LiDAR configurations with various footprint sizes, scanning 694 

angles, pulse densities, laser wavelengths, with or without sunlight. Their results illustrate the 695 

potential of DART-Lux to provide important information for analysis and exploitation of 696 

LiDAR data, such as i) the impact of scanning angle, flight altitude, and pulse density on the 697 

ALS-derived DSM error; ii) the impact of sunlight on LiDAR signal, depending on the 698 

landscape reflectance, laser wavelength, and directions of sun irradiation and sensor 699 

observation, etc. 700 

 701 

In summary, this new DART-Lux model opens promising perspectives for LiDAR 702 

applications over large-area landscapes with the advantages of high accuracy, low memory 703 

cost, and fast 3D modeling. Apart from the LiDAR modeling, DART-Lux is on-going 704 

improved in order to become a unified and comprehensive RS 3D RT model, including 705 

satellite, airborne and in-situ spectroradiometer and thermal images, bidirectional reflectance 706 



43 
 

factor, LiDAR, solar-induced chlorophyll fluorescence, and 3D radiative budget of urban and 707 

natural landscapes (Regaieg et al, 2022; Wang and Gastellu-Etchegorry, 2021; Wang et al, 708 

2022). Currently, the DART-Lux LiDAR module is already integrated into the official DART 709 

version freely available to scientists (https://dart.omp.eu). Validation of DART-Lux with 710 

actual LiDAR measurements (i.e., GEDI and ICESat-2) and atmosphere radiative transfer in 711 

DART-Lux LiDAR model are presented in a companion paper (Yang et al., 2021). 712 
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 722 

Appendix A. Nomenclature 723 

A.1 Acronyms 724 

ALS Airborne laser scanning 

BDPT Bidirectional path tracing 

BRF Bidirectional reflectance factor 
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BSDF Bidirectional scattering distribution function 

CDF Cumulative density function 

DART Discrete Anisotropic Radiative Transfer 

DART-FT DART model on Flux-Tracking mode 

DART-RC DART model on Ray-Carlo mode 

DART-Lux DART model on bidirectional path tracing mode 

DOM Discrete ordinates method 

DSM Digital surface model 

FOV Field of view 

GEDI Global Ecosystem Dynamics Investigation 

ICESat Ice, Cloud, and land Elevation Satellite 

LiDAR Light Detection And Ranging 

wLiDAR Waveform LiDAR 

drLiDAR Discrete return LiDAR 

pcLiDAR Photon counting LiDAR 

MC Monte Carlo 

MIS Multiple importance sampling 

PDF Probability density function 

PMT Photomultiplier tube 

PRF Pulse repetition frequency 

RMSE Root mean square error 

RS Remote sensing 

RT Radiative transfer 

UAV Unmanned aerial vehicle 

 725 



45 
 

A.2 Symbols 726 

� Area of the scene surface 

�"!p­ Area of virtual sunlight disk 

�pkqr$ Area of virtual sensor plane 

�pkqpr$ptu  

Subarea on virtual sensor plane. It receives rays through a point on 

the receiving aperture 

�tel Area of the receiving aperture of LiDAR telescope 

�MrÀ Area of LiDAR FOV 

� Light speed 

D Footprint diameter 

' Set of all paths  

') Set of paths with number of edges n 

h Irradiance, unit: W/m2 or W/m2/μm 

hAi Incident irradiance at vertex >, 

h� Solar irradiance 

o Distance of virtual sensor plane to LiDAR receiver 

� Signal sampling frequency 

��>4, 
Ω�, Ω��, 
 ��>4:, → >4 → >47,� 

BSDF at vertex >4  with incident direction Ω�  ( >4:, → >4 ) and 

exitant direction Ω� (>4 → >47,) 

���̅�,�� Power contribution in function of path �̅�,� 

��>4:, ↔ >4� Connection function between vertices >4:, and >4 

ℎ Plank’s constant 

� Radiance, especially �
 is the emitted radiance of light source 

��>4, Ω��, ��>�→ >��1� Radiance from the vertex >4 to the direction Ω� or the vertex >47, 
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���̅�,�� Length of path �̅�,� 

� !"#$�¡� Number of laser photon in a function of time bin ¡ 

�´µ Number of solar photons per time bin 

��, �� Maximal number of vertices in light and receiver sub-paths. 

n Number of edges of path, also called path depth, 5 ∈ ℤ7 

GH�I, J, K� LiDAR position 

Plight Probability to sample a source from the light group (laser + sunlight) 

>�>4→�, >�v4←� PDFs of sampling vertex >4 and v4 in forward and backward paths 

>�>0, Ω�, >�v0, Ω� Directional PDFs of ray starting from >0 and v0 with direction Ω  

>��̅�,�� PDF of path �̅�,� 

>�:, s-th vertex on the light sub-path (>0 is located on the light source) 

>̅� Light sub-path with s vertices 

>�;�, >�¡� Distribution of emitted laser energy, as a function of time ; or bin ¡ 

d
 Total laser emitted energy, unit: J 

d !"#$�¡� The received laser energy in the function of bin ¡ 

vpkqpr$ Vertex located on the virtual sensor plane 

v�:, t-th vertex on the receiver sub-path (v0 is located on the receiver) 

v=� Receiver sub-path with t vertices 

< Radius of virtual scene sphere 

<= A random path sample 

���, ��, �, �4 Vertex on the path 

�̅, �̅) A path from source to receiver with number of edges (path depth) n 

�̅�,� 
A path from source to receiver generated by connecting the light 

sub-path >̅� and the receiver sub-path v=�, satisfying s+t=n-1 
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�pkqr$ Radius of virtual sensor plane 

�pkqpr$ptu  Radius of subarea on virtual sensor plane 

�tel Radius of LiDAR telescope 

�fp Radius of LiDAR footprint 

� Importance function, especially �
 is the emitted importance 

���̅�,�� MIS weight of path �̅�,� 

R Dirac delta function 

�, Q Zenith and azimuth angles 

��, ��AÆ 
Incident angle (at vertex >4 ) between incident direction Ω�  and 

surface normal vector 

�MN, �lmn Half dispersion angles of LiDAR footprint and FOV 

T Fraction of laser energy at the footprint edge to the center 

Ã Laser wavelength 

∆Ã Band width of LiDAR receiver 

& Area-product measure of path 

¡ Time bin in LiDAR waveform sequence, ¡ ∈ ¢ 

∆¡ Duration bins of emitted laser pulse 

_ Standard deviation of 2D Gauss distribution of emitted pulse energy 

;��̅�,�� Time delay of path �̅�,� 

© Photon frequency 

Ω Direction vector 

Ω�, Ω� Incident direction and exitant direction 

Ω� Sunlight direction 

ΩOOPH��H, QH� LiDAR orientation 
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ΔΩMN Conical solid angle of LiDAR footprint 

Φ
�>0, ;� Emitted laser power at the time ;. 

Φ !"#$ Total laser receiving power. 

Φ !"#$�;�, Φ !"#$�¡� Laser power profile as a function of time delay ; or time bin ¡ 
Φ�  !"#$�;� A MIS Monte Carlo estimator for Φ !"#$�;� 

 727 

Appendix B. Directional PDF of rays from laser source 728 

The hit of a nadir laser pulse onto a flat plane with a unit distance from the laser source, gives 729 

a circular footprint with radius �MN	 tan �MN. The fraction of laser energy at the footprint edge 730 

to the center T satisfies the equality T	 exp Z
 FÇÈ̄
VÉ¯` with _ the standard deviation of the 2D 731 

Gaussian distribution of emitted energy. For any position �I, J� within the footprint, the area 732 

PDF of exitant ray is: 733 

>�I, J� 	
i

¯ÊË¯ kÌNZ:Í¯ÎÏ¯
¯Ë¯ `

∬ i
¯ÊË¯ kÌNZ:Í¯ÎÏ¯

¯Ë¯ `Í¯ÎÏ¯ÑÄÇÈ̄ ÒÓÒÔ 	
i

¯ÊË¯ kÌNZ:Í¯ÎÏ¯
¯Ë¯ `

,:Õ , where IV � JV ≤ �MN (B. 1) 

The Cartesian coordinate �I, J�  can be transformed to the polar coordinate (�, Q ) using 734 

I	� cos Q , J	� sin Q with � the distance to footprint center and Q the azimuth angle:  735 

>��, Q� 	
Ä

¯ÊË¯ kÌNZ: Ä¯
¯Ë¯`

,:Õ , where � ≤ �fp   (B. 2) 

The directional PDF of exitant ray from light source vertex >0 is computed from the area PDF 736 

by the relationship between unit solid angle and unit surface area (i.e., �Ω 	 �� ∙ Ö i
×Ø² Ù£¯

Úrp Û ): 737 

>�>0, Ω� 	 >��, Q� ∙ Ö i
×Ø² Ù£¯

F Úrp Û 	 kÌNZ:xÜÝ¯ Ù
¯Ë¯ `

V®É¯∙ÚrpÞ Û∙�,:Õ�, where � ≤ �MN (B. 3) 

The random laser ray with directional PDF >�>0, Ω� can be generated by sampling the zenith 738 
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angle � and azimuth angle Q independently. The cumulative density functions (CDF) of � and 739 

Q are: 740 

G��� 	 � sin � ∙ exp Z
 tanV �2_V `
_V ∙ cosb � ∙ �1 
 T� ��Û

0
	 1 
 exp Z
 tanV �2_V `

1 
 T  

G�Q� 	 � 1
2a �Qß

0
	 1

2a Q 

(B. 4) 

Based on the CDFs, the exitant direction of laser ray can be determined by inverting two 741 

random numbers à,, àV ∈ [0,1], i.e., � 	 G:,�à,�, Q 	 G:,�àV�. 742 

 743 

 744 
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