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Abstract: Several energy management strategies, of increasing complexity, are compared in term of cost 8 

benefit for a Photovoltaic /battery system providing electricity to an accommodation building with an electric 9 

vehicle. Rule based control methods with or without production forecasting are implemented and compared 10 

to a linear programming strategy used as a reference. The improvement in term of gain between simplest and 11 

reference methods is about 27%. It appears that the battery cycles number differs greatly (up to 55%), leading 12 

to a more or less rapid ageing. Battery degradation models are thus added and a corresponding cost is 13 

introduced in the strategy benefit. The results, depending on the initial battery cost, are significantly 14 

impacted, changing the relevance of the control strategies. 15 

Keywords: solar microgrid; energy management system; rule based control; battery ageing model. 16 

 17 

1. Introduction 18 

 The growing use of microgrids to integrate distributed energy resources (DERs) involves the use of 19 

specific controllers with integrated Energy Management Systems (EMS) for proper management and 20 

efficient system operation [1]. Such EMS can be used to schedule the operation of distributed 21 

generators (DGs), loads and storage within a microgrid, allowing the reduction of operating costs and 22 

CO2 emissions. They are particularly useful when variable pricing and generation are involved [2]. We 23 

can differentiate two main types : EMS relying on mathematical optimization, using prevision of the 24 

future system behavior [3] [4], or rule based EMS consisting in a combination of rules. Rule based 25 

control (RBC) presents the advantage of being simple and easy-to-use but the rules may be hard to 26 

tune [5]. Unlike mathematical optimization such as linear or dynamic programming, they can rely or 27 

not on load and production prevision depending on their availability. 28 

 In a previous paper [6], several EMS were applied to an existing microgrid located in Ajaccio, 29 

Corsica (FRANCE). In this study, we focused on a part of the modular microgrid PAGLIA ORBA 30 

including energy production: PV modules, storage: lead acid batteries and loads: accommodation 31 

building and electric vehicle. One of the main results was to highlight the performance of a well-32 

designed RBC in terms of cost optimization, even with multiple constraints: limitation of the power 33 

exchanged with the main grid and price fluctuation of energy (peak and off-peak hours). However, 34 

such work had a few drawbacks. At that time, only two weeks of data had been assessed. As PV 35 

production and load consumptions are affected by climate and seasonal effect, this is not enough to 36 

draw a definitive conclusion. Indeed, it seems easier to calibrate an RBC to work on a short specific 37 

period rather than on a whole year, which could be compared to the “overfitting” problem in 38 

optimization. We also observed that the different strategies had different uses of the battery 39 

reflected by various levels of SoC, DoD and cycles numbers. In these circumstances, it may be unfair 40 

not to consider the battery cost affecting the real cost of the system. This paper thus aims to 41 

overcome these two main drawbacks. For the first point, we can now provide such study with a 42 

whole year of data, allowing to test the previous RBCs on a longer period and improve them to take 43 
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seasonal effects into account. For the second point, the choice of a method to calculate battery 44 

ageing is far from trivial. 45 

 In a PV microgrid, the storage can complement variable renewable generation to improve the 46 

matching of solar PV production with electricity demand. If the PV module price decreased 47 

exponentially, the price of the energy storage also decreased importantly; between all the energy 48 

storage means, it appears clearly that for small or medium PV installations, as studied in this paper, 49 

electrochemical storage is the most appropriate. Between all the electrochemical storages, the 50 

market share of Li-ion batteries for electric vehicles (EVs) and stationary storage climbed from 5% in 51 

2010 to more than 60 % in 2017 [7]. The Lead acid battery technology represented in 2016 about 6% 52 

of the storage market (without hydro pumping system) [8]. Even if this battery technology is today 53 

less used than Li-ion technology, it is the type of battery integrated in the PV microgrid studied in this 54 

paper. In this context, storage systems have been the subject of several researches because they 55 

represent an important part of the microgrid. Storage systems are used to stock excess energy 56 

produced by the PV plant and to supply electricity to the load when necessary; it helps balancing the 57 

grid by reducing the intermittent and random nature of renewable energy, but also supplying 58 

demand in the event of power shortage. 59 

 The utilization of battery in a PV system implies to develop methods to take a decision on its 60 

management. A storage, particularly a battery, is neither treated as production nor as load. The 61 

decision to be taken for its use depends, obviously, on the energy availability but it can also be 62 

scheduled for a future dispatch moment as per the dynamic behavior of electricity tariff, load, and 63 

production. Numerous researchers focused on optimal operating strategies of battery for increasing 64 

its performance, efficiency, and life-time [9] keeping in mind that battery is a very costly part of the 65 

microgrid. Such a strategy was developed by Tran and Khambadkone [10] with a Peukert life-time 66 

model to predict the battery life-time and a stochastic dynamic programming for optimization. They 67 

showed, in this case-study, that it is possible to improve energy efficiency of ESS from 74.1% to 68 

85.5% (+15%) and the lifetime of two battery packs from 3.6 years to 5 years (+39%) and from 2.4 69 

years to 5.7 years (+140 %) showing the importance of such battery management. The same Peukert 70 

model was also used to determine the loss of health for the battery which is minimized in the 71 

operation of a PV system [11]. However, Azuatalam et al. [12] shows that using a sophisticated EMS 72 

may not necessarily improve the performance and economic viability of the system as the battery 73 

degradation adversely affects its lifetime. 74 

 A battery life estimator with, as main variables, the varying depths and rate of discharge was 75 

considered in a power management framework for a commercial hybrid renewable microgrid with 76 

battery storage [13]. Studies on the integration of battery degradation issues within battery control 77 

are available in the literature, in which the battery defines an upper bound on the maximum number 78 

of cycles [14], or defines upper bounds and lower bounds on the state of charge of the battery 79 

without formal optimization [15]. 80 

 In a multi-carrier energy hub, a cost-effective strategy based on a mixed-integer non-linear 81 

optimization and considering the degradation cost of battery were applied [16] and proved its 82 

positive impact on the economic operation of this energy hub while meeting the system’s 83 

constraints. In view to extend the lifetime of the battery, the variation of the wind turbine output is 84 

reduced using an optimal dispatch strategy [17].  85 

 The degradation, life-time, operation and maintenance costs of the battery can be incorporated in 86 

the optimization process to increase the profit of a microgrid system using model predictive control 87 

(MPC) [18]. Cai et al. [19] also developed a MPC applied to a sustainable building in view to decrease 88 
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the utility costs while minimizing battery degradation. Bordin et al. [20] developed a methodology 89 

including battery degradation processes via a degradation cost inside the optimization model.  90 

 Although not exhaustive, this bibliographical study on the inclusion of battery degradation and 91 

lifetime in optimization processes for energy management highlights the importance of this topic in 92 

the development of microgrids with storage and using mainly an intermittent production from 93 

renewable sources. A literature survey on the influence of battery degradation model will be 94 

presented later. 95 

 The aim of this paper is thus to complete and improve the previous study [6] allowing to assess 96 

the relevance of using an RBC as an EMS for microgrid while taking into account the battery cost. The 97 

paper is structured as follows: 98 

• a brief overview of the facilities (PAGLIA ORBA microgrid) and data used in this study; 99 

• a description of the different EMS tested and their improvements; 100 

• a presentation of the methods to consider batteries ageing cost; 101 

• the main results considering energy and cost savings; 102 

• the conclusion and perspectives for following works. 103 

2. R&D PAGLIA ORBA microgrid 104 

 An R&D solar microgrid called PAGLIA ORBA (Figure 1) is operating in the SPE laboratory 105 

(University of Corsica, Ajaccio, FRANCE). In this study we focus on a part of this microgrid including 106 

three Distributed Generation systems (DG: 3 PV arrays of 17 kW AC), an Energy Storage System (ESS: 107 

electrochemical batteries with a total capacity of 70 kWh DC) and 2 loads (one accommodation 108 

building and one electric vehicle). This three-phase microgrid uses a common AC bus and can operate 109 

both in grid-connected or islanded mode. A general schematic is also presented in Figure 2. 110 

 111 
Figure 1. PAGLIA ORBA microgrid 112 

The PV system is composed of 3 × 56 monocrystalline silicon 327 Wp modules (SUNPOWER E20) 113 

connected to 3 x 17 kW inverters (SMA SUNNY TRIPOWER 17000TL-10). The ESS consists in 24 × 2V 114 

lead acid batteries (OPzV) in series and is operated by six inverters/chargers (STUDER INNOTEC 115 

XTENDER). For the loads, the consumption of the accommodation building varies depending on the 116 

period and the capacity of the EV is 22 kWh. The EV is used every day from 9:00 to 16:00 and is 117 
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considered as fully discharged at 16:00. From 16:00 to 18:00, the EV is charging in the microgrid with 118 

a maximum power of 22 kW and a mean power of 11 kW. If we consider the total consumption, this 119 

leads to a maximum power of 34.2 kW and a mean power of 3.5 kW. 120 

 121 

Figure 2. General Schematic of the microgrid 122 

 This study focuses on one year of data, from 2017 January 1st to December 31th.  The daily profiles 123 

for loads and PV production for the whole period are shown in Figure 3 and Figure 4. These figures 124 

highlight the seasonal effect of PV and the variation of load consumption. Lowest values of energy 125 

consumption in summer are due to the fact that the accommodation building does not have air-126 

conditioning. For PV profile, the treshold at 51 kW corresponds to the maximum power of the PV 127 

inverters in AC. 128 
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 129 
Figure 3. Load profile 130 

 131 
Figure 4. PV profile (AC) 132 

 At last, we consider that the microgrid is buying and selling energy from and to the main grid with 133 

different prices, corresponding to a real electricity contract available in this region: 134 

• Energy bought from the main grid, �������: 122.4 €/MWh during “off-peak hours”, from 135 

22:00 to 04:00 and 163.1 €/MWh during “peak hours”, from 04:00 to 22:00. 136 
 137 

• Energy sold to the main grid, �����	

: constant price of 137.7 €/MWh. 138 

3. EMS description 139 
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 In the previous study [6], several RBC strategies had been tested and compared on a fourteen 140 

days period (March 16th to 29th). Each of them prioritizes the PV to supply the load and is based on 141 

the difference between PV and load powers: 142 

 They also respect a certain number of constraints, ensuring that the repartition of the power 143 

flows is done in a realistic way. Such constraints mainly concern power limitation for PV, grid and 144 

battery as well as the battery SoC: 145 

����
� � ������ � ������ 	 (2) 

��, ���� � ��, ���� � ��, ���� � ����� � ����� (3) 

��, ���� � ��, ���� � ��, ���� � ����� (4) 

��, ���� � ��, ���� � ��, ���� � ����� � ����� (5) 

 146 

 Battery admissible powers during charge and discharge are also defined by: 147 

 148 

 Main parameters values can be found in Table 1. 149 

Table 1. Parameters information 150 

Parameter Value Description 

��� �  [kW] 55 PV array nominal power (DC) �!"#���  [kW] 51 PV inverter maximum power (AC) �� �$���  [kW] 24 Grid maximum power output (AC) ��
����  [kW] 24 Grid maximum power input (AC) �%�&'' [kWh] 70 Battery useful capacity (DC) ��
����  [kW] 14 Battery maximum power input at 0.2 C (DC)  �� �$���  [kW] 35 Battery maximum power output at 0.5 C (DC) η
� [-] 0.9 Battery charge efficiency η �$ [-] 0.9 Battery discharge efficiency 

Δ	 � �� � 	�� (1) 

0 � ��, ���� � �!"#��� 
(6) 

0 � ��, ���� � min	��� �$��� , �!"#���� (7) 

0 � ��, ���� � min	.��
����
η
� , �!"#���/ (8) 

0 � ��, ���� � �� �$��� 	η �$ (9) 

0 � ��, ���� � min	��� �$���  η �$, �� �$���) (10) 

0 � ��, ���� � ��
����  
(11) 

0 � ����� 
(12) 

0 � ����� 
(13) 

��
��0� � min .��
���� , �1 � ����	�%�&''	��	η
� / (14) 

�� �$�0� � max	4��� �$��� , ����	�%�&''	η �$dt 7 (15) 
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 151 

 As the battery is controlled in order to prevent extreme conditions such as deep discharge and 152 

high charging/discharging current, its efficiency has been assumed to be constant and the same value 153 

is used both in charging and discharging mode [21]. 154 

 At the start of the simulation, the SoC is set at 50%.  At the end of the simulation it must end at 155 

0% (battery useful capacity). This way, we can easily compare the results of all strategies. At last, the 156 

grid cannot be used to charge the battery. 157 

 Based on this information, it is possible to calculate the energy balance cost on a given period by: 158 

This cost will be the main comparison criterion for the first part of this study. 159 

 Presentation of the RBCs as well as their flowcharts are given in [6]. Here, we only propose a brief 160 

summary of these RBCs before introducing their improvement, taking into account seasonal effects.  161 

• RBC1 is a quite simple strategy which only maximizes self-consumption. While there is 162 

enough PV power, it supplies the load and the surplus is used to charge the battery or is sold 163 

to the grid when the battery is full. When PV power is not sufficient, the missing power is 164 

supplied by the battery by priority and then by the main grid. 165 

 166 

• In RBC2, the choice depends on the energy costs, the PV power and the battery SoC. This 167 

strategy favors the use of the grid during off-peak hours (from 22:00 to 4:00) when energy is 168 

less expensive. If a given PV level and SoC is reached, it also prevents the storage to be full 169 

too quickly by allowing the selling of PV power sooner. While reducing the self-consumption, 170 

this provides a more efficient management in terms of economy. 171 

 172 

• RBC3 is an improvement of RBC2 considering the forecasting of the mean PV production for 173 

the next six hours. This allows the controller to manage the battery more efficiently by 174 

avoiding events such as full battery due to high PV production all over the day. This is 175 

particularly important before the sunrise, to prepare for peak hours (4:00 to 22:00) and 176 

determine the SoC level that should be kept in the battery. 177 

The forecasting used in this RBC is based on an Auto Regressive Mobile Average (ARMA) 178 

model [22] which has been tested in situ. By running the simulation with “perfect PV 179 

forecasting” (i.e. real data) it is also possible to calculate the maximum improvement this 180 

strategy could bring. In this case it will be referred to as RBC3r. 181 

 In order to assess the performance of the different strategies, we introduce an indicator called 182 

relative performance which indicates how close our solution is from the mathematical optimum. This 183 

optimum is obtained with a Linear Programming (LP) optimization, a mathematical optimization 184 

method for maximizing or minimizing a linear function of several variables. 185 

 The main results obtained from a 14 days’ period (from [6]) and from a whole year are presented 186 

in Table 2. An interesting result is that the seasonal effects have a limited impact on RBC 187 

performances. More advanced strategies have a loss of about 4 to 5 points on relative performance, 188 

despite important changes of inputs (Figure 3). It should be noted that missing energy (around 18 189 

kWh) now appears in all RBC and represents more than 130 shutdowns of the microgrid. Due to main 190 

����$ $ �89��, ����	���������� � ���, ���� � 	��, �����	�����	

���:
;

$<=
�� 

(16) 
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grid power limitation, the storage management has an important role for ensuring load supply. To 191 

avoid this, non-critical loads could have been switched off. However, LP results show that it is 192 

possible to manage the microgrid without any shutdown or load control. Moreover, this can even be 193 

done with fewer battery cycles, increasing the lifetime of the batteries. As mentioned in introduction, 194 

this is another important point which will be assessed later. 195 

Table 2. Main results comparison 196 

  

14 days’ period One-year period 

RBC1 RBC2 RBC3 RBC3r LP RBC1 RBC2 RBC3 RBC3r LP 

Total gain [€] 152.0 168.5 182.1 186.6 191.8 5170.3 5472.2 5896.9 6145.2 6592.7 

Relative performance [%] 79.2% 87.8% 94.9% 97.3% 100% 78.4% 83.0% 89.4% 93.2% 100% 

Battery cycles number [-] 13.3 11.5 11.4 11.5 6.7 192.7 218.6 213.3 208.2 164.1 

Missing energy [kWh] 0 0 0 0 0 18.5 18.5 18.6 18.2 0 

 197 

 As there is still room for improvement, RBC4 introduces new rules to consider seasonal effects 198 

and compensate the missing power observed in other RBCs. Here, the operation of the microgrid 199 

changes according to two periods, extended winter and summer; winter including months from 200 

November to March, and summer months from April to October. During winter, we decide to save 201 

the battery for the peak consumption because of lower PV production. To supply the load, the 202 

system thus prioritizes the PV and then the grid, the battery being used as a security reserve in case 203 

of power shortage. During summer, we prioritize the supplying of the load by the PV production, 204 

then by the battery and finally by the grid. During this period, the PV production is high and the 205 

battery can be often full. Since the battery is frequently used, we maintain a reserve, 10% of the 206 

battery capacity, as a security to avoid missing energy. The complete flowchart of this strategy is 207 

proposed in Appendix 1. 208 

To illustrate, one week of data are plotted for each period. Figure 5 (top) presents the results in 209 

winter where PV production is low. It can be seen that all the production is used to supply the load 210 

and the remaining share is sold to the grid, while the battery is kept at a high SoC to prevent power 211 

shortage. Figure 5 (bottom) shows the same results for a summer week. Here, we can observe the 212 

apparition of PV lost due to the battery being full early in the day. However, this phenomenon is 213 

limited by the PV forecasting, allowing the battery to be discharged in the morning.  214 
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  215 

 216 

Figure 5. RBC4r results for one week in winter (top) and summer (bottom) 217 

 As for RBC3, the results depend on the performance of the PV forecasting model, which is not the 218 

main concern of the paper. Thus, we focus on RBC4r (perfect forecasting) showing best achievable 219 

results with a simple and realistic control strategy. These results are presented in Table 3. 220 

Table 3. Main results for RBC4r 221 

Total gain [€] Relative performance [%] Battery cycles number [-] Missing energy [kWh] 

6365.8 96.6% 140.6 0 

 222 
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RBC4r reaches a relative performance of 96.6% for the whole year while addressing the problem 223 

of missing energy. As well as being close to LP results, it also reduces the battery use. As already 224 

shown for RBC3 and RBC3r, it should be noted that a realistic model such as ARMA will bring a loss of 225 

about 5% of the total gain. At this point, it seems more interesting to work on the load forecasting to 226 

improve these results rather than on the PV forecasting. For the next stage, we will focus on RBC4r 227 

and LP which are the only strategies optimized for a yearly period and addressing the energy missing 228 

issue, providing the same level of service. 229 

 As noted previously, according to the energy management strategy used, the number of battery 230 

cycles varies in an important range, up to 79 cycles per year (+55%), from RBC2 to RBC4r. It is obvious 231 

that the greater the cycles number is, more the battery life duration is reduced and this reduction 232 

has a cost that must be taken into account. In the next section, a short bibliographic study on battery 233 

ageing models is realized and two models will be retained to be implemented in the simulation. 234 

4. Batteries ageing models 235 

4.1 Bibliographic study 236 

 The behavior of a battery and the influence of various parameters (such as charge/discharge rate, 237 

voltage, temperature…) on its operation, whatever type of battery it is, is complex to understand and 238 

thus to model. Sometimes, the information found in the literature are even contradictory or at least 239 

different concerning aging effect or cycle life time, due to the fact that it is not always defined in a 240 

similar way and in the same operating conditions.  241 

 An overview of energy storage performances is given in [23] and particularly for battery storage as 242 

reported in Table 4. This clearly shows the diversity in term of performance and cost data for the 243 

same technology. These data were compiled from over 150 data sources, supplemented by expert 244 

interviews and analysis by IRENA for the latest battery developments. For calendar life, cycle life and 245 

installation cost, the reported data are worst, reference and best cases. 246 

 247 

Table 4. Characteristics of battery storage in 2016 [23] 248 

Type Technology Calendar life 

(years) 

Cycle life (equivalent 

full-cycle) 

Installation 

cost (€/kWh) 

Roundtrip 

efficiency (%) 

Lead Acid Flooded 3-9-15 250-1500-2500 394-121-88 82 

VR 3-9-15 250-1500-2500 394-219-88 80 

Li-Ion LFP 5-12-20 1000-2500-10000 700-482-167 92 

LTO 10-15-20  5000-10000-20000 1051-875-394 96 

NCA 5-12-20 500-1000-2000 700-293-167 95 

NMC/LMO 5-12-20 500-2000-4000 700-350-167 95 

Redox Flow VRFB 5-12-20 12000-13000-14000 875-289-263 70 

ZBFB 5-10-20 300-1000-14000 1401-750-438 70 

High Temp NaNiCl2 8-15-22 1000-3000-7500 407-333-263 84 

NaS 10-17-25 1000-5000-10000 638-307-219 80 

VR: valve-regulated; LFP: lithium iron phosphate; LTO: lithium titanate; NCA: nickel cobalt aluminium; 249 

NCM/LMO= nickel manganese cobalt/ lithium manganese oxide; VRFB: vanadium redox flow battery; 250 

ZBFB: zinc bromine flow battery. 251 
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 As the battery has a limited lifetime, its aging can lead to significant replacement costs, so lifetime 252 

estimation is particularly important for the economic optimization of a system. As mentioned by 253 

Sauer and Wenzl [24], there are two types of aging in a battery, calendar aging and cyclic aging. 254 

Calendar aging is the degradation caused by the self-discharge of the battery. This degradation varies 255 

greatly depending on the storage conditions, which can accelerate or slow down the aging of the 256 

battery. Cyclic aging of the battery occurs when the battery is cycled (charged and discharged). In this 257 

paper, the focus is only on cyclic aging of the battery, because the batteries are considered as always 258 

used and continuously charged and discharged. 259 

 Over time, battery capacity depends on the following parameters [25]:  260 

• the charging/discharging regime: the capacity often decreases as discharge rate increases 261 

since there is not enough time to “re-supply” the electrons through the standard chemical 262 

reaction; the Peukert’s law links the battery capacity to the discharge rate [26]; 263 

• the DoD of the battery cycles during its lifetime; 264 

• its exposure to prolonged periods of low discharge; 265 

• the average temperature of the battery over its lifetime: the chemistry reaction rate 266 

increases with temperature; thus, an increase of the temperature has a positive influence on 267 

the capacity but also reduces the battery lifetime.  268 

 As the battery storage used in our PV/storage microgrid is lead acid battery, we focused mainly on 269 

this technology. Although lead acid batteries are an old technology, it is also a mature one i.e. with a 270 

large operating experience; they are still used for energy storage [27] and the research continues to 271 

improve this technology. As an example, Meyers et al. [28] show in their study that the addition of 272 

discrete carbon nanotubes to the positive plate increases the longevity of lead acid batteries. 273 

Another advantage of lead acid batteries are their cost, which is favorable compared to other 274 

technologies as shown in a recent paper [29]. 275 

 Several types of aging models can be found in the literature. Electrochemical aging models are 276 

based on physicochemical processes that describes phenomena that affect the components (anode, 277 

cathode, electrolyte) of batteries and they require knowledge of a lot of parameters. The 278 

implementation of such a model is difficult to tackle. We must first identify the phenomena that we 279 

will need to model and those that can be neglected. Such models are detailed by Sauer and Wenzl 280 

[24]. However, due to their complexity and the need of large amount of data, this type of models 281 

cannot be used for modeling the aging of the battery in our simulation. 282 

 Other methods estimate the aging using equivalent circuits. The methods based on these models 283 

usually identify the battery by an equivalent circuit model and use different methods to estimate the 284 

parameters of these models [30]. Among them, the SimSES battery model is detailed by Naumann et 285 

al. [31] which is based on full cell data features, accurate loss and temperature calculation. We will 286 

not focus on this type of models either because the requested data are difficult to measure. 287 

 Bindner et al. [32] tested three aging lead acid battery models with specific reference to their use 288 

in hybrid renewable energy systems with wind turbine and PV systems i.e. with very intermittent 289 

charge and discharge rates:  290 

• the Ah Throughput model:  considering there is a fixed amount of energy that can be cycled 291 

through a battery. This calculation is done regardless of the depth of the individual cycles of 292 

the battery; 293 

• FhG/Risø model: combining a performance model and an aging lifetime model. It models the 294 

complete power system including its control. 295 
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• UMass model: also called Kinetic Battery model, including a capacity model, a voltage model 296 

and a lifetime model. 297 

These three models have an increasing complexity and give results in term of tested lifetime close 298 

to the experimental measures. The first one has satisfying performances and has the advantage to be 299 

easily implemented. It is also available in the HOMER software developed by NREL (National 300 

Renewable Energy Laboratory) largely used in the energy community. Haessig et al. [33] used this 301 

model by introducing a formulation of cycling aging based on exchanged energy counting. It fits in 302 

the ESS control optimization and allows the control to set a maximum number of battery cycles over 303 

the lifetime. 304 

 Some other simple models were developed in the literature based on the Peukert's law. Loannou 305 

et al. [34] determined the actual capacity of the battery used as a function of discharge current. This 306 

law was originally developed for lead acid batteries and recently extended to lithium [35]. The PLET 307 

model [36] described a relationship between the Peukert constant and the depth of discharge in lead 308 

acid battery. In this model, the capacity that the battery delivers during its lifetime is function of its 309 

depth of discharge and total number of charge/discharge cycles.  310 

4.2 Description of selected models 311 

As mentioned previously, the models must be easily implemented and must not require complex 312 

inputs to fit the need of the study. Two models were chosen: the Ah throughput model and its 313 

improvement considering the battery's depth of discharge (DoD). 314 

• Ah Throughput Model: 315 

As described above, this model assumes that the number of complete charge-discharge cycles 316 

that the battery can perform over its lifetime ��

>	� is constant regardless of the depth of the cycles 317 

(?�?
), i.e. two half cycles are counted as one full cycle. Here, we do not consider the SoC at the 318 

start of the cycle and at the end of the cycle, but only the cycle amplitude. The number of full cycles 319 

that the battery performs (�@	�) is equal to the sum of the depth of each cycle �?�?
): 320 

 321 

We used the number of cycles to quantify the degradation ratio A at the end of the simulation: 322 

 323 

When A reaches 1, the battery is at the end of its life. 324 

In this model we took �

>	 � 1200 full cycles. This number has been obtained by interpolating the 325 

OPzV battery discharge curve described by the manufacturer [37]. It is close to the reference value 326 

presented in Table 4. 327 

• Degradation model depending on the DoD: 328 

This model is an improvement of the Ah Throughput model. In this model, the number of full 329 

cycles that the battery can perform over its lifetime varies with the depth of each cycle. Thus, 330 

�@	� �8?�?

;


<=
 (17) 

A � �@	��

>	  (18) 
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considering each cycle ! of ?�?
	we know the number of cycles achievable over the life of the 331 

battery ��

>	,
�. Here, we also use the data from the OPzV battery discharge curve given by the 332 

manufacturer [37] (Figure 6). 333 

 334 
Figure 6. Battery cycles curves 335 

Compared with the first model, there is a higher increase in �

>	,
 when the DoD of the cycles 336 

decreases. To model the number of cycles according to the DoD of each cycle !, a linear, exponential, 337 

polynomial or power function can be used [38]. A power function, represented by green curve in 338 

Figure 6, is used: 339 

 340 

In this model, we have to recalculate the equivalent ?�?
,	B for each cycle !: 341 

 342 

And then �@	� 	is calculated as the sum of ?�?	B,
: 343 

 344 

5. Models implementation in simulation 345 

 Battery ageing models can be implemented both at the end of the simulation or at each time step 346 

of the simulation. In this study, the two methods have been tested. The first one provides an 347 

estimation of the real cost for the proposed strategies while the second one allows the use of this 348 

information in the decision process. 349 

 350 
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5.1 At the end of the simulation 351 

To use both models at the end of the simulation, the  ?�?
 of each cycle is calculated at the end 352 

by the rainflow cycle counting algorithm [39]. This algorithm is used to study fatigue, to decompose 353 

the cycles performed by the battery, using the extremums of the cycles. It takes as input the SoC of 354 

the battery and identifies the amplitude of all the cycles contained in the series. 355 

5.2 During the simulation 356 

To optimize the energy management in the microgrid considering the aging of the battery in the 357 

decision parameters, it is necessary to have a continuous cycle counting. Here, it is not possible to 358 

use a rainflow algorithm for continuous cycle counting. Instead, a dynamic cycle counting is used. 359 

This model also used by Haessig et al. [33] allows the knowledge of the instantaneous degradation of 360 

the battery.   361 

The degradation value A
���  at each time step is calculated using the battery requirement 362 

represented by the DoD variation and the battery lifetime. At the beginning of a new cycle !, it is 363 

calculated as: 364 

Then during a cycle !, the degradation increases according to: 365 

5.3 Degradation pricing 366 

The degradation is priced by assuming that the batteries will have to be replaced when A reaches 367 

1. The battery installation cost K must be adjusted according to the estimation of the batteries price. 368 

In this study, we use the cost range proposed by IRENA in Table 4 [23] for lead acid technology (from 369 

about 100 to 400 €/kWh). 370 

The cost of the degradation (������$�  is then calculated at the end of the simulation: 371 

Or at each timestep: 372 

At last, to take into account the degradation cost in the battery management, it can be added to the 373 

objective function: 374 

For RBCs, a condition must be added in the decision process. The battery degradation cost has 375 

thus been implemented in RBC4r.	������$��� is compared to the electricity purchase tariff 376 

���������� in case of load demand and when ������$��� < 	����������  battery can be used to 377 

supply the load, otherwise the grid is used. In the situation where the grid cannot supply the whole 378 

load, the battery is used without considering the cost of degradation in order to avoid missing 379 

energy. To avoid any confusion, this strategy will be called RBC5r. 380 

A
��� � |?�?
��� � ?�?
�� � 1�|
�

>	,
���  

(22) 

A
��� � A
�� � 1� � |?�?
��� � ?�?
�� � 1�|
�

>	,
���  (23) 

������$ � A ∗ K 
(24) 

������$��� � A
��� ∗ K 
(25) 

����$ $ �89��, �������������� � �� ∗ ������$��� � N��, ���� � 	��, ����O�����	

���:
;

$<=
�� (26) 
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5.4 Simulation results 381 

In this section, the two battery degradation models described previously are tested for the two 382 

optimized strategies: RBC4r and LP. To begin, they are applied at the end of the simulation to 383 

estimate the real cost of these strategies. Table 5 introduces the battery degradation ratio (A) while 384 

the Figure 7 presents the total gain including the battery cost. 385 

Table 5. Battery degradation results for the two models 386 

RBC4r LP 

Battery degradation (Ah Throughput) [%] 11.68 14.04 

Battery degradation (depending on DoD) [%] 10.79 12.02 

 387 

As expected, the Ah Throughput model induces a higher degradation due to the linear counting 388 

method. However, it is not so different from its improvement taking into account the battery DoD. It 389 

seems still interesting to use it if we want to keep a safety margin in order to avoid overestimating 390 

the gain. As the degradation is calculated as a percentage, this difference will greatly increase with 391 

the battery cost. The greater the battery cost, the more impact the choice of the model will have. 392 

 393 
Figure 7. Total gain for different battery installation costs 394 

Figure 7 presents the total gain for different battery installation costs. It also includes the total 395 

gain without storage to highlight the battery cost from which the battery improves the profitability of 396 

the system. Depending on the battery degradation model and the strategy, this cost varies between 397 

150 and 175 €/kWh which is close to the average value from IRENA estimation (Table 4). Below this 398 

threshold, the battery is still important as it provides an efficient way to tackle missing energy and 399 

allows the increase of PV share in the microgrid. 400 

 These results confirm the importance of considering the battery cost in the strategy used. To go 401 

further, we compare the benefit with the consideration of battery degradation as a decision 402 

parameter during simulation. For RBC5r, both degradation models can be used for continuous cycle 403 

counting. However, the model depending on DoD introduces non-linearity and will not be tested with 404 

the LP. 405 
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 406 
Figure 8. Total gain and number of cycles depending on battery cost and degradation model 407 

The total gain as well as number of cycles depending on battery costs and degradation models are 408 

presented in Figure 8. With the Ah Throughput model, we observe that from to 200 to 100 €/kWh 409 

the battery usage increases significantly. In this range, the number of cycles presents three plateaux 410 

corresponding to threshold values where battery costs became profitable compared respectively 411 

with peak hours electricity tariff, grid electricity selling price and off-peak hours electricity tariff. 412 

From 200 €/kWh, the battery is only used to avoid missing energy, which represent about two cycles. 413 

In this case, it should be noted that the storage sizing may be no more reliable as a smaller battery 414 

capacity would be less expensive and sufficient to compensate missing energy. Comparing RBC5r to 415 

LP, it can be seen that both methods give similar results with a battery cost of more than 170 €/kWh. 416 

The difference below this value is not so significant and shows that a well-designed RBC can be 417 

suitable to manage the system. With the model depending on DoD, which is more realistic, we 418 

observe that the battery is still used even at higher costs. For low battery costs (less than 150 419 

€/kWh), the number of cycles converged and the only difference concerns the total gain. 420 

6. Conclusion 421 

Several strategies of energy management were developed and compared: the complexity of the 422 

management algorithm is increased from a simple self-consumption strategy to a linear 423 

programming optimization used as a reference. These strategies are rule based control algorithms 424 

considering the sold and purchased kWh tariff and a forecasting of the photovoltaic production. 425 

The simulations are applied to a PV/battery system integrated into a smart microgrid supplying a 426 

small accommodation building and an electric vehicle on a yearly basis. For each strategy, several 427 

variables were computed: energy produced by the PV system or lost when the storage is full, non-428 

satisfied load energy, electrical grid energy, number of battery cycles… 429 
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The sold and purchased electricity cost is calculated leading to a total gain, the best strategy being 430 

considered as the most “profitable”. The cost of the production system, which is the same for all 431 

cases, is not taken into account because only the influence of the energy management is studied.  432 

The variation of the load and the PV production over the year conduced us to develop a seasonal 433 

strategy with two periods (RBC4) with different rules for both seasons; this strategy showed an 434 

interesting improvement. It appeared that according to the strategy used, the total gain varies 435 

greatly, between 5170 € per year for RBC1 to 6366 € (+ 23%) and 6593 € (+ 27%) for RBC4r and LP. 436 

However, it was noted that the number of battery cycles is different, varying from 141 cycles to 219 437 

cycles per year (+ 55%). This variation induces a more or less fast ageing and a more or less frequent 438 

replacement that needs to be considered in the cost balance.  439 

A bibliographical study showed that several ageing battery models exist in the literature with 440 

different degrees of complexity and various input parameters often difficult to obtain and to 441 

implement. Two models were retained, the Ah throughput model and its improvement considering 442 

the battery DoD. Both have been implemented to calculate the cost at the end of the simulation as 443 

well as at each timestep, in the decision process.  444 

With the inclusion of the battery degradation cost, the results are very different to the previous 445 

ones confirming the necessity to introduce this factor in the simulation. It appears immediately that 446 

considering the battery ageing has for consequences to make its utilization less frequent, depending 447 

on the battery installation cost. The use of a battery storage in such a system integrated in a smart 448 

microgrid is economically cost-effective only if the battery installation cost does not exceed a certain 449 

threshold (about 150 €/kWh) which is today an average value for lead acid battery in the market. 450 

However, whatever the price of the battery is, its presence allows the removal of the non-satisfied 451 

load energy and the increase of the green energy share in the system energy balance. 452 

In this work, the optimization has been done on the balance cost of electricity but other ones can 453 

be added such as the environmental quality of the electricity, favouring the electricity supplied by 454 

the PV system instead of the one provided by the main grid, often with higher carbon footprint. 455 

Various perspectives are open:  456 

• The study of the PV and battery size influence on the strategy performances. 457 

• A more developed cost study considering the total investment cost of the system, O&M and 458 

replacement cost on the system life duration. 459 

• A study on the impact of the sold and purchased electricity tariff with a variation over the 460 

time, more adapted to a smart management of renewable energy production. 461 

• The coupling of these strategies with a power management system to test them in real-time 462 

on PAGLIA ORBA microgrid. 463 

  464 
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Nomenclature 465 

Symbol Description Unit 
   

ARMA Auto Regressive Mobile Average  

DG Distributed Generation  

DoD Depth of Discharge  

ESS Energy Storage System  

EMS Energy Management System  

EV Electric Vehicle  

LP Linear Programming  

MPC Model Predictive Control  

PV Photovoltaic  

RBC Rule Based Control  

SoC State of Charge  

   A Degradation ratio [-] �

>	  Maximum number of full battery cycles [-] 

�@	�  Effective number of full battery cycles [-] �%�&'' Battery useful capacity [kWh] ������� Energy buying price [€/kWh] 

�����	

  Energy selling price [€/kWh] ����$ $ Energy balance cost [€] �� Time step [min] �� PV power [kW] �� Load power [kW] �� Grid power [kW] �� Degraded PV power [kW] �� Missing power [kW] ��, � PV power to load [kW] ��, � PV power to battery [kW] ��, � PV power to grid [kW] ��, � Battery power to load [kW] ��, � Battery power to grid [kW] ��, � Grid power to load [kW] ��� � PV array nominal power [kW] �!"#���  Inverter maximum power [kW] �� �$���  Grid maximum power output [kW] ��
����  Grid maximum power input [kW] ��
����  Battery maximum power input [kW] �� �$���  Battery maximum power output [kW] 

��
��0� Battery admissible power input [kW] 

�� �$�0� Battery admissible power output [kW] K Battery installation cost [€] ∆ Difference between PV power and Load power [kW] η
� Battery charge efficiency [-] η �$ Battery discharge efficiency [-] 

  466 
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