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Abstract

We study composite assemblages of dielectrics and metamaterials with respectively positive
and negative material parameters. In the continuum case, for a scalar equation, such media may
exhibit so-called plasmonic resonances for certain values of the (negative) conductivity in the
metamaterial. This work investigates such resonances, and the associated eigenfunctions, in the
case of composite conducting networks. Unlike the continuous media, we show a surprising
specific dependence on the geometry of the network of the resonant values. We also study how
the problem is affected by the choice of boundary conditions on the external nodes of the structure.
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1 Introduction

Negative index materials possess spectacular properties of concentration and localization of light,
which are very interesting for applications, in particular in optics and communication. The first works
on negative index materials may date back to Veselago [32] in 1969. They have really become a
subject of active research about two decades ago, when the development of lithographic techniques
has made possible the manufacturing of metallic objects with dimensions smaller than the wavelengths
in the range of visible light. Indeed, in this range of frequencies, objects of small dimensions made
of metals such as silver, gold or aluminium, may have complex dielectric coefficients with a negative
real part and a small imaginary part, and can exhibit concentration effects (hot spots) when interacting
with an incident electromagnetic wave. Such features find useful applications in medical imaging or
microscopy, such as for instance single molecule detectors.

The simplest model put forward to represent the associated resonance effect is the so-called plas-
monic electrostatic model [21] for the voltage potential u{

div(a(x)∇u(x)) = 0, in Ω

u(x) = 0, in ∂Ω
(1)

where Ω ⊂ Rn is a domain that represents a composite medium made of a subset D of metamaterial
with conductivity k < 0, embedded in a background dielectric material of conductivity 1, so that

α(x) = 1 + (k − 1)1D(x), x ∈ Ω.

Resonant states are defined as non-trivial solutions to (1), which, in view of the Lax Milgram Lemma,
may only exist when k < 0.

There is a large body of work on the mathematical analysis of the well-posedness of (1) (see
for instance [2, 3, 4, 10, 11, 18, 19, 21, 27, 28]), where techniques from potential theory or from
variational analysis are used. The solution to (1) can indeed be represented as u = SDφ, i.e. as the
single layer potential of a function φ ∈ H−1/2(∂D), and one is led to study an integral equation of the

form (λI −K∗)φ = 0, where λ =
k + 1

2(k − 1)
and K∗ is the associated Neumann-Poincaré operator

K∗φ =

∫
∂D

ν(x) · (x− y)

|x− y|2
φ(y) dσ(y).

When D is smooth, K∗ : H−1/2(∂D) → H−1/2(∂D) is a compact operator, and its spectrum is
formed by a sequence of eigenvalues of finite multiplicity, that converge to 0. The latter value λ = 0
corresponds to a conductivity

k = −1 (2)

inside the inclusion D, which in this situation is the only value of the conductivity for which the
operator Au = div

(
1 + (k − 1)1D(x)∇u

)
looses its Fredholm character [5, 6].

One could also investigate the well-posedness of second order scalar equations with sign-changing
coefficient using the notion of T-coercivity [5, 6, 8, 16, 30], which relates to variational methods. A
bilinear form a : H1(Ω)×H1(Ω) −→ R is T-coercive if one can find an isomorphism

T : H1(Ω) −→ H1(Ω)
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such that a(T ·, ·) satisfies the hypotheses of the Lax-Milgram Lemma. In the framework of (1), T-
coercivity may only provide necessary conditions on the values of k for which the associated operator
is well-posed. However, contrarily to the integral equation approach, it may be applied to situations
where the coefficients are not merely piecewise constant. The T-coercivity has been also adopted in
homogenization problems with sign-changing materials in [12, 13, 14].

Sign-changing scalar problems on networks and our results

In this work, we investigate the behaviour of networks made of mixtures of dielectric and metamate-
rials. We study the associated electrostatic plasmonic equation for star-shaped and tadpole networks,
which takes the variational form : find u ∈ H , such that for all v ∈ H ,

N∑
i=1

∫
ei

ai(x)u
′
i(x)v

′
i(x) dx =

N∑
i=1

∫
ei

fi(x)vi(x) dx. (3)

Here (ei)i≤N denotes the N edge of the network, f = (f1, . . . , fN ) is a source term, and the field
u = (u1, . . . , uN ) is sought in a subspace H of ΠN

i=1H
1(ei), and satisfies transmission and boundary

conditions. This problem can be studied much more directly than the case of continuous media, since
the PDE can be reduced to a system of ODE’s coupled via the transmission conditions between the
edges of the network. In this work, we proceed as follows.

• We start by considering star-graph networks equipped with Dirichlet boundary conditions on
the external vertices. We firstly study two-phase networks composed by N equal edges, where
the conductivity of the D dielectric edges is 1 and the negative ones have conductivity k < 0.
We ensure the well-posedness of the problem (3) via the T-coercivity when

k ̸= − D

N −D
(4)

(see Theorem 2.1). Notice that the resonant value depends on the geometry of the structure and
differs from the value −1, usually appearing for smooth continuous media (2). Secondly, we
extend the result to the case of general star-graph networks equipped with Dirichlet boundary
conditions (Corollary 2.2, Theorem 2.3 and Corollary 2.4). Also in the general case, the geom-
etry of the graph plays an important role in the admissible conductivities for the well-posedness
of (3).

• Afterwards, we consider star-shaped networks with Dirichlet and Neumann boundary conditions
and composed by homogenous materials. We use a different technique from the T-coercivity:
we study the transmission relation associated to the variational problem (3). Here, the loss of
the Fredholm character occurs at some specific values, in general different from −1, again de-
pending on the geometry of the structure. Also in this case, we start by considering two-phase
networks (see Theorem 3.1), and later we extend the result to the general case (Corollary 3.4).
An application of our general result covers the case of a star-network with edges of conduc-
tivities kj and lengths Lj . In this framework, we denote Id the edges equipped with Dirichlet
boundary conditions and the well-posedness of (3) is ensured when∑

l∈Id

kl
Ll

̸= 0. (5)
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The identity (5) shows that the well-posedness of (3) is not affected by the presence of edges
equipped with Neumann boundary conditions, but only by the ”Dirichlet part” of the network.
We conclude the first part of the work by applying the previous techniques to study the well-
posedness for tadpole networks (Theorem 4.1, Theorem 4.3 and Corollary 4.4). Notice that
this approach can be applied to any network: the PDE is reduced to a linear system of equa-
tion representing the transmission conditions between the edges of the network. Clearly, the
more the structure is complex, the more the study of the well-posedness of the system becomes
complicated.

• The second part of the work studies the spectral problem associated with (3) for the networks
considered before (Section 5, Section 6 and Section 7). We seek for (u, λ) verifying

∀ v ∈ H,
N∑
i=1

∫
ei

ai(x)u
′
i(x)v

′
i(x) dx = λ

N∑
i=1

∫
ei

ui(x)vi(x)dx. (6)

We characterize the spectral elements of the operator in different frameworks, which has both
positive and negative eigenvalues. This implies that one cannot expect to construct a solution
to a parabolic equation for a general initial datum, even when the corresponding stationary
operator is T-coercive. One could, however, construct solutions for a Schrödinger-type equation

i∂tu(t, x) + ∂x

(
a(x)∂xu(t, x)

)
= f(t, x).

Subsequently, we construct another ‘natural’ family of eigenfunctions, defined as the (u, λ)’s
that satisfy

∀ v ∈ H,
N∑
i=1

∫
ei

ai(x)u
′
i(x)v

′
i(x) dx = λ

N∑
i=1

∫
ei

ai(x)ui(x)vi(x)dx, (7)

associated with the bilinear form (u, v)a =

N∑
i=1

∫
ei

ai(x)ui(x)vi(x) dx. This bilinear form is

not a scalar product, as the ai’s take positive and negative values. We show however that one
can find a complete family of eigenfunctions of this form, which would allow one to define a
solution to a ‘pseudo-parabolic’ equation of the form

a(x)∂tu(t, x) + ∂x

(
a(x)∂xu(t, x)

)
= f(t, x).
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2 Star-graph networks with Dirichlet boundaries

Let us consider a star-shaped network composed by N edges of lengths {Lj}1≤j≤N some composed
by a material with positive conductivity and some with negative conductivity. We represent the net-
work with a star-graph S composed by N edges {ej}1≤j≤N . We denote by v the internal vertex
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connecting all the edges of S and we parameterize each ej with a coordinate going from 0 to its
length Lj in v.

e3

0

L1 v

e2

e1

Figure 1: The figure shows the parametrization of a star-graph with 3 edges.

We define quantum states on S as functions ψ = (ψ1, ..., ψN ) ∈ L2(S ) :=

N∏
j=1

L2(ej ,R),where

each ψj : ej → R. The Hilbert space L2(S ) is equipped with the norm ∥ · ∥L2 induced by the scalar
product

(ψ,φ)L2 :=
∑

1≤j≤N

(ψj , φj)L2(ej ,R) =
∑

1≤j≤N

∫ Lj

0
ψj(x)φj(x)dx, ∀ψ,φ ∈ L2(S ).

Let Ĥ1(S ) :=

N∏
j=1

H1(ej ,R). We denote by

H1(S ) = {ψ ∈ Ĥ1(S ) : ψ1(L1) = ... = ψN (LN )},

H1
0 (S ) = {ψ ∈ H1(S ) : ψ1(0) = .... = ψN (0) = 0}.

By duality according to the scalar product of L2(S ), we define the space H−1(S ). For every f =
(f1, ..., fN ) ∈ H−1(S ), we investigate the existence of ψ = (ψ1, ..., ψN ) ∈ H1

0 (S ) solution of the
following stationary problem in L2(S )

−∂x
(
kj(x)∂xψj(x)

)
= fj(x), x ∈ (0, Lj), 1 ≤ j ≤ N, (8)

where kj : x ∈ [0, Lj ] → R∗ are the continuous functions representing the properties of the material
composing the network and there exist Ij , Sj > 0 such that

Ij ≤ |kj(x)| ≤ Sj , ∀x ∈ [0, Lj ].

2.1 Two-phase networks with constant conductivities

Let us study the case of star graphs composed of N edges composed of two materials, one with
positive conductivity and the other with negative conductivity. In the following theorem, we assume
that all the conductivities are constants and that the star graph is equilateral.

Theorem 2.1. Let us consider the problem (8) with L1 = ... = LN = L ∈ R∗
+. Assume (k1, ..., kN )

be such that kj = 1 for every 1 ≤ j ≤ D and kj = k− with k− < 0 for every D + 1 ≤ j ≤ N . If

|k−| ≠ D

N −D
,

then for every f ∈ H−1(S ), there exists a unique solution ψ ∈ H1
0 (S ) solving (8).
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Proof. The proof is based on the T-coercivity approach [5, 6, 8, 16, 30]. We introduce the bilinear
form ak(·, ·) in H1

0 (S )×H1
0 (S ) corresponding to (8) and such that, for every ψ,φ ∈ H1

0 (S ),

ak(ψ,φ) :=
D∑
j=1

(∂xψj , ∂xφj)L2(0,L) + k−
N∑

j=D+1

(∂xψj , ∂xφj)L2(0,L).

Denoted ⟨·, ·⟩ the duality product betweenH−1(S ) andH1
0 (S ), the result is ensured by proving that,

for every f ∈ H−1(S ), there exists φ ∈ H1
0 (S ) such that

ak(φ,ψ) = ⟨f, ψ⟩, ∀ψ ∈ H1
0 (S ).

1) Case |k−| < D/(N −D). Let us introduce the operator

T1 : (ψ1, ..., ψN ) ∈ H1
0 (S ) 7→(

ψ1, ..., ψD,−ψD+1 +
2

D

D∑
j=1

ψj , ...,−ψN +
2

D

D∑
j=1

ψj

)
∈ H1

0 (S ).

Thanks to the young’s inequality, for every η > 0,

ak(ψ, T1ψ) =

D∑
l=1

∥∂xψl∥2L2(0,L) − k−
N∑

l=D+1

∥∂xψl∥2L2(0,L)

+
2k−

D

N∑
l=D+1

D∑
j=1

(∂xψl, ∂xψj)L2(0,L)

≥
D∑
l=1

∥∂xψl∥2L2(0,L) + |k−|
N∑

l=D+1

∥∂xψl∥2L2(0,L)

− |k−|
D

N∑
l=D+1

D∑
j=1

(1
η
∥∂xψl∥2L2(0,L) + η∥∂xψj∥2L2(0,L)

)

≥
(
1− |k−|(N −D)

Dη

) D∑
l=1

∥∂xψl∥2L2(0,L) + |k−|(1− η)
N∑

l=D+1

∥∂xψl∥2L2(0,L).

Now, for every |k−| < D/(N−D), we set η = |k−|(N−D)
D(1−ϵ) with ϵ ∈

(
0, 1− |k−|(N−D)

D

)
which implies

η ∈ (0, 1) and then

1− |k−|(N −D)

Dη
= ϵ > 0, 1− η > 0.

Finally, T1 is a diffeomorphism from H1
0 (S ) to itself such that T1 ◦ T1 = Id and the bilinear form

ãk(·, ·) := ak(·, T1·) is coercive over H1
0 (S ) ×H1

0 (S ). Fixed f ∈ H−1(S ), we call l(·) := ⟨f, ·⟩
and l1(·) := l(T1·) is a continuous linear form in H1

0 (S ). The Lax-Milgram’s theorem yields the
existence of a unique φ ∈ H1

0 (S ) such that ãk(φ,ψ) = l1(ψ) for every ψ ∈ H1
0 (S ) continuously

depending on the form l1. Since T1 is an isomorphism, there exists a unique φ ∈ H1
0 (S ) such that

ak(φ,ψ) = l(ψ) for every ψ ∈ H1
0 (S ). This fact concludes the proof when |k−| < D/(N −D).
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2) Case |k−| > D/(N −D). Let us introduce the operator

T2 : (ψ1, ..., ψN ) ∈ H1
0 (S ) 7→(

ψ1 −
2

N −D

N∑
j=D+1

ψj , ..., ψD − 2

N −D

N∑
j=D+1

ψj ,−ψD+1, ...,−ψN

)
∈ H1

0 (S ).

Thanks to the young’s inequality, for every η > 0,

ak(ψ, T2ψ) =
D∑
l=1

∥∂xψl∥2L2(0,L) + |k−|
N∑

l=D+1

∥∂xψl∥2L2(0,L)

− 2

N −D

D∑
j=1

N∑
l=D+1

(∂xψj , ∂xψl)L2(0,L)

≥
D∑
l=1

∥∂xψl∥2L2(0,L) + |k−|
N∑

l=D+1

∥∂xψl∥2L2(0,L)

− 1

N −D

N∑
l=D+1

D∑
j=1

(
η∥∂xψl∥2L2(0,L) +

1

η
∥∂xψj∥2L2(0,L)

)

≥ (1− η)
D∑
l=1

∥∂xψl∥2L2(0,L) +
(
|k−| − D

(N −D)η

) N∑
l=D+1

∥∂xψl∥2L2(0,L).

Now, for every |k−| > D/(N − D), we set η = D
(N−D)(|k−|−ϵ)

with ϵ ∈
(
0, |k−| − D

N−D

)
which

implies η ∈ (0, 1) and then

|k−| − D

(N −D)η
= ϵ > 0, 1− η > 0.

The claim is then proved as in the previous case thanks to the coercivity of the bilinear form ak(·, T2·).

We are finally ready to provide the statement in the general case where the star network is com-
posed by edges of 2 different lengths and materials.

Corollary 2.2. Let us consider the problem (8) with L1 = ... = LD = L+ ∈ R∗
+ for every 1 ≤ j ≤ D

with D ∈ N∗ such that D < N and LD+1 = ... = LN = L− ∈ R∗
+. Assume (k1, ..., kN ) be such that

kj = k+ > 0 for every 1 ≤ j ≤ D and kj = k− < 0 for every D + 1 ≤ j ≤ N . If

|k−|
k+

̸= D

L+

L−

N −D
,

then for every f ∈ H−1(S ), there exists a unique solution ψ ∈ H1
0 (S ) solving (8).

Proof. The results follow from Theorem 2.1. First, we use the following change of variable on every
edge of the graph

hj : x ∈ (0, Lj) 7−→ y =
x

Lj
.
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We substitute the parameters k+ with k̃+ = k+

L+ and k̃− = k−

L− . We also replace f with f̃ =

(L1f̃1, ..., LN f̃N ). Second, we divide each equation of (8) with respect to k̃+ and we call f̂ = f̃

k̃+
and

k̂− = k̃−

k̃+
. These two transformations allow us to rewrite the problem (8) in an equivalent one defined

on a star graph with edges of equal length. The new problem is still of the form of (8) where the
parameters kj are kj = 1 for every 1 ≤ j ≤ D and kj = k̂− with k− < 0 for every D + 1 ≤ j ≤ N ,
while f is substitute with f̂ . Finally, the result follows from Theorem 2.1.

2.2 General multiphase star-graph networks

In the following theorem, we ensure well-posedness in the case of equilateral star graphs with non-
constant conductivities. The general case where the edges may have different lengths is treated in the
subsequent corollary.

Theorem 2.3. Let us consider the problem (8) with L1 = ... = LN = L ∈ R. Assume (k1, ..., kN )
be such that kj > 0 for every 1 ≤ j ≤ D with D ∈ N∗ such that D < N and kj < 0 for every
D + 1 ≤ j ≤ N . If one of the following inequalities is satisfied

(
max

D+1≤l≤N
Sl

)( D∑
l=1

1

Il

)
<

D2

N −D
,

(
max
l≤D

Sl

)( N∑
l=D+1

1

Il

)
<

(N −D)2

D
,

then, for every f ∈ H−1(S ), there exists a unique solution ψ ∈ H1
0 (S ) solving (8).

Proof. The statement follows by the T-coercivity developed in Theorem 2.1. We consider again the
bilinear form ak(·, ·) in H1

0 (S ) × H1
0 (S ) corresponding to (8) and such that, for every ψ,φ ∈

H1
0 (S ),

ak(ψ,φ) := −
N∑
j=1

(∂xψj , kj∂xφj)L2(0,L).

1) First case. Let us consider the operator T1 : (ψ1, ..., ψN ) ∈ H1
0 (S ) → H1

0 (S ) introduced in the
proof of Theorem 2.1. Thanks to the young’s inequality, for every ηj,l > 0 with l ∈ {D + 1, ..., N}
and j ∈ {1, ..., D},

ak(ψ, T1ψ) =

N∑
l=1

(∂xψl, |kl|∂xψl)L2(0,L) −
2

D

N∑
l=D+1

D∑
j=1

(∂xψl, |kl|∂xψj)L2(0,L)

≥
N∑
l=1

∥∥√|kl|∂xψl

∥∥2
L2(0,L)

− 1

D

N∑
l=D+1

D∑
j=1

(
ηj,l

∥∥∥√|kl|∂xψl

∥∥∥2
L2(0,L)

+
1

ηj,l

∥∥∥√|kl|∂xψj

∥∥∥2
L2(0,L)

)

≥
D∑
l=1

∫ L

0

(
|kl(x)| −

1

D

N∑
j=D+1

|kj(x)|
ηl,j

)∣∣∂xψl(x)|2dx

+

N∑
l=D+1

(
1− 1

D

D∑
j=1

ηj,l

)∥∥∥√|kl|∂xψl

∥∥∥2
L2(0,L)

.
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Let S+ := max
D+1≤l≤N

Sl. If K1 := S+
D∑
l=1

1

Il
<

D2

N −D
, then we set ηj,l = Sl(N−D)

IjD(1−ϵ) with ϵ ∈(
0, 1− K1(N−D)

D2

)
and,

|kl(x)| −
1

D

N∑
j=D+1

|kj(x)|
ηl,j

≥ |kl(x)| − Il + Ilϵ ≥ Ilϵ > 0, ∀x ∈ (0, L), ∀l ≤ D,

1− 1

D

D∑
j=1

ηj,l ≥ 1− S+(N −D)

D2

D∑
j=1

1

Ij(1− ϵ)
> 1− S+

K1

D∑
j=1

1

Ij
= 0, ∀D + 1 ≤ l ≤ N.

The last relations yield that there exists C > 0 such that ak(ψ, T1ψ) ≥ C∥∂xψ∥2L2 for every ψ ∈
H1

0 (S ). The well-posedness in this case is ensured as in the proof of Theorem 2.1.

2) Second case. Let us consider the operator T2 : (ψ1, ..., ψN ) ∈ H1
0 (S ) → H1

0 (S ) introduced in
the proof of Theorem 2.1.Thanks to the Young’s inequality, for every ηj,l > 0 with l ∈ {D+1, ..., N}
and j ∈ {1, ..., D},

ak(ψ, T2ψ) =
N∑
l=1

(∂xψl, |kl|∂xψl)L2(0,L) −
2

N −D

D∑
l=1

N∑
j=D+1

(∂xψl, |kl|∂xψj)L2(0,L)

≥
N∑
l=1

∥∥√|kl|∂xψl

∥∥2
L2(0,L)

− 1

N −D

D∑
l=1

N∑
j=D+1

(
ηj,l

∥∥∥√|kl|∂xψl

∥∥∥2
L2(0,L)

+
1

ηj,l

∥∥∥√|kl|∂xψj

∥∥∥2
L2(0,L)

)

≥
D∑
l=1

(
1− 1

N −D

N∑
j=D+1

ηl,j

)∥∥∥√|kl|∂xψl

∥∥∥2
L2(0,L)

+

N∑
l=D+1

∫ L

0

(
|kl(x)| −

1

N −D

D∑
j=1

|kj(x)|
ηj,l

)∣∣∂xψl(x)|2dx.

Let S+ := max
l≤D

Sl. If K2 := S+

N∑
l=D+1

1

Il
<

(N −D)2

D
, then we set each ηj,l =

SjD
Il(N−D)(1−ϵ) with

ϵ ∈
(
0, 1− K2D

(N−D)2

)
such that

|kl(x)| −
1

N −D

D∑
j=1

|kj(x)|
ηj,l

≥ |kl(x)| − Il + Ilϵ ≥ Ilϵ > 0, ∀x ∈ (0, L), ∀D+ 1 ≤ l ≤ N,

1− 1

N −D

N∑
j=D+1

ηl,j ≥ 1− S+D

(N −D)2

N∑
j=D+1

1

Ij(1− ϵ)
> 1− S+

K2

N∑
j=D+1

1

Ij
= 0, ∀l ≤ D.

The last relations yield that there exists C > 0 such that ak(ψ, T2ψ) ≥ C∥∂xψ∥2L2 for every ψ ∈
H1

0 (S ). Finally, the proof is concluded as the one of Theorem 2.1.
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Corollary 2.4. Let us consider the problem (8). Assume (k1, ..., kN ) ∈ Ĥ1(S ) be such that kj > 0
for every 1 ≤ j ≤ D with D ∈ N∗ such that D < N and kj < 0 for every D + 1 ≤ j ≤ N . If one of
the following inequalities is satisfied(

max
D+1≤l≤N

Sl
Ll

)(
D∑
l=1

Ll

Il

)
<

D2

N −D
,

(
max
l≤D

Sl
Ll

)(
N∑

l=D+1

Ll

Il

)
<

(N −D)2

D
,

then for every f ∈ H−1(S ), there exists a unique solution ψ ∈ H1
0 (S ) solving (8).

Proof. The statement follows from Theorem 2.3 thanks to the arguments adopted in the proof of
Corollary 2.2.

3 Star-networks with Dirichlet and Neumann boundaries

In this section, we continue the study of the well-posedness of a system as (8) in the case we do not
only consider Dirichlet boundary conditions on the external vertices but also Neumann-type condi-
tions. In this case, we use a different approach from the T-coercivity adopted in the previous section
and assume constant conductivities on each edge.

We denote N+
d and N+

n the numbers of dielectric edges equipped with Dirichlet and Neumann
boundary conditions, respectively. Equivalently,N−

d andN−
n are the negative index edges respectively

equipped with Dirichlet and Neumann boundary conditions. In details, consider (k1, ..., kN ) ∈ RN

be such that {
kj > 0, for 1 ≤ j ≤ N+

d +N+
n ,

kj < 0, for N+
d +N+

n + 1 ≤ j ≤ N = N+
d +N+

n +N−
d +N−

n .

If we refer to the notation of the previous section D = N+
d +N+

n and N −D = N−
d +N−

n . We also
recall that

Ĥ1(S ) :=

N∏
j=1

H1(ej ,R).

Assume N+
d + N−

d ≥ 1 (we refer to Remark 3.2 for the case N+
d + N−

d = 0). For f =
(f1, ..., fN ) ∈ H−1(S ), we study the existence and the unicity of a solution ψ = (ψ1, ..., ψN ) ∈
Ĥ1(S ) verifying in a weak sense the following system

−kj∂2xψj(x) = fj(x), x ∈ (0, Lj), 1 ≤ j ≤ N,

ψj(0) = 0, 1 ≤ j ≤ N+
d and N+

d +N+
n + 1 ≤ j ≤ N+

d +N+
n +N−

d ,

∂xψj(0) = 0, N+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N,

ψl(Ll) = ψk(Lk), 1 ≤ l, k ≤ N,∑N
l=1 kl∂xψl(Ll) = 0.

(9)

Theorem 3.1. Let us consider the problem (9) with L1 = ... = LN = 1. Assume (k1, ..., kN ) be
such that kj = k+ > 0 for 1 ≤ j ≤ N+

d and kj = k− < 0 with k > 0 for N+
d + N+

n + 1 ≤ j ≤
N+

d +N+
n +N−

d . If
|k−|
k+

̸=
N+

d

N−
d

,
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then for every f ∈ H−1(S ), there exists a unique solution ψ ∈ Ĥ1(S ) solving (9).

Proof. Unicity of the solutions: We show that, ifψ solves (9) with f = (0, ..., 0), thenψ = (0, ..., 0).
Indeed, by integrating the equation, we obtain

∂xψj(x) = ∂xψj(0), x ∈ (0, Lj), 1 ≤ j ≤ N.

The boundary conditions yields

∂xψj(x) = ∂xψj(0), x ∈ (0, Lj), 1 ≤ j ≤ N+
d and N+

d +N+
n + 1 ≤ j ≤ N+

d +N+
n +N−

d ,

∂xψj(x) = 0, x ∈ (0, Lj), N
+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N,

(10)

and then

∂xψj(Lj) = ∂xψj(0), 1 ≤ j ≤ N+
d and N+

d +N+
n + 1 ≤ j ≤ N+

d +N+
n +N−

d ,

∂xψj(Lj) = 0, N+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N.

(11)

The last relations show that on the edges equipped with boundary Neumann boundary conditions, ψ
can only be a constant function. We integrate again the equations (10) and we obtain

ψj(x) = x∂xψj(0) + ψj(0), x ∈ (0, Lj), 1 ≤ j ≤ N+
d and N+

d +N+
n + 1 ≤ j ≤ N+

d +N+
n +N−

d ,

ψj(x) = ψj(0), x ∈ (0, Lj), N
+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N,

and thanks to the validity of the boundary conditions

ψj(x) = x∂xψj(0), x ∈ (0, Lj), 1 ≤ j ≤ N+
d and N+

d +N+
n + 1 ≤ j ≤ N+

d +N+
n +N−

d ,

ψj(x) = ψj(0), x ∈ (0, Lj), N
+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N.

From the last relation and (11), we obtain

1

Lj
ψj(Lj) = ∂xψj(0) = ∂xψj(Lj), 1 ≤ j ≤ N+

d and N+
d +N+

n + 1 ≤ j ≤ N+
d +N+

n +N−
d ,

∂xψj(Lj) = 0, N+
d + 1 ≤ j ≤ N+

d +N+
n and N+

d +N+
n +N−

d + 1 ≤ j ≤ N,

We use the last identities in the boundary conditions in the internal vertex appearing in the problem
(9) and we obtain the following linear system of equationψl(Ll) = ψk(Lk), 1 ≤ l, k ≤ N,∑N+

d
l=1

kl
Lj
ψj(Lj) +

∑N+
d +N+

n +N−
d

l=N+
d +N+

n +1

kl
Lj
ψj(Lj) = 0.

(12)

We write (12) in a matrix form as M · v = 0 where v = (ψ1(L1), ..., ψN (LN )) and

M =



1 −1 0 ... ... ... ... ... ... ... ... ...
0 1 −1 0 ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... 0 −1 1

k1
L1

...
k
N+
d

L
N+
d

0 ... 0
k
N+
d

+N+
n +1

L
N+
d

+N+
n +1

...
k
N+
d

+N+
n +1

L
N+
d

+N+
n +1

0 ... 0

 . (13)

11



Notice that det(M) =
∑N+

d
l=1

kl
Lj

+
∑N+

d +N+
n +N−

d

l=N+
d +N+

n

kl
Lj

and M is invertible when

N+
d∑

l=1

kl
Lj

+

N+
d +N+

n +N−
d∑

l=N+
d +N+

n

kl
Lj

̸= 0.

We recall the assumptions on the parameters kj and the lengths Lj so that the last identity becomes

N+
d k

+ +N−
d k

− ̸= 0.

Finally, we have ψ = (0, ..., 0) when −k−

k+
̸= N+

d

N−
d

, which implies the unicity of solutions.

Existence of the solutions: We solve the problem (9) by integrating the equation twice such as in the
previous step. Here, we consider a general source term f and the boundary conditions verified in the
internal vertex of S correspond to a linear system that can be written in a matrix form as follows

Mv + F = 0. (14)

The matrix M is the same introduced in (13), while F = (0, ..., 0, FN ) is defined by

FN =

N+
d∑

j=1

∫ 1

0

(
fj(t)−

∫ t

0
fj(s)ds

)
dt+

N+
n∑

j=N+
d +1

∫ 1

0
fj(t)dt

+

N+
d +N+

n +N−
d∑

j=N+
d +N+

n +1

∫ 1

0

(
fj(t)−

∫ t

0
fj(s)ds

)
dt+

N∑
j=N+

d +N+
n +N−

d +1

∫ 1

0
fj(t)dt.

The equation (14) is solvable when M is invertible which is guaranteed when −k−

k+
̸= N+

d

N−
d

.

Remark 3.2. Notice that when only Dirichlet boundary conditions are verified, we haveN+
n = N−

n =
0 and the last theorem provides the same results of Corollary 2.2 sinceN+

d = D andN−
d = N−D. On

the other hand, when the graph is equipped with only Neumann boundary conditions andN+
d +N−

d =
0, the well-posedness is guaranteed independently of the choice of the parameters kj . However, the
result is only valid for source terms f such that

∫
S f(x)dx = 0.

Remark 3.3. A simple but still interesting consequence of Theorem 3.1 is the well-posedness in the
case of an interval. Let a ∈ (0, 1) and k1, k2 ∈ R∗. We consider the problem in H1(0, a)×H1(a, 1){

−k1∂2xψ(x) = f(x), x ∈ (0, a),

−k2∂2xψ(x) = f(x), x ∈ (a, 1),

with f ∈ H−1(0, a)×H−1(a, 1) equipped with the boundary condition at the internal point

ψ(a−) = ψ(a+), k1∂xψl(a
−) = k2∂xψ(a

+),

and at the external points

ψ(0) = ∂xψ(1) = 0 or ∂xψ(0) = ψ(1) = 0.

12



The existence and the unicity of the solution ψ of the problem is guaranteed independently of the
constants k1 and k2 (also with different signs). Notice that the well-posedness is ensured only for
k1/k2 ̸= −1 when we study the same problem with only Dirichlet boundary conditions on the external
points. Here, the presence of one Neumann boundary condition yields the result for every k also
negative. The same property is also true in the case only Neumann boundary conditions are verified
when we choose a source term f such that

∫ 1
0 f(x)dx = 0.

Corollary 3.4. Let us consider the problem (9). Assume (k1, ..., kN ) be such that

N+
d∑

l=1

kl
Lj

+

N+
d +N+

n +N−
d∑

l=N+
d +N+

n

kl
Lj

̸= 0.

For every f ∈ H−1(S ), there exists a unique solution ψ ∈ Ĥ1(S ) solving (9).

Proof. The result is a direct consequence of the proof of Theorem 3.1.

4 Tadpole-shaped networks

4.1 A simple case: two-phase network

Consider a tadpole graph T composed of two edges e1 and e2 of lengths L1 and L2, respectively. The
self-closing edge e1, the “head” of the tadpole, is connected to another edge e2, the tail, in the vertex
v. The graph T has a symmetry axis denoted by r which goes through e2 and crosses e1 in v and the
center of e1. The edge e1 is parameterized in the clockwise direction with a coordinate going from
0 to L1 (the length of e1). The edge e2 is a half-line equipped with a coordinate starting from 0 and
arriving at L2 in v (see Figure 2 for further details).

0

L1

0e1
e2

L2

vr

Figure 2: The parametrization of the tadpole graph and its symmetry axis r.

We consider T as domain of functions f := (f1, f2) : T → R, such that fj : ej → R with j = 1, 2.
Let L2(T ) = L2((0, L1),R) × L2((0, L2),R) be the Hilbert space equipped with the norm ∥ · ∥
induced by the scalar product

(ψ,φ)L2 :=

∫
e1

ψ1(x)φ1(x)dx+

∫
e2

ψ2(x)φ2(x)dx, ∀ψ,φ ∈ L2(T ).

Let Ĥ1(T ) := H1(e1,R)×H1(e2,R). By duality according to L2(T ,R) scalar product, we de-
fine the space H−1(T ). We consider k1, k2 ∈ R∗ and investigate the well-posedness of the following
stationary problem

−kj∂2xψj(x) = fj(x), x ∈ (0, Lj), j ∈ {1, 2}, (15)
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when the following boundary conditions are verified

ψ2(0) = 0, ψ1(0) = ψ1(L1) = ψ2(L2),

k1∂xψ1(L1)− k1∂xψ1(0) + k1∂xψ1(L1) = 0.

Theorem 4.1. Let us consider the problem (15) with f ∈ H−1(T ,R). Assume (k1, k2) be such that
k1 and k2 have with different signs. There exists a unique solution ψ ∈ Ĥ1(T ) solving (15).

Proof. Let us assume L1 = 2 and L2 = 1. However, the same proof is also valid in the general case.
We denote by R the reflection w.r.t. the symmetry axis r as the operator R acting on L2(T ) such that
Rf = (f1(1− x), f2) for every f = (f1, f2) ∈ L2(T ). The problem (15) is equivalent to study in the
same space {

−k1∂2xψa
1(x)− k1(x)∂

2
xψ

s
1(x) = fa1 (x) + fs1 (x), x ∈ (0, 2),

−k2∂2xψa
2(x)− k2(x)∂

2
xψ

s
2(x) = fa2 (x) + fs2 (x), x ∈ (0, 1),

(16)

with
ψa = (ψa

1 , ψ
a
2) =

ψ −Rψ

2
, ψs = (ψs

1, ψ
s
2) =

ψ +Rψ

2
,

fa = (fa1 , f
a
2 ) =

f −Rf

2
, fs = (fs1 , f

s
2 ) =

f +Rf

2
.

We notice that ψa and fa are antisymmetric w.r.t. the axis r and they vanish on e2, while ψs and fs are
symmetric. This new formulation yields that studying the problem (15) can be done by considering ψ
and f antisymmetric at first, and after symmetric.

First, the problem (15) with ψ ∈ Ĥ1(T ) antisymmetric is equivalent to the following problem
f ∈ H−1((0, 1),R) {

−k1∂2xψ1(x) = f1(x), x ∈ (0, 1),

ψ(0) = ψ(1) = 0.

Indeed, ψa and fa are equal to zero on e2 thanks to the definition of R. The last problem is clearly
well-posed independently of the choice of k1 (and obviously of k2).

Second, we consider the trivial star-graph S composed of two connected edges of length 1. The
problem (8) with ψ ∈ Ĥ1(T ) symmetric w.r.t. the axis r is equivalent to studying the following one
in H1(0, 1)×H1(0, 1) {

−k1∂2xψ1(x) = f1(x), x ∈ (0, 1),

−k2∂2xψ2(x) = f2(x), x ∈ (0, 1),

equipped with the boundary conditions

∂xψ1(0) = ψ2(0) = 0, ψ1(L1) = ψ(L2), 2k1∂xψ1(L1) + k2∂xψ2(L2) = 0.

However, if we denote k̃1 = 2k1 and f̃1 = 2f1, then we obtain (9). We refer to Theorem 3.1 and, as
explained in Remark 3.3, the existence and the unicity of solutions hold independently of the choice
of k1 and k2.

Remark 4.2. The well-posedness of (15) when the Neumann boundary condition is verified on the
external vertex is also ensured independently of the choice of the parameters kj when we consider the
source term f such that

∫
T f(x)dx = 0 thanks to Remark 3.2.
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4.2 A more complex case: tree-phase tadpole networks

Let us parametrize a tadpole graph T differently from the previous chapter (see Figure 3). We use
three edges ẽ1, ẽ2 and ẽ3 so that |ẽ1| = L̃1, |ẽ2| = L̃2 and |ẽ3| = L̃3, and we denote it T̃ . We consider
the “head” of the tadpole (e1 in the previous subsection) as composed of two edges ẽ1 and ẽ2. The
two edges are connected on the left in a vertex ṽ parametrized with the coordinate 0 while they are
both connected on the right with the edge ẽ3 at the vertex v. The coordinate 0 of the edge ẽ3 is located
at the external point.

0
˜
L1

0ẽ1

ẽ2

˜
L3

v

ẽ3

˜
L2

ṽ

Figure 3: The new parametrization of the tadpole graph.

We consider T̃ as domain of functions f := (f1, f2, f3) : T̃ → R, such that fj : ẽj → R with
j = 1, 2, 3. Let L2(T̃ ) = L2(ẽ1,R) × L2(ẽ2,R) × L2(ẽ3,R) be the Hilbert space equipped with
the corresponding norm and scalar product. Let Ĥ1(T̃ ) := H1(ẽ1,R)×H1(ẽ2,R)×H1(ẽ3,R). By
duality, we define the space H−1(T̃ ). We investigate the well-posedness of


−k̃1∂2xψ1(x) = f1(x), x ∈ (0, L̃1),

−k̃2∂2xψ2(x) = f2(x), x ∈ (0, L̃2),

−k̃3∂2xψ3(x) = f3(x), x ∈ (0, L̃3).

(17)

equipped with the boundary conditions

ψ3(0) = 0,

ψ1(0) = ψ2(0), (18)

k̃1∂xψ1(0) + k̃2∂xψ2(0) = 0, (19)

ψ1(L̃1) = ψ2(L̃2) = ψ3(L̃3), (20)

k̃1∂xψ1(L̃1) + k̃2∂xψ2(L̃2) + k̃3∂xψ3(L̃3) = 0. (21)

Theorem 4.3. Let us consider the problem (17) with L̃1 = L̃2 = L̃3 = 1. Assume (k̃1, k̃2, k̃3) =
(k−, k+, k+) be such that k+ > 0 and k− < 0. If

|k−|
k+

̸= 1,

then, for every f ∈ H−1(T̃ ,R), there exists a unique solution ψ ∈ Ĥ1(T̃ ) solving (17).

Proof. The proof follows from the same arguments adopted in the proof of Theorem 3.1. We integrate
each component of the equation (17) and we impose the boundary conditions. As in the mentioned
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proof, we study the linear system obtained by the boundary conditions on the two internal vertices v
and ṽ. In this case, we obtain a vector v such that

v = (ψ1(1), ψ2(1), ψ3(1), ψ1(0), ψ2(0))

and a matrix M .

M =


1 −1 0 0 0
0 1 −1 0 0
0 0 0 1 −1
k̃1
L̃1

k̃2
L̃2

0 − k̃1
L̃1

− k̃2
L̃2

k̃1
L̃1

k̃2
L̃2

k̃3
L̃3

− k̃1
L̃1

− k̃2
L̃2

 .

Notice that the first two lines follow from the boundary conditions (20), the third from (18), the fourth
from (19), and the fifth from (21). The invertibility of the matrix M is guaranteed when

det(M) =
k̃1

L̃1

k̃3

L̃3

+
k̃2

L̃2

k̃3

L̃3

̸= 0.

We use the hypotheses on the conductivities k̃j and the lengths L̃j . The existence and unicity are again
implied by the invertibility of M which is guaranteed when det(M) = −k+(k+ + k−) ̸= 0.

Corollary 4.4. Let us consider the problem (17) If

− k̃1
k̃2

̸= L̃1

L̃2

,

then, for every f ∈ H−1(T̃ ,R), there exists a unique solution ψ ∈ Ĥ1(T̃ ) solving (17).

Proof. The result is a direct consequence of the proof Theorem 4.3.

Remark 4.5. If we consider (17) and we change the boundary condition at the external vertex with a
Neumann one, then the existence and unicity of solutions is ensured independently of the choice of the
conductivities when f is such that

∫
T̃ f(x)dx = 0.

Remark 4.6. The techniques adopted in the proof of Theorem 3.1 and Theorem 4.3 can be adopted
to study the well-posedness of a problem as (3) defined on any network. It is sufficient to integrate the
associated equations and rewrite the boundary conditions on the internal vertices as a linear system
of the form M · v = F . The matrix M keeps track of the structure of the network, and its invertibility
infers the well-posedness of the problem (3). Clearly, this task can be really challenging when we
study networks composed by several edges and with a complex structure.

5 Spectral representation for star-networks with Dirichlet boundaries

This section aims to provide some spectral properties to the problem (8) defined on a star-graph S
when kj = 1 for j ≤ D, while kj = k− < 0 for D + 1 ≤ k ≤ N . Let us consider the following
quadratic forms

(ψ,φ)k =

D∑
j=1

∫
ej

ψjφj +

N∑
j=D+1

∫
ej

k−ψjφj .

Notice that the quadratic form (·, ·)k is also a scalar product only when k− > 0.
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• A natural problem concerning (8) is the following eigenvalue problem: find λ and ψ ∈ H1
0 (S )

such that, for all φ ∈ H1
0 (S ),

ak(ψ,φ) :=

D∑
j=1

∫
ej

ψ′
jφ

′
j +

N∑
j=D+1

∫
ej

k−ψ′
jφ

′
j = λ(ψ,φ). (22)

It corresponds to the study of the eigenfunctions of the following operator in L2(S ):

Aψ =
(
− ∂2xψ1 , ... , −∂2xψD , −k−∂2xψD+1 , ... , −k−∂2xψN

)
for ψ ∈ D(A) with

D(A) =

{
ψ ∈

N∏
j=1

H2(ej ,R) : ψ1(0) = ... = ψN (0) = 0, ψ1(|e1|) = ... = ψN (|eN |),

D∑
j=1

∂xψj(|ej |) + k−
N∑

j=D+1

∂xψj(|ej |) = 0

}
.

Proposition 5.1. The operator A is self-adjoint and admits compact resolvent when

|k−| ≠ D

N −D
.

Proof. The proof of the self-adjointness of the operator A is very standard. Indeed, the inte-
gration by parts in the one-dimensional integrals defining ⟨·, ·⟩L2 leads to the symmetry of the
operator at first. Second, it is straightforward to show that D(A) = D(A∗). Finally, the fact
that A admits compact resolvent is a direct consequence of Theorem 2.1.

• On the other hand, it can also be interesting to study the following “alternative” eigenvalue
problem: find λ and ψ ∈ H1

0 (S ) such that, for all φ ∈ H1
0 (S ),

ak(ψ,φ) = λ(ψ,φ)k. (23)

This problem can be studied by seeking for an eigenfunction ψ satisfying Ãψ = λψ, where the
operator Ã is

Ãψ =
(
− ∂2xψ1 , ... , −∂2xψN

)
for ψ ∈ D(Ã) with

D(Ã) =

{
ψ ∈

N∏
j=1

H2(ej ,R) : ψ1(0) = ... = ψN (0) = 0, ψ1(|e1|) = ... = ψN (|eN |),

D∑
j=1

∂xψj(|ej |) + k−
N∑

j=D+1

∂xψj(|ej |) = 0

}
.

Remark 5.2. Notice that Ã is neither self-adjoint nor symmetric, on the contrary of A (Propo-
sition 5.1). Indeed, there exist ψ,φ ∈ D(Ã), such that ⟨Ãψ, φ⟩L2 ̸= ⟨ψ, Ãφ⟩L2 .
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5.1 Standard spectral representation for equilateral star-networks

Let us focus on the spectral problem (22) when the length of all the edges is equal to L. To make
things simple, we assume L = 1. The other cases can be treated in the same manner. To solve the
spectral problem, we set ξ = isµ with s =

√
|k−|. The eigen-elements ψ and ξ equivalently satisfy

ψ =
(
α1 sin(ξx), ..., αD sin(ξx), βD+1 sin(µx), ..., βN sin(µx)

)
,

where the coefficients α = (α1, ..., αD) and β = (βD+1, ..., βN ) satisfy

αj sin(ξ) = αj+1 sin(ξ), 1 ≤ j ≤ D − 1,

αD sin(ξ) = βD+1 sin(µ),

βj sin(µ) = βj+1 sin(µ), D + 1 ≤ j ≤ N − 1,
D∑
j=1

αjξ cos(ξ) + k−
N∑

j=D+1

βjµ cos(µ) = 0.

(24)

• Notice that when sin(ξ) = 0, we find the eigenvalues λ of the form n2π2 with n ∈ N∗. In this
case, βj = 0 with D+1 ≤ j ≤ N , thanks to the continuity condition in (24), and we can define
the corresponding eigenfunctions of the form(

α1 sin(nπx), ..., αD sin(nπx), 0, ..., 0
)
,

where αj are some normalizing constants such that

D∑
j=1

αj = 0.

We observe that each eigenspace associated to such eigenvalues has dimension D − 1 and then
the eigenvalues are multiple if D ≥ 3. We denote by (νj)j∈N∗ such eigenvalues counted with
their multiplicity, and we denote by (φj)j∈N∗ some corresponding normalized eigenfunctions.

• Similarly to the previous case, when sin(µ) = 0, we find the eigenvalues λ of the form k−n2π2

with n ∈ N∗. Here, αj = 0 with 1 ≤ j ≤ D and the corresponding eigenfunctions have the
form (

0, ..., 0, βD+1 sin(nπx), ..., βN sin(nπx)
)
,

where βj are normalizing constants such that

N∑
j=D+1

βj = 0.

Each eigenspace has dimension N −D− 1 and the eigenvalues are multiple if N −D ≥ 3. We
denote by (θj)j∈N∗ such eigenvalues counted with their multiplicity, and we denote by (ρj)j∈N∗

some corresponding normalized eigenfunctions.
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• When sin(ξ), sin(µ) ̸= 0, the conditions (24) can be rewritten as

1 −1 0 ... ... ... ... ...
0 1 −1 0 ... ... ... ...
... ... ... ... ... ... ... ...
... ... 0 sin(ξ) − sin(µ) 0 ... ...
... ... ... ... ... ... ... ...
... ... ... ... ... 0 1 −1

ξ cos(ξ) ... ξ cos(ξ) ξ cos(ξ) k−µ cos(µ) k−µ cos(µ) ... k−µ cos(µ)


(
α
β

)
= 0

and its determinant yields the dispersion relation

Dξ cos(ξ) sin(µ) + (N −D)k−µ sin(ξ) cos(µ) = 0.

We recall that ξ = isµ and then

Ds cosh(sµ) sin(µ) + (N −D)k− sinh(sµ) cos(µ) = 0.

Now, we notice that s =
√

|k−| which implies s = −k−

s and, with x = D
s(N−D) ,

cos(µ) sinh(sµ)− x sin(µ) cosh(sµ) = 0. (25)

Assuming that µ = a+ ib, with a, b ∈ R, this expression can be rewritten in the form

0 = [cos(a) cosh(b)− i sin(a) sinh(b)] [sinh(sa) cos(sb) + i cosh(sa) sin(sb)]

−x [sin(a) cosh(b) + i cos(a) sinh(b)] [cosh(sa) cos(sb) + i sinh(sa) sin(sb)] .

Taking the real and imaginary part of this relation yields two equations of the form

A

(
x
1

)
=

(
0
0

)
,

where A is a 2× 2 matrix composed by the elements

A1,1 = cos(a) sinh(b) sinh(as) sin(bs)− sin(a) cosh(b) cosh(as) cos(bs),

A1,2 = cos(a) cosh(b) sinh(as) cos(bs) + sin(a) sinh(b) cosh(as) sin(bs),

A2,1 = − cos(a) sinh(b) cosh(as) cos(bs)− sin(a) cosh(b) sinh(as) sin(bs),

A2,2 = cos(a) cosh(b) cosh(as) sin(bs)− sin(a) sinh(b) sinh(as) cos(bs)

and its determinant simplifies to

det(A) = cosh(sa) sinh(sa) cosh(b) sinh(b)− sin(a) cos(a) sin(sb) cos(sb)

=
1

4
(sinh(2sa) sinh(2b)− sin(2a) sin(2sb)) .

Since sin(x) < x < sinh(x) for any x > 0, if ab > 0 we see that det(A) > 0 and the above
system cannot have a non-trivial solution. The same conclusion holds if ab < 0 since sin and
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sinh are odd functions. We conclude that the dispersion relation (25) may have solutions only
when µ ∈ R and when µ ∈ iR, i.e.

µ = a ∈ R with tan(a) − s(N−D)
D tanh(sa) = 0,

µ = ib/s ∈ iR with tan(b) − D

s(N −D)
tanh(b/s) = 0.

Recalling that s =
√
|k−|, there is exactly one solution an ∈]nπ, (n+ 1)π[ to

tan(an) =
s(N −D)

D
tanh(san)

and exactly one solution bn ∈]nπ, (n+ 1)π[ to

tan(bn) =
D

s(N −D)
tanh(bn/s),

for n ≥ 1. It follows that we can construct two families of eigenfunctions. The first corresponds
to choosing µn = an, n ≥ 1 and

ϕ2n(x) = c2n
(
ϕ2n1 , ..., ϕ

2n
N

)
,

ϕ2nj =


sin(an)

sinh(san)
sinh(sanx), 1 ≤ j ≤ D,

sin(anx), D + 1 ≤ j ≤ N,

where c2n is a normalization factor. The second family corresponds to setting µn = ibn/s or
equivalently ξn = bn and the associated eigenfunctions are

ϕ2n+1(x) = c2n+1

(
ϕ2n+1
1 , ..., ϕ2n+1

N

)
,

ϕ2n+1
j (x) =


sin(bnx), 1 ≤ j ≤ D,

sin(bn)

sinh
(
bn
s x
) sinh(bn

s
x

)
, D + 1 ≤ j ≤ N,

with a normalization factor c2n+1.

Finally, the eigenvalues (λn)n∈N∗ of A are obtained by reordering the sequences

(νn)n∈N∗ , (θn)n∈N∗ , (k−a2n)n∈N∗ , (b2n)n∈N∗ .

We denote the corresponding eigenfunctions (ψn)n∈N∗ obtained by reordering

(φn)n∈N∗ , (ρn)n∈N∗ , (ϕn)n∈N∗ .

Proposition 5.3. The functions (ψn)n≥1 form a complete orthonormal system of L2(S ).
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Proof. The result is a direct consequence of Theorem 5.1.

Remark 5.4. Let us consider the following Schrödinger type equation in L2(S ,C){
i∂tφ = Aφ, t > 0,

φ(t = 0) = f ∈ L2(S ).
(26)

If we extend our analysis leading to Proposition 5.3 for complex-valued function, then we can en-
sure the well-posedness of the problem (26) and express its solutions φ(t) for any initial data f ∈
L2(S ,C) as follows:

S(t)f := φ(t) =
∞∑
j=1

e−iλjtψj(ψj , f)L2 .

We observe that (S(t))t∈R is a unitary group of L2(S ) generates by −iA and, for all f ∈ D(A), the
system (26) admits a unique solution

φ ∈ C([0,+∞);D(A)) ∩ C1([0,+∞);L2(S ,C)), ∥φ(t)∥L2 = ∥f∥L2 , ∀ t ≥ 0.

Remark 5.5. Now, consider the following heat-type equation{
∂tu+ Ãu = 0, t > 0,

u(t = 0) = f ∈ L2(S ,R).
(27)

Due to the presence of negative eigenvalues, we can not define solutions of the dynamics (27) in the
whole space L2(S ,R). Nevertheless, we can introduce the space

X = {u ∈ L2(S ,R) : ∃N ∈ N : ⟨u, ϕ2j⟩ = ⟨u, ρj⟩ = 0, ∀j > N}

which is dense in L2(S ,R). The dynamics of (27) is well-defined in X and the solutions u(t), for
any initial data f ∈ X , are decomposed as follows with suitable Nf ∈ N:

u(t) =

∞∑
j=1

e−νjtφj(φj , f)L2 +

Nf∑
j=1

e−θjtρj(ρj , f)L2

+

Nf∑
j=1

ek
−a2j tϕ2j(ϕ2j , f)L2 +

∞∑
j=1

e−b2j tϕ2j+1(ϕ2j+1, f)L2 .

5.2 Standard spectral representation for some non-equilateral star-networks

Let us consider the spectral problem (22) when the lengths Lj = |ej | of the edges of the star-graph
are such that Lj/Lk ̸∈ Q for every distinct j, k ≤ N . As in the previous section, we study the
eigenfunctions of the operator A and we set ξ = isµ with s =

√
|k−|. The eigen-elements ψ and ξ

equivalently satisfy

ψ =
(
α1 sin(ξx), ..., αD sin(ξx), βD+1 sin(µx), ..., βN sin(µx)

)
,
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where the coefficients α = (α1, ..., αD) and β = (βD+1, ..., βN ) satisfy

αj sin(ξLj) = αj+1 sin(ξLj+1), 1 ≤ j ≤ D − 1,

αD sin(ξLD) = βD+1 sin(µLD+1),

βj sin(µLj) = βj+1 sin(µLj+1), D + 1 ≤ j ≤ N − 1,
D∑
j=1

αjξ cos(ξLj) + k−
N∑

j=D+1

βjµ cos(µLj) = 0.

(28)

Notice that, in contrast to the previous section, we have that sin(ξLj), sin(µLj) ̸= 0 for every 1 ≤
j ≤ D and D + 1 ≤ l ≤ N . Indeed, if for instance sin(ξLj) = 0 for 1 ≤ j ≤ D, then βl = 0 for all
D + 1 ≤ l ≤ N and there exists 1 ≤ m ≤ D distinct from j such that

sin(ξLj) = sin(ξLm) = 0.

This identity implies that ξ is of the form
njπ

Lj
and

nmπ

Lm
with nj , nm ∈ Z∗,

which is impossible since Lj/Lk ̸∈ Q for every distinct j, k ≤ N . This argument leads to

sin(ξLj), sin(µLl) ̸= 0, 1 ≤ j ≤ D, D + 1 ≤ l ≤ N,

and it also implies that the eigenfunctions of A can not have any vanishing components thanks to the
continuity condition in (28). Now, the determinant corresponding to the linear system (28) yields

D∑
j=1

ξ cot(ξLj) + k−
N∑

j=D+1

µ cot(µLj) = 0. (29)

We can observe that the eigenvalues are simple. Indeed, if λ is a multiple eigenvalue, then there exist
at least two distinct eigenfunctions f and g both corresponding to λ. Such eigenfunctions do not have
any vanishing component and their first components can be respectively written as

f1 = αf
1 sin(

√
λL1), g1 = αg

1 sin(
√
λL1).

Now, h = αg
1f − αf

1g is another eigenfunction of A corresponding to the eigenvalue λ and its first
component h1 = αg

1α
f
1 sin(

√
λL1)− αf

1α
g
1 sin(

√
λL1) = 0 which is absurd.

Finally, the eigenvalues (λn)n∈N∗ ofA are simple, and they obtained by solving the transcendental
equation (29). In other words, since µ = −i ξs with s =

√
|k−|, they are the solutions of

D∑
j=1

cot(
√
λnLj) +

√
|k−|

N∑
j=D+1

coth
( √

λn√
|k−|

Lj

)
= 0.

Some corresponding eigenfunctions (ψn)n∈N∗ have the form

ψn = αn

(
sin(

√
λnx),

sin(
√
λnL1)

sin(
√
λnL2)

sin(
√
λnx), ...,

sin(
√
λnL1)

sin(
√
λnLD)

sin(λnx),

sin(
√
λnL1)

sinh
( √

λn√
|k−|

LD+1

) sinh
( √

λn√
|k−|

x
)
, ...,

sin(
√
λnL1)

sinh
( √

λn√
|k−|

LN

) sinh
( √

λn√
|k−|

x
))

,
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with αn some normalization constants. As in the previous section, the operator A is self-adjoint with
compact resolvent which implies the following result.

Proposition 5.6. The functions (ψn)n≥1 form a complete orthonormal system of L2(S ).

5.3 Spectral representation via pseudo-eigenfunctions for equilateral star-networks

In the current section, we want to investigate the “alternative” spectral problem (23) when the edges
of the star-graph have the same length. We assume for simplicity that |ej | = 1 for every 1 ≤ j ≤ N .
Notice that an eigenfunction of Ã has the form

ψ = (ψ1, ...ψN ), ψj(x) = αj sin(
√
λx), 1 ≤ j ≤ N, (30)

where the coefficients αj satisfy

αj sin(
√
λ) = αN sin(

√
λ), 1 ≤ j ≤ N,

D∑
j=1

αj cos(
√
λ) + k−

N∑
j=D+1

αj cos(
√
λ) = 0.

One easily checks that the determinant of this linear system is equal to

sin(
√
λ)N−1 cos(

√
λ)
(
−D − k−(N −D)

)
and we recover the fact that the bilinear form ak is an isomorphism under the condition appearing in
Theorem 2.1 which is

−k− ̸= D

N −D
.

We find two families of eigenpairs. The first one (νn, ϕ
n)n∈N∗ is given by

νn =
(2n− 1)2π2

4
and ϕn = (ϕn1 , ..., ϕ

n
N ), ϕnj = sin

(
(2n− 1)π

2
x

)
. (31)

Notice that cos(
√
νn) = 0 and the derivatives of ϕn vanish at the endpoint x = 1 of each edge. The

second family of eigenpairs corresponds to eigenvalues of multiplicity N − 1:

γn = n2π2, n ∈ N∗.

The associated eigenspace to each γn corresponds to eigenfunctions of the form

φ = (α1 sin(nπx), ..., αN sin(nπx)) with
D∑
j=1

αj + k−
N∑

j=D+1

αj = 0.

Thus, we can construct the associated eigenfunctions as follows

φ = (k−α̃1 sin(nπx), ..., k
−α̃D sin(nπx), α̃D+1 sin(nπx), ..., α̃N sin(nπx)), with

N∑
j=1

α̃j = 0.
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An example of basis for an eigenspace when D = 1 and N = 3 is the one formed by the two
orthogonal functions

(0,− sin(nπx), sin(nπx)), (−2k− sin(nπx), sin(nπx), sin(nπx)).

Finally, we call (λn)n∈N∗ the sequence of eigenvalues of Ã obtained by reordering the sequences
(νn)n∈N∗ and (γn)n∈N∗ and then

λn =
n2π2

4
.

Each eigenvalue λn with n ∈ 2N∗ has multiplicity N − 1, while the others are simple. We denote by
(ψn)n∈N∗ a sequence of orthonormalized eigenfunctions corresponding to (λn)n∈N∗ .

Proposition 5.7. The family of functions (ψn)n∈N∗ forms a Riesz Basis ofL2(S ) , i.e. it is isomorphic
to an orthonormal system of L2(S ).

Proof. First, notice that the two families of eigenfunctions respectively corresponding to the eigenval-
ues (νn)n∈N∗ and (γn)n∈N∗ are mutually orthogonal since(

sin(nπx), sin
(2l − 1

2
πx
))

L2
= 0, ∀n, l ∈ N∗.

We denote by H1 and H2 the corresponding eigenspaces. Second, we introduce the linear mapping
T : H1 + H2 → L2(S ) such that T |H1 = IdH1 and T |H2 is defined as follows

Tψ = (
1

k−
ψ1, ...,

1

k−
ψD, ψD+1, ..., ψN ), ψ ∈ H2.

We notice that T is an isomorphism from H1 + H2 to T (H1 + H2). Now, (ϕn)n∈N∗ with ϕj =
S(Tψj) are eigenfunctions of a standard Dirichlet Laplacian defined on a star-graph with edges of
equal length (see for instance [15, Section 4.1]) which is self-adjoint with compact resolvent. Finally,
(ϕn)n∈N∗ define a complete orthonormal system, H1+H2 = L2(S ,R) and (ψn)n∈N∗ forms a Riesz
Basis in L2(S ).

Remark 5.8. Similarly to Remark 5.4, we can exploit Proposition 5.7 to characterize some evolution
equations defined with the operator Ã. Consider for instance the following Schrödinger-type equation
in L2(S ,C) {

i∂tv = Ãv, t > 0,

v(t = 0) = f ∈ L2(S ).
(32)

Notice that our analysis leading to Proposition 5.7 is still valid for complex valued functions. First,
we introduce the biorthogonal family in L2(S ,C) of the Riesz basis (ψn)n∈N∗ : this is the unique
sequence of functions (σn)n∈N∗ such that(

ψn, σk
)
L2 = δk,n, ∀k ∈ N∗.

The functions σn can be explicitly computed by using the orthogonal projectors πk : L2 −→ span{ψj : j ̸= k}L2

as follows:

σk =
ψk − πkψ

k

∥ψk − πkψk∥2
L2

, ∀k ∈ N∗.
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Second, we ensure the well-posedness of the evolution equation (32) by using the properties of the
Riesz basis and its solutions v(t) for any initial data f ∈ L2(S ,C) are of the form:

T (t)f := v(t) =
∞∑
j=1

e−iλjtψj(σj , f)L2 .

We have that (T (t))t∈R is a group of L2(S ,C) generates by −iÃ and, for all f ∈ D(Ã), the system
32 admits a unique solution

v ∈ C([0,+∞);D(Ã)) ∩ C1([0,+∞);L2(S , C)), ∥v(t)∥L2 = ∥f∥L2 , ∀ t ≥ 0.

Remark 5.9. Consider now the following heat-type equation in L2(S ,R){
∂tu+ Ãu = 0, t > 0,

u(t = 0) = f ∈ L2(S ,R).
(33)

Equivalently to the complex case (Remark 5.8), we can define a family of eigenfunctions (ψn)n∈N∗ of
Ã forming a Riesz basis of L2(S ,R) and we denote by (σn)n∈N∗ its biorthogonal family. Now, the
solutions u(t) of the problem (33) for any initial data f ∈ L2(S ,R) are:

R(t)f := u(t) =

∞∑
j=1

e−λjtψj(σj , f)L2 .

This solution is a semigroup solution and, when f ∈ D(Ã),

u ∈ C([0,+∞);D(Ã)) ∩ C1([0,+∞);L2(S )).

Notice that, on the contrary for the operator A considered in Remark 5.5, the eigenvalues of Ã are
positive, which ensures the fact the solutions are well-defined.

5.4 Spectral representation via pseudo-eigenfunctions for some non-equilateral star-
networks

This section aims to study (23) when the lengths Lj = |ej | of the edges of the star-graph are such that
Lj/Lk ̸∈ Q for every distinct j, k ≤ N . As in the previous section, we study the eigenfunctions of
the operator Ã which have the form

ψ = (ψ1, ...ψN ), ψj(x) = αj sin(
√
λx), 1 ≤ j ≤ N, (34)

where the coefficients αj satisfy

αj sin(
√
λLj) = αN sin(

√
λLN ), 1 ≤ j ≤ N,

D∑
j=1

αj cos(
√
λLj) + k−

N∑
j=D+1

αj cos(
√
λLj) = 0.

On the contrary of the previous section, we can observe that the coefficients

αj ̸= 0, ∀1 ≤ j ≤ N.
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Indeed, if one of these coefficients vanishes, then there exist distinct l,m ≤ N such that αl, αm ̸= 0,
and

sin(
√
λLl) = sin(

√
λLm) = 0.

This identity implies that λ is of the form

n2l π
2

L2
l

and
n2mπ

2

L2
m

with nl, nm ∈ Z∗,

which is impossible since Lj/Lk ̸∈ Q for every distinct j, k ≤ N . This argument not only yields that
all the components of ψ are different from 0, but also that

sin(
√
λLl) ̸= 0, ∀1 ≤ l ≤ N,

and it can also be used to prove that

cos(
√
λLl) ̸= 0, ∀1 ≤ l ≤ N.

In addition, we have that each eigenvalue λ is simple since the existence of multiple eigenvalues would
imply the existence of eigenfunctions vanishing in at least one edge which is impossible (as in Section
5.2).

Finally, we can define the eigenpairs (λn, ψn)n∈N∗ where (λn)n∈N∗ is a sequence of simple eigen-
values defined by the relation

D∑
j=1

cot(
√
λnLj) + k−

N∑
j=D+1

cot(
√
λnLj) = 0,

while (ψn)n∈N∗ is a sequence of eigenfunctions such that

ψn = αn

(sin(√λnLN )

sin(
√
λnL1)

sin(λnx), ...,
sin(

√
λnLN )

sin(
√
λnLN−1)

sin(
√
λnx), sin(

√
λnx)

)
,

with αn some normalizing constants.

Proposition 5.10. The family of functions (ψn)n∈N∗ forms a Riesz Basis of L2(S ), i.e. it is isomor-
phic to an orthonormal system of L2(S ).

Proof. The result is ensured equivalently to Proposition 5.7. Indeed, the functions ϕj = Tψj are
the eigenfunctions of the standard Dirichlet Laplacian defined on star graphs with edges of different
lengths which is self-adjoint with compact resolvent (see again [15, Section 4.1]).

6 Spectral representation for star-networks with mixed boundaries

This section aims to retrace the theory of Section 5 when some external vertices of the star-graph
are equipped with Neumann boundary conditions. In detail, we consider the two spectral problems
(22) and (23) and we study them with functions in Ĥ1(S ) when the boundary conditions in (9) are
verified. To simplify the theory, we assume N+

d = N+
n = N−

d = N−
n = 2, but the same approach can

be used in the general case.
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6.1 Standard spectral representation for equilateral star-networks

Let us consider the spectral problem (22) when the length of all the edges is equal to L = 1. The same
results can be directly extended to the case where all the edges have the same length.

• We find the eigenvalues λ of the form

n2π2, ∀n ∈ N∗

and corresponding to the eigenfunctions of the form

ψ =
(
sin(nπx),− sin(nπx), 0, 0, 0, 0, 0, 0

)
.

Notice that such eigenvalues are simple due to the choice of N+
d = 2. In the general case, the

same type of construction can be repeated and the multiplicity is N+
d − 1.

• We find the eigenvalues λ of the form

(2n− 1)2π2

4
, ∀n ∈ N∗

and corresponding to the eigenfunctions of the form

ψ =
(
0, 0, cos

((2n− 1)π

2
x
)
,− cos

((2n− 1)π

2
x
)
, 0, 0, 0, 0, 0

)
.

These eigenvalues are simple and, in the general case, their multiplicity is N+
d − 1.

• We find the eigenvalues λ of the form

k−n2π2, ∀n ∈ N∗

and corresponding to the eigenfunctions of the form

ψ =
(
0, 0, 0, 0, sin(nπx),− sin(nπx), 0, 0

)
,

As above, the eigenvalues are simple (in the general case the multiplicity is N−
d − 1).

• We find the eigenvalues λ of the form

k−
(2n− 1)2π2

4
, ∀n ∈ N∗

and corresponding to the eigenfunctions of the form

ψ =
(
0, 0, 0, 0, 0, 0, cos

((2n− 1)π

2
x
)
,− cos

((2n− 1)π

2
x
))
,

The eigenvalues are simple (the multiplicity is N−
d − 1).
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• The last family of eigenvalues λ ∈ R are not of the form

n2π2

4
, k−

n2π2

4
, ∀n ∈ N∗.

They are defined as the simple zeros of the equation

N+
d cot(

√
λ)−N+

n tan(
√
λ)−

√
|k−|N−

d coth
( √

λ√
|k−|

)
−
√
|k−|N−

n tanh
( √

λ√
|k−|

)
= 2 cot(

√
λ)− 2 tan(

√
λ)− 2

√
|k−| coth

( √
λ√

|k−|

)
− 2
√
|k−| tanh

( √
λ√

|k−|

)
= 0.

(35)

The corresponding eigenfunctions have the form

ψ(x) =
(
ψ1, ..., ψ8

)
,

ψj(x) =



sin(
√
λx) 1 ≤ j ≤ 2,

sin(
√
λ)

cos(
√
λ)

cos(
√
λx) 3 ≤ j ≤ 4,

sin(
√
λ)

sinh
( √

λ√
|k−|

x
) sinh

( √
λ√

|k−|
x

)
5 ≤ j ≤ 6,

sin(
√
λ)

cosh
( √

λ√
|k−|

x
) cosh

( √
λ√

|k−|
x

)
7 ≤ j ≤ 8.

The definition of this eigenpairs can be directly extended to the general case of N+
d ,N

+
n ,N−

d ,N
−
n ∈

N∗.

6.2 Standard spectral representation for some non-equilateral star-networks

We consider the spectral problem (22) in the general case when Lj/Lk ̸∈ Q and we proceed as in
Section 5.2. The eigenvalues λ ∈ R in such a framework are simple, and they are defined as the zeros
of the identity

0 =

2∑
j=1

cot(
√
λLj)−

4∑
j=3

tan(
√
λLj)−

√
|k−|

6∑
j=5

coth
( √

λ√
|k−|

Lj

)
−
√

|k−|
8∑

j=7

tanh
( √

λ√
|k−|

Lj

)
.

(36)

The corresponding eigenfunctions have the form

ψ(x) =
(
ψ1, ..., ψ8

)
,
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ψj(x) =



sin(
√
λx) 1 ≤ j ≤ 2,

sin(
√
λ)

cos(
√
λ)

cos(
√
λx) 3 ≤ j ≤ 4,

sin(
√
λ)

sinh
( √

λ√
|k−|

x
) sinh

( √
λ√

|k−|
x

)
5 ≤ j ≤ 6,

sin(
√
λ)

cosh
( √

λ√
|k−|

x
) cosh

( √
λ√

|k−|
x

)
7 ≤ j ≤ 8.

Remark 6.1. Notice that the equation (36) can be extended to the general case ofN+
d , N

+
n , N

−
d , N

−
n ∈

N∗ by changing the extremes of summation of each term. The construction of the eigenfunctions fol-
lows equivalently.

6.3 Spectral representation via pseudo-eigenfunctions for equilateral star-networks

In the current section, we study the spectral problem (23) when the edges of the star-graph have the
same length L = 1 and in the presence of some Neumann boundary conditions.

• We can define two families of eigenvalues. The first are the numbers λ of the form

(2n− 1)2π2

4
, ∀n ∈ N∗,

and with multiplicity 4. The corresponding eigenfunctions ψ have the following forms(
sin(

√
λx), sin(

√
λx), 1, 1, sin(

√
λx), sin(

√
λx), 1, 1

)
,(

0, 0, cos(
√
λx),− cos(

√
λx), 0, 0, 0, 0

)
,(

0, 0, 0, 0, 0, 0, cos(
√
λx),− cos(

√
λx)
)
,(

0, 0,−k− cos(
√
λx),−k− cos(

√
λx), 0, 0, cos(

√
λx), cos(

√
λx)
)
.

For general N+
d , N

+
n , N

−
d , N

−
d ∈ N∗, the 4 type of eigenfunctions can be defined equivalently:

the first type is always simple, the second has multiplicity N+
n − 1, the third has multiplicity

N−
n − 1, and the fourth is always simple.

• The second family of eigenvalues is composed of numbers λ of the form:

n2π2, n ∈ N∗

with multiplicity 3 (in the general case N+
d +N−

d − 1). The corresponding eigenfunctions have
the form

ψ = (ψ1, ψ2, 0, 0, ψ5, ψ6, 0, 0), ψj(x) = αj sin(nπx)

with α1 + α2 + k−α5 + k−α6 = 0.

An example is given by the following three orthogonal functions

(− sin(nπx), sin(nπx), 0, 0, 0, 0, 0, 0), (0, 0, 0, 0,− sin(nπx), sin(nπx), 0, 0),

(−k− sin(nπx),−k− sin(nπx), 0, 0, sin(nπx), sin(nπx), 0, 0).
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6.4 Spectral representation via pseudo-eigenfunctions for some non-equilateral star-
networks

Finally, we study (23) when Lj = |ej | are such that Lj/Lk ̸∈ Q for every distinct j, k ≤ N . In this
case, the eigenvalues λ are simple (this also true for generalN+

d , N
+
n , N

−
d , N

−
n ) and they are the zeros

of the equation

2∑
j=1

cot(
√
λLj)−

4∑
j=3

tan(
√
λLj) + k−

6∑
j=5

cot(
√
λLj)− k−

8∑
j=7

tan(
√
λLj) = 0.

The corresponding eigenfunctions have the form

ψ(x) =
(
ψ1, ..., ψ8

)
,

ψj(x) =



sin(
√
λx) 1 ≤ j ≤ 2,

sin(
√
λ)

cos(
√
λ)

cos(
√
λx) 3 ≤ j ≤ 4,

sin(
√
λ)

sinh
( √

λ√
|k−|

) sin
( √

λ√
|k−|

x

)
5 ≤ j ≤ 6,

sin(
√
λ)

cosh
( √

λ√
|k−|

) cos
( √

λ√
|k−|

x

)
7 ≤ j ≤ 8.

7 Spectral representation for two-phase tadpole networks

This section aims to study the spectral representations considered in Section 5 for the case of the
tadpole graphs T introduced in Section 4.1. The case in which the external vertex is not equipped
with Dirichlet boundary conditions but with the Neumann one can be treated in the same way.

Assume that the lengths of the edges are |e1| = L1 and |e2| = L2. We choose the constant
conductivities: k1 = 1 and k2 = k− < 0. As in the previous section, we introduced the quadratic
form

(ψ,φ)k =

∫
e1

ψ1φ1 +

∫
e2

k−ψ2φ2.

and, again, one can specify two different interesting spectral problems.

• We aim to find λ and ψ ∈ H1
0 (T ) such that, for all φ ∈ H1

0 (T ),

ak(ψ,φ) :=

∫
e1

ψ′
1φ

′
1 +

∫
e2

k−ψ′
2φ

′
2 = λ(ψ,φ). (37)

It corresponds to the study the eigenfunctions of the following operator in L2(T ):

Aψ =
(
− ∂2xψ1, −k−∂2xψ2

)
for ψ ∈ D(A) with
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D(A) =
{
ψ ∈ H2(e1,R)×H2(e2,R) : ψ2(0) = 0, ψ1(0) = ψ1(|e1|) = ψN (|e2|),

∂xψ1(0)− ∂xψ1(|e1|)− k−∂xψ2(|e2|) = 0
}
.

Proposition 7.1. The operatorA is self-adjoint and admits compact resolvent for every k− < 0.

Proof. First, the fact that A is self-adjoint follows exactly as in the proof of Proposition 5.1.
Second, A admits compact resolvent thanks to Theorem 4.1.

• The second “alternative” eigenvalue problem is: find λ and ψ ∈ H1
0 (T ) such that, for all

φ ∈ H1
0 (T ),

ak(ψ,φ) = λ(ψ,φ)k. (38)

It corresponds to study the spectral problem associated with the operator:

Ãψ =
(
− ∂2xψ1 , −∂2xψ2

)
for ψ ∈ D(Ã) with

D(Ã) =
{
ψ ∈ H2(e1,R)×H2(e2,R) : ψ2(0) = 0, ψ1(0) = ψ1(|e1|) = ψN (|e2|),

∂xψ1(0)− ∂xψ1(|e1|)− k−∂xψ2(|e2|) = 0
}
.

Remark 7.2. As in Remark 5.2, the operator Ã is neither self-adjoint, nor symmetric.

7.1 Standard spectral representation

Let us start by considering the spectral problem (37). We exploit the ideas developed in the proof
of Theorem 4.1 and the eigenfunctions are either symmetric or antisymmetric w.r.t. symmetry axe
r. This fact allows us to distinguish between two families of eigenpairs. The first (νj , φj)j∈N∗ is
composed of antisymmetric functions:

νj =
4j2π2

L2
1

, φj =
(
αj sin

(2jπ
L1

x
)
, 0
)
.

with some normalizing αj . The second (θj , ϕ
j)j∈N∗ is instead associated to symmetric eigefunctions.

Each eigenvalue, in this case, is associated to a function of form:(
β1 cos

(
ξ
(
x− L1

2

))
, β2 sin(µx)

)
,

with ξ = isµ and s =
√
|k−|. Now, the boundary conditions defining D(A) yieldβ1 cos

(
ξL1

2

)
= β2 sin(µL2),

2β1ξ sin
(
ξL1

2

)
− k−β2µ cos(µL2) = 0.

(39)

These identities tell us that β1, β2 ̸= 0 and cos(ξL1
2 ), sin(µL2) ̸= 0. Thus, by recalling µ = −i ξ√

|k−|
,

the eigenvalues θj are those numbers solving the following equation

2 tan
(√

θj
L1

2

)
+
√
|k−| coth

( √
θj√
|k−|

L2

)
= 0.
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Notice that (θj)j∈N∗ are also real thanks to the self-adjointness of A and simple thanks to the same ar-
guments adopted in Section 5.2. The eigenfunctions ϕj can be defined via some normalizing constants
αj as follows:

ϕj = αj

(
cos
(√

θj

(
x− L1

2

))
,

cos
(√

θj
L1
2

)
sinh

( √
θj√
|k−|

L2

) sinh
( √

θj√
|k−|

x
))

.

Finally, the eigenvalues (λj)j∈N∗ of A are obtained by reordering (νj)j∈N∗ and (θj)j∈N∗ . We de-
note by (ψj)j∈N∗ the corresponding family of eigenfunctions obtained by reordering (φj)j∈N∗ and
(ϕj)j∈N∗ .

Proposition 7.3. The functions (ψn)n≥1 form a complete orthonormal system of L2(T ).

7.2 Pseudo-eigenfunctions for a tadpole network

As above, we distinguish between two families of eigenpairs. The first (νj , φj)j∈N∗ is the same defined
for the operator A. The second eigenpair instead (θ̃j , ϕ̃

j)j∈N∗ is associated to eigefunctions of form(
β̃1 cos

(√
θ̃
(
x− L1

2

))
, β̃2 sin(

√
θ̃x)

)
.

such that β̃1 cos
(√

θ̃L1
2

)
= β̃2 sin(

√
θ̃L2),

2β̃1 sin
(√

θ̃L1
2

)
− k−β̃2 cos(

√
θ̃L2) = 0

(40)

with β̃1, β̃2 ̸= 0 and. Notice that, if

cos
(√

θ̃
L1

2

)
= sin(

√
θ̃L2) = 0, (41)

then θ̃ has the form
(2n1 − 1)2π2

L2
1

and
n22π

2

L2
2

,

which is possible only when
L1

L2
∈ Q.

Some corresponding eigenfunctions have the form, with α̃ suitable,

ϕ̃ =

(
cos
(√

θ̃
(
x− L1

2

))
, α̃ sin

(√
θ̃x
))

.

When cos
(√

θ̃L1
2

)
̸= 0 and sin(

√
θ̃L2) ̸= 0, we can define the eigenvalues by the relation

2 tan
(√

θ̃
L1

2

)
− k− cot(

√
θ̃L2) = 0 (42)
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In this case, some corresponding eigenfunctions are defined by

ϕ̃ =

(
cos
(√

θ̃
(
x− L1

2

))
,
cos
(√

θ̃L1
2

)
sin(

√
θ̃L2)

sin
(√

θ̃x
))

.

Now, the sequence of eigenvalues (θ̃j)j∈N∗ is defined by reordering the solutions of (41) and of (42)
and we denote by (ϕ̃j)j∈N∗ some corresponding normalized eigenfunctions.

Finally, the eigenvalues (λ̃j)j∈N∗ of Ã are obtained by reordering (νj)j∈N∗ and (θ̃j)j∈N∗ . We
denote by (ψ̃j)j∈N∗ the corresponding family of eigenfunctions obtained by reordering (φj)j∈N∗ and
(ϕ̃j)j∈N∗ .

As done for the star graphs with Proposition 5.7 and Propositions 5.10, we can see now that
(ψ̃j)j∈N∗ are isomorphic to the eigenfunctions of the Dirichlet Laplacian defined on a tadpole graph
(see [15, Section 4.2]), which yields the following proposition

Proposition 7.4. The family of functions (ψ̃n)n∈N∗ forms a Riesz Basis of L2(T ) , i.e. it is isomorphic
to an orthonormal system of L2(T ).
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