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SUBADDITIVITY AND OPTIMAL MATCHING

OF UNBOUNDED SAMPLES

EMANUELE CAGLIOTI, MICHAEL GOLDMAN, FRANCESCA PIERONI, AND DARIO TREVISAN

Abstract. We obtain new bounds for the optimal matching cost for empirical measures
with unbounded support. For a large class of radially symmetric and rapidly decaying
probability laws, we prove for the first time the asymptotic rate of convergence for the
whole range of power exponents p and dimensions d. Moreover we identify the exact
prefactor when p ≤ d. We cover in particular the Gaussian case, going far beyond the
currently known bounds. Our proof technique is based on approximate sub- and super-
additivity bounds along a geometric decomposition adapted to some features the density,
such as its radial symmetry and its decay at infinity.

1. Introduction

In this paper we investigate the behavior of the transportation cost between expo-
nentially decaying distributions and their empirical measure obtained from a sample of
n independent observations. To a large extent, we complete the program initiated in
[19, 23, 20, 10].

In order to state our main result let us introduce some notation. Letting d ≥ 1 and
(Xi)

∞
i=1 be i.i.d. random variables uniformly distributed on the unit cube Q := (0, 1)d and

then µn :=
∑n

i=1 δXi be the (non-normalized) empirical measure, the optimal matching
problem concerns the study of the asymptotic behavior of

E
[
W p

p (µn, n1Q)
]
,

where W p
p denotes the p−Wasserstein distance. Letting for p, d ≥ 1,

ηp,dn :=


n1− p

2 if d = 1,

n1− p
2 (log n)

p
2 if d = 2,

n1− p
d if d ≥ 3,

(1.1)

we define

cp,d := lim sup
n→∞

1

ηp,dn

E
[
W p

p (µn, n1Q)
]
. (1.2)

To simplify notation we write ηn for ηp,dn when p and d are clear from the context. For the
case d = 1, we refer to [8] for a thorough discussion and will focus on the case d ≥ 2 from
now on. Since the work [1], see also [19, Section 4], it is known that for every p ≥ 1 and
every d ≥ 2, cp,d ∈ (0,∞).

Remark 1.1. Let us point out that if d ≥ 3 or p = d = 2, this limsup is actually a limit,
see [11, 3, 5, 12, 16] but this does not affect our analysis. It is still an open problem to
prove the convergence when d = 2 and p ̸= 2. See however [4] for recent progress in this
direction.

Following classical ideas in the matching problem, see e.g. [25, 5, 12, 2] we also consider
a variant of the problem where mass can be transported to and from the boundary. We
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denote by WbpQ the boundary p−Wasserstein distance (see (2.5) for the definition) and set

cp,d := lim inf
n→∞

1

ηn
E
[
WbpQ(µn, n1Q)

]
. (1.3)

While it is probably common knowledge in the community that also cp,d ∈ (0,∞) (the
proof for d ≥ 3 can be easily adapted from [14]), we provide a proof in Proposition A.3 in
the Appendix.

Remark 1.2. As for cp,d, when p = d = 2 or d ≥ 3, the liminf is actually a limit, see
[2, 17] or a very simple proof in the case d ≥ 3 in Proposition A.3. Again, this will play
no role in our analysis.

Remark 1.3. While it is conjectured that cp,d = cp,d for every p, d ≥ 1 it is currently
only known for p = 2, see [2, 15]. See also [24] for the case d = 1 and p ∈ (0, 1/2).

For q > 0 we define the rate function

τn :=


ηn if p ∈ [1, d),

(log n)
1+ 2

q if p = d = 2,

(log n)
d
q if d ≥ 3 and p = d,

(log n)
d−1−p

(
1− 1

q

)
if d ≥ 2 and p > d.

(1.4)

Let now V be a radial and C1 function satisfying for some C > 0 and every t ≥ 1 (with a
slight abuse of notation we identify V (x) and V (|x|)),

1

C
tq−1 ≤ V ′(t) ≤ Ctq−1. (1.5)

We assume moreover that V (0) is chosen such that ρ(x) := exp(−V (x)) is a probability
density on Rd. Let Rn be the unique solution to

V (Rn) = log n (1.6)

and set

ℓ := lim sup
n→∞

Rd
n

(log n)
d
q

∫
B1

(
1− 1d=2

V (Rnx)

log n

)
and ℓ := lim inf

n→∞

Rd
n

(log n)
d
q

∫
B1

(
1− 1d=2

V (Rnx)

log n

)
. (1.7)

Remark 1.4. Under hypothesis (1.5) it is not hard to check that 0 < ℓ ≤ ℓ < ∞.
Moreover, it is easy to construct examples of potentials V satisfying (1.5) but for which
ℓ < ℓ. Let us also notice that the value of ℓ, ℓ does not change if instead of (1.6) we use

V (Rn) + α logRn = log n

for some α ∈ R.

Remark 1.5. If V (t) = V (0) + tq/q (the case q = 2 corresponding to the Gaussian) then
to leading order,

Rn = (q log n)
1
q and ℓ = ℓ = q

d
q

∫
B1

(1− 1d=2|x|q).

Our main result is the following:
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Theorem 1.6. Let (Xi)
∞
i=1 be i.i.d. random variables of law ρ. Setting µn :=

∑n
i=1 δXi,

we have for p ≤ d,

cp,d

(∫
Rd

ρ1−
p
d1p<d + ℓ1p=d

)
≥ lim sup

n→∞

1

τn
E
[
W p

p (µn, nρ)
]

≥ lim inf
n→∞

1

τn
E
[
W p

p (µn, nρ)
]
≥ cp,d

(∫
Rd

ρ1−
p
d1p<d + ℓ1p=d

)
(1.8)

and for p > d,

E
[
W p

p (µn, nρ)
]
≃ τn. (1.9)

Theorem 1.6 is obtained as a combination of Proposition 3.1 for the lower bound and
Proposition 4.1 for the upper bound.

Remark 1.7. On the one hand, when p = d = q = 2 (where cp,d = cp,d = 1/(4π)) we get
from Remark 1.5,

cp,dℓ = cp,dℓ =
1

4
,

recovering the result from [10]. On the other hand, for p < d/2 with d ≥ 3, Theorem 1.6
is covered by the results in [5, 12].

In Theorem 8.1, we complement the convergence in expectation with concentration
estimates when p ≤ d and ρ satisfies a Poincaré inequality. Similar concentration results
were obtained in this range of parameters (actually p ≤ 2 if d = 2 and p < d if d ≥ 3) in
the case of the matching to the uniform measure on the cube in [3, Remark 4.7], see also
[16, Remark 6.5] or [17, Proposition 5.3].

Previous results, heuristics and strategy of proof. As understood in [5, 12], while
the matching problem is quite robust when p < d/2, d ≥ 3, the situation becomes more
complicated when p ≥ d/2 (or d = 2). While the case of general densities on bounded
domains was essentially treated in [6, 16, 2] (see also Theorem A.2) the unbounded case
remains challenging. Motivated by this question, the study of matching for Gaussian sam-
ples was initiated in [19], where using semi-group techniques, Ledoux proved the correct
upper bound for the scaling law in the case p = d = 2 but only a sub-optimal local bound.
Soon after the correct lower bound (in terms of scaling laws) was obtained in [23]. In that

paper, Talagrand proves the correct lower bound (log n)
d
2 when p = d ≥ 3 and suggests

that his proofs should also apply to the family of densities ρ(x) = exp(−|x|q) with q > 0.
Still at the level of scaling law, the case p < d with d ≥ 3 was covered in [20]. Using sub-
additivity techniques in the spirit of [6, 16, 2], the optimal constant was recently obtained
(still in the Gaussian case) for the case p = d = 2 in [10].

Here are the main contributions of this paper:

• In the Gaussian case we improve on [19, 23, 20] by obtaining the optimal prefactors.
Moreover, we are able to treat (this time only at the level of scaling laws) also the
case p > d where no conjecture was even made. A surprising feature of this regime
is that the extra logarithmic in dimension d = 2 disappears, see Remark 1.8.

• We cover a large family of radial densities thus proving that there is nothing special
about the Gaussian measure. In particular [19, 20] strongly relies on the properties
of the Ornstein-Uhlenbeck semi-group while [10] used crucially the tensorization
properties of the Gaussian measure. Notice that for q < 1, measures satisfying (1.5)
cannot be log-concave (see also Remark 8.3) which shows that also this natural
property is not essential. While this goes beyond the scope of this paper, it suggests
that for p < d, Theorem 1.6 should hold in the much larger class of densities

satisfying
∫
Rd ρ

1− p
d < ∞.
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• We show that obtaining (sharp) lower bounds in the matching problem is much
easier than obtaining the corresponding upper bounds, see Remark 1.10. In par-
ticular we include in Appendix A a short proof of the convergence of the boundary
transport problem in the case of the uniform measure on the cube as well as the
lower bound on bounded sets. The main new ingredient is the elementary estimate
(2.7) of Lemma 2.5.

• For the upper bound we use a general subadditivity property of the Wasserstein
distance, see Lemma 2.2. This goes beyond the classical application of subadditiv-
ity in the context of matching problems where usually the measures are required
to have disjoint support, see also the discussion below.

As in [6, 16, 2, 10, 17, 21], see also [5, 12] in the case p < d/2, our proof, which we now
sketch, relies on subadditivity/superadditivity arguments. We focus on the case d ≥ 3 to
simplify the notation. The idea is to subdivide Rd in cubes Qj = zj + (0, hj)

d for hj > 0

and zj ∈ Rd. Assuming for a moment that for every j (which of course is never the case),

µn(Qj) = nρ(Qj), (1.10)

we can write by subadditivity (see (2.3) for the notation WΩ),

W p
p (µn, nρ) ≤

∑
j

W p
Qj

(µn, nρ).

Now provided V does not oscillate too much on Qj i.e.

hj sup
Qj

|∇V | ≃ hj |zj |q−1 ≪ 1, (1.11)

we may consider that in each Qj the points Xi follow a uniform distribution. Finally,
provided there are in expectation many points in each of the cubes i.e.

E[µn(Qj)] = nρ(Qj) ≃ nhdjρ(zj) ≫ 1, (1.12)

we can use the definition of cp,d to infer

E
[
W p

Qj
(µn, nρ)

]
≤ (1 + o(1))cp,dh

p
j (nρ(Qj))

1− p
d = (1 + o(1))cp,dn

1− p
d

∫
Qj

ρ1−
p
d .

This estimate is then summed over all cubes satisfying (1.11) and (1.12). Let Rn :=

max |zj | and set h = R1−q
n so that (1.11) is almost satisfied. From (1.12) we see that we

must impose

nRd(1−q)
n exp−V (Rn) ≫ 1.

This motivates the choice of Rn as the unique solution to

V (Rn) + d(q − 1) logRn = log n. (1.13)

Notice that with this definition, we have

Rn ≃ (log n)
1
q .

Since (see Remark 1.4 and the computation (4.14))

n1− p
d

∫
BRn

ρ1−
p
d

= (1 + o(n))τn

(
1p<d

∫
Rd

ρ1−
p
d + 1p=d

Rd
n

(log n)
d
q

∫
B1

(
1− 1d=2

V (Rnx)

log n

)
+ C1p>d

)
we can then conclude the proof of (1.8) and (1.9).

Remark 1.8. In the case d = 2 < p, the integral
∫
BRn

ρ1−
p
2 concentrates around ∂BRn

where in each cube Qj the number of points is of order one. This explains why there is
no additional logarithms with respect to the case d ≥ 3.
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One simple but important observation of this work is that the sketch of proof above can
be made rigorous for the lower bound without many changes, see Section 3. Indeed, for
the boundary functional we do not need to impose condition (1.10) and can locally modify
the mass thanks to Lemma 2.5. This leads to much simpler proofs than in earlier works
on the subject where the boundary and standard Wasserstein distances were treated in a
similar way, see [2, 17, 10]. While this is mostly of esthetical nature in the case p ≤ d,
it turns out to be an important observation to treat the case p > d, see Remark 1.10 below.

For the proof of the upper bound, many changes need to be made to the sketch of proof
above. First, as already understood in [19], in order to hope for (1.11) and (1.12) to hold
we need to truncate the measure ρ on the ball BRn . While the construction of [19] works
for p < d (and also for p = d = 2 thanks to the extra logarithm, see [10]), it yields a
transport cost which is too large for p ≥ d. As alternative we essentially project the points
outside BRn on ∂BRn , see Lemma 5.1. In particular, this truncation imposes the choice

V (Rn) + α logRn = β log n

where (compare with (1.13))

β

{
∈ (pd , 1) if p < d

= 1 if p ≥ d
and α


= 0 if p < d

∈ (d(q − 1), 2q + d(q − 1)) if p = d = 2

∈ (d(q − 1), q + d(q − 1)) if p = d ≥ 3

= d(q − 1) if p > d.

(1.14)

The second and most important modification is due to the condition (1.10). Following [16]
a way around it is to use triangle inequality and Young, see also Lemma 2.2 and write for
ε ∈ (0, 1),

E[W p
p (µn, nρ)] ≤ (1 + ε)

∑
j

E
[
W p

Qj

(
µn,

µn(Qj)

ρ(Qj)
ρ

)]

+
C

εp−1
E

W p
p

∑
j

µn(Qj)

ρ(Qj)
1Qjρ, nρ

 . (1.15)

The first term, which we sometimes call the local term, may be estimated following now
exactly the sketch of proof while the difficulty is to prove that the second term, sometimes
called the global term, is negligible. Since the estimate of the global term is usually
delicate, see [2, 17, 21] and since we need to be very precise in particular for p ≥ d, we
had to resolve to modify the partition in order to take advantage of the radial symmetry
of the measure1. A crucial requirement for the strategy to work is that all the elements
of the partition have the same shape so that the rates of convergence in Theorem A.1 are
uniform. To this aim we relax the condition of being a partition, see Lemma 2.2, and use
instead coverings by sets of the form

∆δ,z
r = r{1 ≤ |x| ≤ 1 + δ : x̂ ∈ Dδ(z)}

where x̂ = x/|x| and Dδ(z) denotes the image through the exponential map on Sd−1 of a
(d− 1)-dimensional cube on the tangent – the precise reason for such choice is technical,
since it is common in the literature to argue with cubes. The estimate of the corresponding
global term in Proposition 7.5 is divided into a radial, see Section 7.1 and an angular, see
Section 7.2, transport. While for most values of p and d the order of subdivision (first
radial and then angular or vice-versa) does not matter, for certain values it seems instead
crucial (see Remark 7.6).

1Let us point out that for q < 1 there is anyway the issue that in order to satisfy (1.11) and (1.12) at
the same time it is not possible to take h = hj independent of Qj .
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Remark 1.9. Let us point out that a similar strategy for the upper bound was suggested
in [23] for the case p = d = 2.

Remark 1.10. In the case of the lower bound, one could argue as in the upper bound
and use triangle inequality together with Young to obtain the analog of (1.15). The main
difference would be the minus sign in front of the global term. Using that Wb ≤ W , one
could then use the estimates for the upper bounds to conclude. This would however not
work when p > d since the local and the global terms are both of the order of τn, see
Proposition 7.5.

2. Notation and preliminary results

2.1. Notation. We identify measures which are absolutely continuous with respect to the
Lebesgue measure with their density. Moreover, when integrating against the Lebesgue
measure, and when it is clear from the context, we omit both integration variables and the
measure in the integrals. We write |Ω| for the Lebesgue measure of a set Ω. We write Hk

for the Hausdorff measure of dimension k. We denote by M(Ω) the set of signed measures
on Ω and by M+(Ω) the set of the positive measures on Ω.
The notation A ≲ B, which we use in output statements, means that there exists a
universal (meaning depending possibly on d and p) constant C > 0 such that A ≤ CB.
We write A ≲ε B if the implicit constant depends on the parameter ε. We write A ≃ B
if A ≲ B and B ≲ A. We denote by ω(t) a rate function which may vary from line to line
such that limt→0 ω(t) = limt→∞ ω(t) = 0 We write ωε to indicate that the rate function
also depends on ε.
For d ≥ 2 we write Sd−1 = ∂B1 for the unit sphere and denote by

σ :=
1

Hd−1(Sd−1)
Hd−1 ¬Sd−1

the uniform probability measure on Sd−1. Moreover Sd−1 is endowed with the (Riemann-

ian) spherical distance dSd−1 . We write S̃d−1 := Sd−1 ×O(d− 1), where O(d− 1) denotes

the orthogonal group on Rd−1. For z = (y, U) ∈ S̃d−1 where p ∈ Sd−1, U ∈ O(d − 1), we
define

Dδ(z) := expy(U(−δ/2, δ/2)d−1) ⊆ Sd−1. (2.1)

where expy denotes the exponential map at y. For z = (e1, Idd−1) we simply write Dδ.

Notice that we are implicitly identifying the tangent at y with Rd−1, which can is done
e.g. by viewing Sd−1 as a submanifold of Rd−1. We also write σ̃ for the uniform (Haar)

probability measure on S̃.

2.2. The Wasserstein distance. For µ, λ ∈ M+(Rd) with µ(Rd) = λ(Rd), we define
the p−Wasserstein distance between µ and λ as

W p
p (µ, λ) := min

{∫
Rd×Rd

|x− y|pdπ(x, y)
∣∣∣∣π1 = µ, π2 = λ

}
. (2.2)

For a set Ω we write
W p

Ω(µ, λ) := W p
p (µ

¬
Ω, λ

¬
Ω). (2.3)

We recall the following classical consequence of the Benamou-Brenier formula, see e.g. [22]
or [16, Lemma 3.4].

Proposition 2.1. Let Ω be an open set and µ, λ ∈ M+(Ω) be such that µ(Ω) = λ(Ω). If
ϕ is a solution of

∆ϕ = µ− λ in Ω and ∇ϕ · ν = 0 on ∂Ω,

where ν denotes the exterior normal to ∂Ω, then

W p
p (µ, λ) ≲

∫
Ω

|∇ϕ|p

µp−1
.



SUBADDITIVITY AND OPTIMAL MATCHING OF UNBOUNDED SAMPLES 7

We now state a simple subadditivity result for the Wasserstein distance whose proof is
immediate. It extends more classical subadditivity results to the case of coverings which
are not necessarily partitions. The last statement of the Lemma comes from combining
the second one with the property (a+ b)p ≤ (1 + ε)ap + c

εp−1 b
p.

Lemma 2.2. Let (E, E , ζ) be a measure space and (µz, λz)z∈E a collection of measures on
Ω such that µz(Ω) = λz(Ω). Then

W p
p

(∫
E
µzdζ(z),

∫
E
λzdζ(z)

)
≤
∫
E
W p

p (µz, λz)dζ(z).

In particular, for Ω ⊆ Rd, if (Ωz)z∈E is a collection of Borel subsets of Ω, such that∫
E
1Ωzdζ(z) = 1 λ+ µ− a.e. and µ(Ωz) = λ(Ωz) for ζ a.e.z,

then

W p
p (µ, λ) ≤

∫
E
W p

Ωz
(µ, λ)dζ(z).

Therefore, letting κ := µ(Ω)/λ(Ω) and κz := µ(Ωz)/λ(Ωz), there exists c = c(p, d) > 0
such that for every ε ∈ (0, 1)

W p
p (µ, κλ) ≤ (1 + ε)

∫
E
W p

Ω (µ, κzλ) dζ(z) +
c

εp−1
W p

p

(∫
E
κzλ1Ωzdζ(z), κλ

)
. (2.4)

Remark 2.3. To recover classical applications of subadditivity, see e.g. [16, Lemma 3.1],
it is enough to apply the lemma with E finite and ζ =

∑
z δz and obtain

W p
p

(∑
z∈E

µz,
∑
z∈E

λz

)
≤
∑
z∈E

W p
p (µz, λz).

2.3. The boundary Wasserstein distance. For the lower bound we will use the bound-
ary Wasserstein distance, that has been defined in [13] between µ and λ measures on Ω
not necessarily of the same mass. It is defined as

WbpΩ(µ, λ) := min

{∫
Ω̄×Ω̄

|x− y|pdπ(x, y)
∣∣∣∣π1⌊Ω = µ, π2⌊Ω = λ

}
. (2.5)

As for WΩ we write for Ω′ ⊂ Ω,

WbpΩ′(µ, λ) := WbpΩ′(µ
¬
Ω′, λ

¬
Ω′).

We recall that Wb is superadditive, see e.g. [2] or [5, Lemma 25].

Lemma 2.4. Let Ω ⊂ Rd be an open set and let Ωj ⊂ Ω be pairwise disjoint open sets
then

WbpΩ(µ, λ) ≥
∑
j

WbpΩj
(µ, λ). (2.6)

We conclude with a simple lemma which will allow us to adjust the densities when
working with Wb.

Lemma 2.5. Let Ω be a bounded set. Then for every m,m′ > 0

WbpΩ
(
m,m′) ≲ diam(Ω)p+d |m−m′|p

max(m,m′)p−1
. (2.7)

Proof. Since WbΩ ≤ WbConvΩ where ConvΩ denotes the convex enveloppe of Ω, we may
assume without loss of generality that Ω is convex. Let us first treat the one dimensonal
case. We may assume that Ω = (0, L) for some L > 0 and m ≥ m′. We then set for
x ∈ (0, L),

T (x) := min
(m

m′x, L
)
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so that T sends m1(0,L) on m′
1(0,L) + (m−m′)/LδL and is thus (Id× T )♯(m1(0,L)) is an

admissible transport plan for WbpΩ(m,m′). We then compute

WbpΩ(m,m′) ≤ m

∫ L

0
|T − x|p = m

∫ m′
m

L

0

∣∣∣m
m′ − 1

∣∣∣p xp +m

∫ L

m′
m

L
(L− x)p.

An elementary computation then yields the claimed

WbpΩ(m,m′) ≲ Lp+1 |m−m′|p

mp−1
. (2.8)

Let us now conclude the proof in the case d ≥ 2. For x′ ∈ Rd−1 let

Ωx′ = {t ∈ R : (t, x′) ∈ Ω}

be the intersection of Ω with the line Re1+x′. Since Ω is convex this is a segment. Letting
Ω′ := {x′ ∈ Rd−1 : Ωx′ ̸= ∅} and for x′ ∈ Ωx′ , πx′ be an admissible transport plan for
WbpΩx′

(m,m′) we see that the plan defined by∫
Ω×Ω

ζdπ :=

∫
Ω′

∫
Ωx′×Ωx′

ζ(x′ + te1, x
′ + se1)dπx′(t, s)dx′

is admissible for WbpΩ(m,m′) and thus

WbpΩ(m,m′) ≤
∫
Ω′

WbpΩx′
(m,m′)dx′

(2.8)

≲
∫
Ω′

diam(Ωx′)p+1 |m−m′|p

mp−1

≲ diam(Ω)p+d |m−m′|p

mp−1
.

This concludes the proof of (2.7). □

3. Proof of the lower bound

In this section we prove the lower bound part of Theorem 1.6. Let us recall the definition
(1.4) of τn and (1.7) of ℓ.

Proposition 3.1. Let (Xi)
∞
i=1 be i.i.d. random variables of law ρ. Setting µn :=

∑n
i=1 δXi,

we have for p ≤ d,

lim inf
n→∞

1

τn
E
[
W p

p (µn, nρ)
]
≥ cp,d

(∫
Rd

ρ1−
p
d1p<d + ℓ1p=d

)
(3.1)

and for p > d,

E
[
W p

p (µn, nρ)
]
≳ τn. (3.2)

Proof. Step 1. Let us first set some notation. For h > 0 and z ∈ hZd, we denote
Qz := z + (0, h)d. For any Z ⊂ hZd, we set

ΩZ := ∪z∈ZQz. (3.3)

Let ε > 0 be fixed. We first claim that provided there exists m = mε large enough such
that for z ∈ Z,

hV ′(|z|) ≲ ε (3.4)

and

nhdρ(|z|) ≳ε exp(Cεm) (3.5)

then

E
[
W p

p (µn, nρ)
]

≥ (1− ω(ε)−max
z∈Z

ω(nρ(Qz)))c
p,dn1− p

d

∑
z∈Z

∫
Qz

ρ1−
p
d (1 + 1d=2(log nρ(Qz))

p
2 ).

(3.6)
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Let us first prove the claim. To this aim we first use superadditivity, see Lemma 2.4, to
obtain

E
[
W p

p (µn, nρ)
]
≥
∑
z∈Z

E
[
WbpQz

(µn, nρ)
]
.

Fix z ∈ Z and set N := µn(Qz). Let X̂i be i.i.d. random variables of law λ̂ := ρ1Qz/ρ(Qz)

so that µn
¬
Qz has the same law as µ̂N :=

∑N
i=1 δX̂i

. We thus have

E
[
WbpQz

(µn, nρ)
]
= E

[
E
[
WbpQz

(µ̂k, nρ)|N = k
]]

.

By (3.4), we can use either the Knothe map as in [6, Lemma 1] or [2, Proposition 2.4] (in
both cases the proof easily extend to general dimensions) to find a Lipschitz map T : Qz →
Qz such that T♯λ̂ = 1/|Qz| and such that LipT ≤ 1 + ω(ε). Letting µ′

k :=
∑k

i=1 δT (X̂i)
we

find for every k,

E
[
WbpQz

(µ̂k, nρ)
]
≥ (1− ω(ε))E

[
WbpQz

(
µ′
k,

nρ(Qz)

|Qz|

)]
.

Using triangle inequality and (2.7) from Lemma 2.5, we find

WbpQz
(µ̂k, nρ) ≥ (1− ω(ε))WbpQz

(
µ′
k,

k

|Qz|

)
− C

εp−1
WbpQz

(
k

|Qz|
,
nρ(Qz)

|Qz|

)
≥ (1− ω(ε))WbpQz

(
µ′
k,

k

|Qz|

)
− C

εp−1
|Qz|

p
d
|k − nρ(Qz)|p

(nρ(Qz))p−1
.

Taking expectation and using the definition (1.3) of cp,d (recall also the definition (1.1) of
ηn we find

E
[
WbpQz

(µ̂k, nρ)
]
≥ (1− ω(ε)− ω(k))cp,d|Qz|

p
d ηk −

C

εp−1
|Qz|

p
d
|k − nρ(Qz)|p

(nρ(Qz))p−1
.

Taking the expectation over N and using that E[|N − nρ(Qz)|p] ≲ nρ(Qz)
p/2 (recall that

(3.5) holds and thus E[N ] = nρ(Qz) ≫ 1 provided m is large enough) we get

E
[
WbpQz

(µn, nρ)
]
≥ (1− ω(ε)− ω(nρ(Qz)))c

p,d|Qz|
p
dE[ηN ]− C

εp−1
|Qz|

p
d (nρ(Qz))

1− p
2

= (1− ω(ε)− ω(nρ(Qz)))c
p,d|Qz|

p
d ηnρ(Qz) −

C

εp−1
|Qz|

p
d (nρ(Qz))

1− p
2 .

Recalling that

ηnρ(Qz) = (nρ(Qz))
1− p

d (1 + 1d=2(log nρ(Qz))
p
2 )

we see that provided m is large enough (depending on ε) we have

1

εp−1
(nρ(Qz))

1− p
2 ≪ ηnρ(Qz)

so that

E
[
WbpQz

(µn, nρ)
]
≥ (1− ω(ε)− ω(nρ(Qz)))c

p,d|Qz|
p
d ηnρ(Qz)

≥ (1− ω(ε)− ω(nρ(Qz)))c
p,dn1− p

d

∫
Qz

ρ1−
p
d (1 + 1d=2(log(nρ(Qz)))

p
2 ).

After summation this proves (3.6).

Step 2. We now consider separately the cases p < d, p = d and p > d.
Step 2.1. The case p < d. Let R > 0 be fixed, set

h = εmin(1, R1−q) and Z := {z ∈ hRd : |z| ≤ R}.
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In this case (3.4) holds and

min
Z

(nhdρ(|z|)) ≳R n and log(nρ(Qz)) ≥ log n− CR

so that (3.5) holds. Applying (3.6) we find (recall the definition (1.4) of τn)

E
[
W p

p (µn, nρ)
]
≥ (1− ω(ε)− ωε,R(n))c

p,dτn

∫
ΩZ

ρ1−
p
d .

Dividing by τn and sending n → ∞ we find

lim inf
n→∞

1

τn
E
[
W p

p (µn, nρ)
]
≥ (1− ω(ε))

∫
BR

ρ1−
p
d .

Sending ε → 0 and R → ∞ concludes the proof of (3.1) in this case.

Step 2.2. In the case p = d we choose α > max(d(q− 1), 0) and set Rn to be the unique
solution to

V (Rn) + α logRn = log n.

We then set

h := εmin(1, R1−q
n ) and Z := {z ∈ hZd : Qz ∩BRn ̸= ∅}.

By definition of h and (1.5), we see that (3.4) holds. Let us check that also (3.5) holds.
For this we see that for z ∈ Z,

nhdρ(|z|) ≳ nhdρ(Rn) = εnmin(1, Rd(1−q)
n ) exp(−V (Rn)) = εmin(1, Rd(1−q)

n )Rα
n

so that by our choice of α we get that (3.5) holds and so that

max
z∈Z

ω(nρ(Qz)) = ωε(n).

By (3.6) and the fact that for d = 2,∑
z∈Z

∫
Qz

| log |Qz|| ≲ |ΩZ | logRn ≲ |BRn | logRn ≪ τn

we have

E
[
W p

p (µn, nρ)
]
≥ (1− ω(ε)− ωε(n))c

p,d

∫
ΩZ

(1 + 1d=2 log(nρ))

≥ (1− ω(ε)− ωε(n))c
p,d

∫
BRn

(1 + 1d=2 log(nρ)).

If d ≥ 3, since τn = (log n)
d
q this concludes the proof of (3.1). If instead d = 2, we write∫

BRn

log(nρ) =

∫
BRn

(log n− V (x)) = Rd
n log n

∫
B1

(
1− V (Rnx)

log n

)
concluding similarly the proof of (3.1).
Step 2.3. The case p > d. We finally choose Rn to be the unique solution to

V (Rn) + d(q − 1) logRn = log n (3.7)

and set for m ≫ 1,

h := εR1−q
n and Z := {z ∈ hZd : |z| ∈ [Rn − 4mh,Rn −mh]}.
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Since for z ∈ Z, |z| ≃ Rn as above (3.4) is easily seen to hold. Let us check that also (3.5)
is satisfied. For z ∈ Z we have

nhdρ(|z|) ≥ nhdρ(Rn −mh) = nhd exp(−V (Rn −mh))

= nhd exp(−V (Rn)) exp(

∫ Rn

Rn−mh
V ′(t)) ≃ε exp(

∫ Rn

Rn−mh
V ′(t))

≥ exp(C(Rq
n − (Rn −mh)q)) ≥ exp(Cmε).

Thus (3.5) holds. Applying (3.6) yields

E
[
W p

p (µn, nρ)
]
≳ε n

1− p
d

∫
ΩZ

ρ1−
p
d

≥ n1− p
d

∫ Rn−2mh

Rn−3mh
rd−1ρ1−

p
d (r) ≳m n1− p

dRd−q
n ρ(Rn)

1− p
d

= n1− p
dRd−q

n exp
((p

d
− 1
)
V (Rn)

)
(3.7)
= Rd−q−(q−1)(p−d)

n ≃ τn.

This proves (3.2). □

4. Proof of the upper bound

4.1. The geometric setup. Motivated by the heuristics from the introduction, we set
r1 ≥ 1 be arbitrarily chosen such that in [r1,∞), the function td−q exp(−V (t)) is decreasing
and then for j ≥ 1, set

rj := (1 + δj)rj−1 (4.1)

where for ε ∈ (0, 1),

δj := ε

{
r−q
j−1 if d = 2 and p ∈ [1, 2)

(log n)−1 otherwise.
(4.2)

For the distinction between the cases see Remark 7.6 below. It is not hard to check that
in both cases rj → ∞ as j → ∞. When δj = ε(log n)−1 we simply write δ for δj . Let R̄n

be the unique solution to

V (R̄n) + α log R̄n = β log n (4.3)

where we recall that α and β are defined in (1.14). Notice that by (1.5), we have

R̄n ≃ (log n)
1
q .

Let jn be the first index such that

rjn ≥ R̄n.

We then set

Rn := rjn , Ωn := BRn , R′
n := rjn−1, and Ω′

n := BR′
n
. (4.4)

It is an elementary computation to check that

|Rn − R̄n| ≲ εR̄1−q
n and δjn ≃ ε(log n)−1 ≃ εR−q

n . (4.5)

We define the truncated probability density ρn by

ρn :=

(
1Ω′

n
+

1− ρ(Ω′
n)

ρ(Ωn\Ω′
n)
1Ωn\Ω′

n

)
ρ. (4.6)

Let us observe that since (Rn −R′
n)R

q−1
n = δjnR

q
n

(4.5)
≃ ε, (1.11) is satisfied and thus

1− ρ(Ω′
n)

ρ(Ωn \ Ω′
n)

=

∫∞
R′

n
rd−1ρ(r)∫ Rn

R′
n
rd−1ρ(r)

≃ Rd−q
n ρ(Rn)

Rd−1
n ρ(Rn)Rnδjn

=
1

Rq
nδjn

≃ 1

ε
. (4.7)
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For 0 ≤ r < R ≤ ∞, z ∈ S̃d−1 and δ > 0, we define the set (recall the definition (2.1) of
Dδ(z))

Λz,δ
r,R = {r ≤ |x| ≤ R : x̂ ∈ Dδ(z)} (4.8)

where x̂ = x/|x|. When δ ≥ 2π so that Dδ(z) = Sd−1, we simply write

Ar,R := {r ≤ |x| ≤ R} = Λz,δ
r,R. (4.9)

Finally for z ∈ S̃d−1 and 2 ≤ j ≤ jn, we define the quasi-cylindrical domains

∆z
j = Λ

z,δj
rj−1,rj = {x ∈ Rd : rj−1 ≤ |x| ≤ (1 + δj)rj−1 and x̂ ∈ Dδj (z)}. (4.10)

4.2. The upper bound. In this section we prove the upper bound part of Theorem 1.6.
We recall the definition (1.4) of τn and (1.7) of ℓ.

Proposition 4.1. Let (Xi)
∞
i=1 be i.i.d. random variables of law ρ. Setting µn :=

∑n
i=1 δXi,

we have for p ≤ d,

lim sup
n→∞

1

τn
E
[
W p

p (µn, nρ)
]
≤ cp,d

(∫
Rd

ρ1−
p
d1p<d + ℓ1p=d

)
(4.11)

and for p > d,
E
[
W p

p (µn, nρ)
]
≲ τn. (4.12)

Proof. Let T be the optimal transport map for Wp(ρ, ρn). Let X̂i := T (Xi) and then

µ̂n = T♯µn =
∑n

i=1 δX̂i
. Notice that X̂i are i.i.d. random variables with law ρn and

µ̂n
¬
Ω′
n = µn

¬
Ωn (recall (4.4)). Since

E[W p
p (µn, µ̂n)] ≤ nW p

p (ρ, ρn),

we have by triangle inequality and Young that for ε ∈ (0, 1),

E[Wp(µn, nρ)] ≤ (1 + ε)E[W p
p (µ̂n, nρn)] +

C

εp−1
nW p

p (ρ, ρn).

Since nW p
p (ρ, ρn) = o(τn) + 1p>dO(τn) by Lemma 5.1, we are only left with estimating

E[W p
p (µ̂n, nρn)]. To this aim, we set

κ1 :=
µ̂n(Br1)

ρn(Br1)
and κzj :=

µ̂n(∆
z
j )

ρn(∆z
j )
. (4.13)

Using the subadditivity inequality (2.4) from Lemma 2.2 on E = N× S̃d−1 with

ζ :=

jn∑
j=1

1j ⊗ dσ̃(z)

σ̃j
, where σ̃j =

∫
S̃d−1

1Dδj
(z)(e1)dσ̃(z)

and
Ω1,z := Br1 , and Ωj,z := ∆z

j for j ≥ 2

we find

E[W p
p (µ̂n, nρn)] ≤ (1 + ε)

E[W p
Br1

(µ̂n, κ1ρn)] +

jn∑
j=2

1

σ̃j

∫
S̃d−1

E[W p
∆z

j
(µ̂n, κ

z
jρn)]dσ̃(z)


+

C

εp−1
E

W p
p

κ11Br1
ρn +

jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), nρn

 .

Let us first consider the case p ≤ d. In this case, applying (6.5) from Proposition 6.2 and
(7.17) from Proposition 7.5 we obtain (recall the definition (1.1) of ηn

E[W p
p (µ̂n, nρn)] ≤ (1 + ω(ε) + ω(n)) cp,dηn

∫
Ωn

ρ
1− p

d
n

(
1 + 1d=2

(
log nρn
log n

) p
2

)
+ oε(τn).
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Using that for p ≤ d,

ηn

∫
Ωn

ρ
1− p

d
n

(
1 + 1d=2

(
log nρn
log n

) p
2

)
≤ (1 + ωε(n))τn

∫
Rd

ρ1−
p
d (1p<d + ℓ1p=d)

this concludes the proof of (4.11) sending first n → ∞ and then ε → 0.
In the case p > d, we use (6.6) from Proposition 6.2 and (7.17) from Proposition 7.5 to
obtain

E[W p
p (µ̂n, nρn)] ≲ε n

1− p
d

∫
Ωn

ρ
1− p

d
n + τn.

Since

n1− p
d

∫
Ωn

ρ
1− p

d
n ≃ε n

1− p
d

∫ Rn

0
rd−1ρ(r)1−

p
d

= n1− p
d ρ(Rn)

1− p
d

∫ Rn

0
rd−1 exp

(
−
(p
d
− 1
)∫ Rn

r
V ′(t)dt

)
dr

(1.5)
≃ (nρ(Rn))

1− p
d

∫ Rn

0
rd−1 exp (−C(Rq

n − rq)) dr ≃ Rd−q
n (nρ(Rn))

1− p
d

(4.5)
≃ τn, (4.14)

this concludes the proof of (4.12). □

5. Cost of the cut-off

In this section we estimate the distance between ρ and ρn. We recall the definition (1.4)
of τn.

Lemma 5.1. Let ρn be the probability measure defined in (4.6). We have

nW p
p (ρ, ρn) = o(τn) + 1p>dO(τn). (5.1)

Proof. By subadditivity,

W p
p (ρ, ρn) ≤ W p

p

(
1(Ω′

n)
cρ,

1− ρ(Ω′
n)

ρ(Ωn\Ω′
n)
1Ωn\Ω′

n
ρ

)
.

Let

ρ̂n =
1− ρ(Ω′

n)

Hd−1(∂Ω′
n)

Hd−1 ¬
∂Ω′

n.

Then by triangle inequality,

W p
p

(
1(Ω′

n)
cρ,

1− ρ(Ω′
n)

ρ(Ωn\Ω′
n)
1Ωn\Ω′

n
ρ

)
≲ W p

p

(
1(Ω′

n)
cρ, ρ̂n

)
+W p

p

(
ρ̂n,

1− ρ(Ω′
n)

ρ(Ωn\Ω′
n)
1Ωn\Ω′

n
ρ

)
.

We now estimate both terms separately using that since all the measures involved are
radially symmetric, so are the optimal transport maps. For the first term we have

W p
p

(
1(Ω′

n)
cρ, ρ̂n

)
≲
∫ ∞

R′
n

rd−1|R′
n − r|pρ(r)

(4.5)

≲
∫ ∞

Rn

rd−1|Rn − r|pρ(r).

We then estimate∫ ∞

Rn

|Rn − r|prd−1ρ(r)dr = exp(−V (Rn))

∫ ∞

Rn

|Rn − r|prd−1 exp

(
−
∫ r

Rn

V ′(t)dt

)
dr

≤ ρ(Rn)

∫ ∞

Rn

|Rn − r|prd−1 exp(−C(rq −Rq
n)) ≲ Rd−q+p(1−q)

n ρ(Rn).
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For the second term we may brutally estimate the transport distance by Rn − R′
n =

δjnR
′
n (recall (4.1)) so that

W p
p

(
ρ̂n,

1− ρ(Ω′
n)

ρ(Ωn\Ω′
n)
1Ωn\Ω′

n
ρ

)
≲ (δjnR

′
n)

p(1− ρ(Ω′
n))

(4.5)

≲ Rp(1−q)
n

∫ ∞

Rn

rd−1ρ(r)

≲ Rd−q+p(1−q)
n ρ(Rn).

Recalling the definition (1.14) of α, β as well as (4.3) and (4.5), we thus conclude that

nW p
p (ρ, ρn) ≲ nRd−q+p(1−q)

n ρ(Rn) ≲


(log n)

d+p
q

−1−p
n1−β if p < d

(log n)
d
q
−p(1− 1

q
)−1+α

q if p = d

(log n)
d−1−p

(
1− 1

q

)
if p > d.

Recalling the definition (1.4) of τn and the range (1.14) of α in the case p = d we conclude
the proof of (5.1).

□

6. The local terms

For r, δ > 0 we set (recall the definition (2.1) of Dδ)

∆δ
r := r{1 ≤ |x| ≤ 1 + δ : x̂ ∈ Dδ}

where x̂ = x/|x|. Recall the definitions (1.2) of cp,d and (1.3) of cp,d as well as the
definition (1.1) of ηn. Our main buiding block is a variant of Theorem A.1 with a more
explicit dependence on the parameters. Let us however stress that the main point in
Proposition 6.1 is that ∆δ

r is almost isometric to a cube while the difficulty in Theorem
A.1 is to cover arbitrary domains.

Proposition 6.1. There exists ω : R+ → R+ with limt→0 ω(t) = limt→∞ ω(t) = 0 with
the following property. Let r ≥ 1, δ ∈ (0, 1) and λ be a Lipschitz continuous probability
density on ∆δ

r such that

ℓrδ ≤ 1,

where ℓ := ∥λ∥Lip|∆δ
r|. For every n ≥ 2, if (Xi)

n
i=1 are i.i.d. random variables on ∆δ

r with
law λ, denoting µn =

∑n
i=1 δXi, we have

E[W p
∆δ

r
(µn, nλ)] ≤ (1 + ω(ℓrδ) + ω(δ) + ω(n))cp,dηn

∫
∆δ

r

λ1− p
d . (6.1)

Proof. Setting λr(x) := rdλ(rx) we see by scaling that it is enough to prove (6.1) with
r = 1. To lighten notation we set ∆δ := ∆δ

1. The map

Φ : Dδ × (0, δ) → Rd, (z, s) 7→ (1 + s)z ∈ ∆δ

satisfies ∥∇Φ − IdRd∥ ≲ δ. Moreover, by the very definition of Dδ, the exponential map
on Sd−1 provides a diffeomorphism

expe1 : (−δ/2, δ/2)d−1 ⊆ Rd−1 → Dδ

such that ∥∇ expe1 −IdRd∥ ≲ δ. Letting

Cδ := (−δ/2, δ/2)d−1 × (0, δ),

it follows that the map F : ∆δ 7→ Cδ defined through

F−1(y, s) := Φ(expe1(y), s) = (1 + s) expe1(y)

is a diffeomorphism. Moreover, it satisfies

∥∇F − IdRd∥∞ + ∥∇2F∥∞ ≲ δ
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and the same estimate also holds for F−1. In particular∣∣∣|∆δ| − |Cδ|
∣∣∣ ≤ ∫

Cδ

|1− det∇F−1| ≲ δ|Cδ|. (6.2)

Now we define

λ̂ := F♯λ and µ̂n := F♯µn.

Notice that µ̂n =
∑n

i=1 δX̂i
where X̂i = F (Xi) are i.i.d. random variables of law λ̂. We

have

ℓ̂ := ∥λ̂∥Lip|Cδ| ≲ ℓ+ δ and

E[W p
∆δ(µn, nλ)] ≤ ∥F−1∥pLipE[W

p
Cδ
(µ̂n, nλ̂)] ≤ (1 + Cδ)E[W p

Cδ
(µ̂n, nλ̂)]. (6.3)

We then set for x ∈ C1, λ
′(x) = λ̂(δx)δd and µ′

n =
∑n

i=1 δX′
i
where X ′

i = δ−1X̂i are i.i.d.

random variables of law λ′. By scaling we have

ℓ′ := ∥λ′∥Lip|C1| = δℓ̂ ≲ δℓ + δ2 and E[W p
Cδ
(µ̂n, nλ̂)] = δpE[W p

C1
(µ′

n, nλ
′)]. (6.4)

Since C1 is a cube, we can use either the Knothe map as in [6, Lemma 1] or [2, Proposition
2.4] to obtain a map T transporting λ′ on the uniform measure on C1 with

∥T∥Lip, ∥T−1∥Lip ≤ 1 +O(ℓ′).

Arguing exactly as above and setting µ̃n =
∑n

i=1 δT (X′
i)

(so that T (X ′
i) ae i.i.d. uni-

formly distributed in C1), we find using the definition of ηn,

E[W p
C1
(µ′

n, nλ
′)] ≤ (1 + O(ℓ′))E

[
W p

C1

(
µ̃n,

n

|C1|

)]
≤ (1 + ω(ℓ′) + ω(n))cp,dηn|C1|

p
d .

Combining this with (6.3), (6.4) and (6.2), we obtain

E[W p
∆δ(µn, nλ)] ≤ (1 + ω(δℓ) + ω(δ) + ω(n))cp,dηn|∆δ|

p
d .

Using that λ|∆δ| is ℓ−Lipschitz continuous, we can replace |∆δ|p/d by
∫
∆δ λ

1−p/d at a cost
of order ω(δℓ) in the previous inequality thus concluding the proof of (6.1). □

We recall the following notation from the proof of Proposition 4.1. For X̂i i.i.d. with
common law ρn, we set µ̂n :=

∑n
i=1 δX̂i

and then

κ1 :=
µ̂n(Br1)

ρn(Br1)
and κzj :=

µ̂n(∆
z
j )

ρn(∆z
j )
.

Proposition 6.2. We have for p ≤ d

E[W p
Br1

(µ̂n, κ1ρn)] +

jn∑
j=2

1

σ̃j

∫
S̃d−1

E[W p
∆z

j
(µ̂n, κ

z
jρn)]dσ̃(z)

≤ (1 + ω(ε) + ω(n)) cp,dηn

∫
Ωn

ρ
1− p

d
n

(
1 + 1d=2

(
log nρn
log n

) p
2

)
(6.5)

and for p > d

E[W p
Br1

(µ̂n, κ1ρn)] +

jn∑
j=2

1

σ̃j

∫
S̃d−1

E[W p
∆z

j
(µ̂n, κ

z
jρn)]dσ̃(z) ≲ε n

1− p
d

∫
Ωn

ρ
1− p

d
n . (6.6)
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Proof. We set
n1 := µ̂n(Br1) and nz

j := µ̂n(∆
z
j ).

In Br1 we use Theorem A.2 to obtain

E[W p
Br1

(µ̂n, κ1ρn)] = E[W p
Br1

(µ̂n, n1
ρ

ρ(Br1)
)]

≤ E

[
(1 + ω(n1))

(
n1

ρ(Br1)

)1− p
d (

1 + 1d=2(log n1)
p
2

)]
cp,d

∫
Br1

ρ
1− p

d
n .

Since n1 is a binomial random variable with exponential concentration around its expec-
tation E[n1] = nρ(Br1),

E[W p
Br1

(µ̂n, κ1ρn)] ≤ (1 + ω(n))cp,dηn

∫
Br1

ρ
1− p

d
n

≤ (1 + ω(n)) cp,dn
1− p

d

∫
Br1

ρ
1− p

d
n

(
1 + 1d=2(log nρn)

p
2

)
. (6.7)

We now consider a fixed set ∆z
j . Since λz

j := ρn/ρn(∆
z
j ) is Lipschitz continous in ∆z

j with

ℓzj := ∥λz
j∥Lip|∆z

j | ≲ sup
∆z

j

|∇V | ≲ rq−1
j

we find

ℓzjrjδj ≲ rqjδj
(4.2)&(4.5)

≲ ε. (6.8)

We may thus apply (6.1) from Proposition 6.1 and obtain

E[W p
∆z

j
(µ̂n, κ

z
jρn)] ≤

cp,dE

(1 + ω(ε) + ω(nz
j ))

(
nz
j

ρn(∆z
j )

)1− p
d

(1 + 1d=2(log(1 + nz
j ))

p
2 )

∣∣∣∣∣nz
j ≥ 1

∫
∆z

j

ρ
1− p

d
n .

We now observe that nz
j is a binomial random variable with

E[nz
j ] = nρn(∆

z
j ) ≃ nρn(rj)(rjδj)

d
(4.2)

≳ε nρ(Rn)R
d(1−q)
n . (6.9)

From (4.5) and (4.3) we get (recall the definition (1.14) of α and β)

nρ(Rn)R
d(1−q)
n ≃


n1−β(log n)

d
q
(1−q)

if p < d

(log n)
1
q
(α−d(q−1))

if p = d

1 if p > d.

We now argue separately in the cases p ≤ d and p > d. The case d = 2 requires a little
more care so we first consider the case d ≥ 3. Since p ≤ d, we have limn→∞ infj,z E[nz

j ] = ∞
and by the good concentration properties of binomial random variables we have

E

(1 + ω(ε) + ω(nz
j ))

(
nz
j

ρ(∆z
j )

)1− p
d
∣∣∣∣∣nz

j ≥ 1

 ≤ (1 + ω(ε) + ωε(n))n
1− p

d .

This proves that for p ≤ d,

E[W p
∆z

j
(µ̂n, κ

z
jρn)] ≤ cp,d(1 + ω(ε) + ωε(n))n

1− p
d

∫
∆z

j

ρ
1− p

d
n . (6.10)

After summation and integration, combining (6.7) and (6.10) concludes the proof of (6.5).
When p < d = 2, since nρn(∆

z
j ) = Cεn

1−β for ∆z
j close to ∂BRn we need to be a bit

more careful. Letting R̂n := log log n (this choice is somewhat arbitrary) we have for
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∆z
j ⊂ BR̂n

, log(nρn(∆
z
j )) = (1 + ωε(n)) log n while for ∆z

j ∩ AR̂n,Rn
̸= ∅ (recall definition

(4.9)), log(nρn(∆
z
j )) = Oε(log n) so that the same argument as above gives

E[W p
Br1

(µ̂n, κ1ρn)] +

jn∑
j=2

1

σ̃j

∫
S̃1
E[W p

∆z
j
(µ̂n, κ

z
jρn)]dσ̃(z)

≤ (1 + ω(ε) + ω(n)) cp,dn
1− p

2 (log n)
p
2

(∫
BR̂n

ρ
1− p

2
n + Cε

∫
AR̂n,Rn

ρ
1− p

2
n

)

≤ (1 + ω(ε) + ω(n)) cp,dn
1− p

2

∫
Ωn

ρ
1− p

2
n (log nρn)

p
2 .

Thus (6.5) also holds in this case. If p = d = 2 we have

E[W 2
∆z

j
(µ̂n, κ

z
jρn)] ≤ cp,d(1 + ω(ε) + ωε(n))

∫
∆z

j

log(nρn|∆z
j |).

Since it is readily checked that

jn∑
j=2

1

σ̃j

∫
S̃1
|∆z

j | log |∆z
j |dσ̃(z) = o(ηn),

after summation we conclude again the proof of (6.5).

In the case p > d, since infj,z E[nz
j ] ≳ε 1, we can still conclude that

E

(1 + ω(ε) + ω(nz
j ))

(
nz
j

ρ(∆z
j )

)1− p
d

(1 + 1d=2(log(1 + nz
j ))

p
2 )

∣∣∣∣∣nz
j ≥ 1


≲ε n

1− p
d (1 + 1d=2(log(1 + nρn(∆

z
j )))

p
2 ).

Therefore

E[W p
∆z

j
(µ̂n, κ

z
jρn)] ≲ε n

1− p
d (1 + 1d=2(log(1 + nρn(∆

z
j )))

p
2 )

∫
∆z

j

ρ
1− p

d
n . (6.11)

In the case d > 2, after summation and integration, combining (6.7) and (6.11) con-
cludes the proof of (6.6). We are left with the case p > d = 2. Using that ρn(∆

z
j ) ≃ε

ρ(rj)r
d
j (log n)

−d we have

jn∑
j=2

1

σ̃j

∫
S̃d−1

(log(1 + nρn(∆
z
j )))

p
2

∫
∆z

j

ρ
1− p

d
n dσ̃(z)

≲ε

∫
Ωn\Br1

(
log

(
1 + n

(
|x|
log n

)d

ρn

)) p
2

ρ
1− p

d
n .

Before starting the estimate let us recall that by (4.14)∫
Ωn

ρ
1− p

d
n ≃ε ρ(Rn)

1− p
dRd−q

n . (6.12)
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We first estimate in BRn/2\Br1 ,∫
BRn/2\Br1

(
log

(
1 + n

(
|x|
log n

)d

ρn

)) p
2

ρ
1− p

d
n ≲ (log n)

p
2

∫
BRn/2

ρ1−
p
d

≲ (log n)
p
2Rd−q

n ρ(Rn/2)
1− p

d ≲ ρ(Rn)
1− p

dRd−q
n

(
(log n)

p
2 exp(−CRq

n)
)

(6.12)
≪

∫
Ωn

ρ
1− p

d
n .

Here we used that by (1.5), we have for some C > 0,

V (Rn/2) ≤ V (Rn)− CRq
n.

In Ωn\BRn/2 we use that since n (|x|/ log n)d ρn ≳ε 1 we have for some 0 < cε ≪ 1,(
1 + n

(
|x|
log n

)d

ρn

)
≤ 1 + cε log

(
n

(
|x|
log n

)d

ρn

)
≲ 1 + cε log(nR

d(1−q)
n ρn).

Since nR
d(1−q)
n ρ(Rn) ≃ε 1 we can write

nRd(1−q)
n ρn(x) ≃ε

ρn(x)

ρn(Rn)
= exp(V (Rn)− V (x)).

Thus∫
Ωn\BRn/2

(
log

(
1 + n

(
|x|
log n

)d

ρn

)) p
2

ρ
1− p

d
n ≲ε

∫
Ωn\BRn/2

(1+(V (Rn)−V (x)))
p
2 ρ

1− p
d

n

(1.5)

≲ Rd−1
n

∫ Rn

Rn/2
(1 + C(Rq

n − rq))
p
2 ρ

1− p
d

n (r) ≲ Rd−q
n ρ

1− p
d

n (Rn)

(6.12)

≲
∫
Ωn

ρ
1− p

d
n .

In conclusion we find∫
Ωn\Br1

(
log

(
1 + n

(
|x|
log n

)d

ρn

)) p
2

ρ
1− p

d
n ≲ε

∫
Ωn

ρ
1− p

d
n .

Since by (6.12) again,

(log n)
p
2

∫
Br1

ρ
1− p

d
n ≪

∫
Ωn

ρ
1− p

d
n ,

this concludes the proof of (6.6) also in the case d = 2. □

7. The global terms

7.1. The main radial estimates.

Definition 7.1. Let γ ∈ R. We say that a probability distribution λ on (0, R) is of type
γ if there exist R̄ ∈ [0, R] such that there exist C± positive with∫ r

0
λ ≤ C−rλ(r) for r ∈ (0, R̄) (7.1)

and ∫ R

r
λ ≤ C+r

γλ(r) for r ∈ (R̄, R). (7.2)

We write A ≲± B if there is a constant C > 0 depending only on p, d, γ and C± such that
A ≤ CB.
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We now prove two very similar result. It should be possible to combine them in a single
statement but we decided for clarity to keep them separate.

Proposition 7.2. Let λ be of type γ and assume that (0, R) = (0, R̄) ∪ [R̄, R) = I0 ∪ I1.
For n ∈ N, let (ni)i∈{0,1} be a multinomial distribution of parameters (nλ(Ii))i∈{0,1} and
set κi = ni/λ(Ii). Assume that

nλ(Ii) ≥ 1 for i = 0, 1. (7.3)

Then,

E[W p
p (
∑
i

κiλ1Ii , nλ)] ≲± n1− p
2

(
R̄pλ(I0)

1− p
2 + λ(I1)

− p
2

∫
I1

rγpλ(r)

)
. (7.4)

Proof. Let ϕ be the solution to

ϕ′′ =
∑
i

(κi − n)λ1Ii , ϕ′(0) = ϕ′(R) = 0

we then have by Proposition 2.1,

E[W p
p (
∑
i

κiλ1Ii , nλ)] ≲ n1−p

∫ R

0

1

λp−1
E[|ϕ′|p].

We claim that

n1−p

∫
I0

1

λp−1
E[|ϕ′|p] ≲± n1− p

2 R̄pλ(I0)
1− p

2 . (7.5)

We write for r ∈ I0,

|ϕ′(r)| =
∣∣∣∣n0 − nλ(I0)

λ(I0)

∫ r

0
λ

∣∣∣∣ (7.1)≲±
|n0 − nλ(I0)|

λ(I0)
rλ(r)

so that using (7.3) we get

E[|ϕ′(r)|p] ≲± n
p
2λ(I0)

− p
2 rpλ(r)p.

After integration this yields

n1−p

∫ R̄

0

1

λp−1
E[|ϕ′|p] ≲± n1− p

2λ(I0)
− p

2

∫ R̄

0
rpλ ≲± n1− p

2 R̄pλ(I0)
1− p

2 .

This proves (7.5). We now claim that

n1−p

∫
I1

1

λp−1
E[|ϕ′|p] ≲± n1− p

2λ(I1)
− p

2

∫
I1

rγpλ(r). (7.6)

Let r ∈ I1 = [R̄, R). We write

|ϕ′(r)| =
∣∣∣∣∫ R

r
(κ1 − n)λ

∣∣∣∣ = |n1 − nλ(I1)|
λ(I1)

∫ R

r
λ.

Therefore, using (7.3) we get

E[|ϕ′|p] ≲± n
p
2λ(I1)

− p
2

(∫ R

r
λ

)p (7.2)

≲ ± n
p
2λ(I1)

− p
2 rγpλ(r)p.

After integration this proves (7.6). Combining (7.5) and (7.6) together proves (7.4). □

We now prove a second version of this estimate when (R̄, R) is decomposed into sub-
intervals.
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Proposition 7.3. Let λ be of type γ with λ = 0 on (0, R̄). Assume that (R̄, R) = ∪Ii
where Ii are disjoint intervals indexed in increasing order. For n ∈ N, let (ni)i be a
multinomial distribution of parameters (nλ(Ii))i and set κi = ni/λ(Ii). Assume that for
some ε > 0,

nλ(Ii) ≥ ε for every i ≥ 1. (7.7)

Assume moreover that r 7→ rγλ(r) is decreasing in each Ii. Then,

E[W p
p (
∑
i

κiλ1Ii , nλ)] ≲±,ε n
1− p

2

∫ R

R̄
rγ

p
2λ(r)1−

p
2 dr. (7.8)

Proof. As above we consider ϕ the solution to

ϕ′′ =
∑
i

(κi − n)λ1Ii , ϕ′(R̄) = ϕ′(R) = 0

so that as above,

E[W p
p (
∑
i

κiλ1Ii , nλ)] ≲ n1−p

∫ R

R̄

1

λp−1
E[|ϕ′|p].

Let r ∈ Ii = (ri−1, ri) for some i ≥ 1. We write

ϕ′(r) = −
∫ ri

r
(κi − n)λ−

∫ R

ri

∑
j>i

(κj − n)λ. (7.9)

Regarding the first term we have∣∣∣∣∫ ri

r
(κi − n)λ

∣∣∣∣ = |ni − nλ(Ii)|
λ(Ii)

∫ ri

r
λ.

For the second term we observe that∫ R

ri

∑
j>i

(κj − n)λ =
∑
j>i

λ(Ij)(κj − n) =

∑
j>i

nj

− n

∑
j>i

λ(Ij)

 = n+
i − nλ(I+i )

where n+
i =

∑
j>i nj and I+i = (ri, R) = ∪j>iIj so that

∑
j>i λ(Ij) = λ(I+i ). Observe that

n+
i is a binomial random variable of parameters (n, λ(I+i )). Plugging this into (7.9) we

find thanks to (7.7),

E[|ϕ′|p] ≲ E[|ni − nλ(Ii)|p] + E[|n+
i − nλ(I+i )|p] ≲ε n

p
2λ(Ii)

− p
2

(∫ ri

r
λ

)p

+ n
p
2λ(I+i )

p
2 .

Using that

λ(Ii)
− p

2

(∫ ri

r
λ

)p

≤
(∫ ri

r
λ

) p
2

≤ λ(I+i )
p
2

this simplifies to

E[|ϕ′|p] ≲ε n
p
2λ(I+i )

p
2

(7.2)

≲± n
p
2 r

γ p
2

i λ(ri)
p
2 ≤ n

p
2 rγ

p
2λ(r)

p
2

where in the last inequality we used that r 7→ rγλ(r) is decreasing in Ii. After integration
this gives

n1−p

∫ R

R̄

1

λp−1
E[|ϕ′|p] ≲±,ε n

1− p
2

∫ R

R̄
rγ

p
2λ(r)1−

p
2

concluding the proof of (7.8). □
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7.2. The main angular estimate. Recalling the definition (4.8) of Λz,δ
r,R we set Λz,δ :=

Λz,δ
0,∞.

Proposition 7.4. Let λ be a radially symmetric probability density on Rd, n ∈ N and
δ ∈ (0, π]. Let

Mp :=

∫
Rd

|x|pdλ and σ̃δ :=

∫
S̃d−1

1Dδ(z)(e1)dσ̃(z).

For (Xi)
n
i=1 i.i.d. random variables of law λ, let µn :=

∑n
i=1 δXi and for z ∈ S̃d−1

κz :=
µn(Λ

z,δ)

λ(Λz,δ)
.

Then, it holds (recall the definition (1.1) of ηn)

E
[
W p

p

(
1

σ̃δ

∫
S̃d−1

κz1Λz,δλdσ̃(z), nλ

)]
≲ Mp η

p,d−1
n . (7.10)

Proof. We use polar coordinates to write for r > 0 and z = (y, U) ∈ S̃d−1,

λ(ry) = λrad(r)dr ⊗ dσ(y).

Noticing that for y′ ∈ Sd−1 it holds 1Λz,δ(ry′) = 1Dδ(z)(y
′), we can write(

1

σ̃d

∫
S̃d−1

κz1Λz,δλdσ̃(z)

)
(ry′) = λrad(r)dr ⊗ ν(y′)dσ(y′)

where

ν(y′) :=
1

σ̃δ

∫
S̃d−1

κz1Dδ(z)(y
′)dσ̃(z).

If Tang is the optimal transport map between nσ and νσ (for the Euclidean cost in Rd),
we may use T (ry) := rTang(y) as a competitor to estimate

W p
p

(
1

σ̃δ

∫
S̃d−1

κz1Λz,δλdσ̃(z), nλ

)
≤
∫ ∞

0

∫
Sd−1

|T (ry)− ry|pλrad(r)drndσ(y)

=

∫ ∞

0
rpλrad(r)dr

∫
Sd−1

|Tang(y)− y|pndσ(y)

= MpW
p
p (νσ, nσ) ≤ MpW

p
Sd−1 (νσ, nσ) (7.11)

where with a slight abuse of notation we write W p

S̃d−1
for the Wasserstein distance on

the sphere with respect to the geodesic distance dSd−1 . Let now X̂i := Xi/|Xi| be the

projections of Xi on the sphere. Since λ is radially symmetric, X̂i are i.i.d. uniformly
distributed on Sd−1 i.e. their common law is σ. If µ̂n :=

∑n
i=1 δX̂i

, using that λ(Λz,δ) = σ̃j ,
we have

κz =
µ̂n(Dδ(z))

σ(Dδ)
. (7.12)

We define the Markov kernel kδ on Sd−1 × Sd−1 as

kδ(x, y) :=

∫
S̃d−1

1Dδ(z)(x)1Dδ(z)(y)

σ̃δσ(Dδ)
dσ̃(z). (7.13)

Given a measure µ on Sd−1, we then define Kδ(µ) as the measure on Sd−1 whose density
with respect to σ is

∫
Sd−1 kδ(x, ·)dµ, i.e.

Kδ(µ)(E) :=

∫
Sd−1

1E(x)

∫
Sd−1

kδ(x, y)dµ(y)dσ(x). (7.14)

In particular, by (7.12) we have

νσ = Kδ (µ̂n) and nσ = Kδ (nσ) . (7.15)
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For x, y ∈ Sd−1, let ηy(x) := kδ(x, y). We claim (and will prove below) that for every

y, y′ ∈ Sd−1 we have (identifying ηyσ with ηy)

W p
Sd−1(ηy, ηy′) ≤ dpSd−1(y, y

′). (7.16)

Postponing the proof of (7.16) we now estimate W p
Sd−1(Kδ(µ̂n),Kδ(nσ)). Let π̂ be an

optimal transport plan for W p
Sd−1(µ̂n, nσ) and for y, y′ ∈ Sd−1, let πy,y′ be an optimal

transport plan for W p
Sd−1(ηy, ηy′) we define the transport plan π by its action on ζ ∈

C0(Sd−1 × Sd−1):∫
Sd−1×Sd−1

ζ(x, x′)dπ(x, x′) :=

∫
Sd−1×Sd−1

[∫
Sd−1×Sd−1

ζ(x, x′)dπy,y′(x, x
′)

]
dπ̂(y, y′).

Let us prove that the first marginal of π is Kδ(µ̂n). Indeed, for every ζ ∈ C0(Sd−1), we
have∫

Sd−1×Sd−1

ζ(x)dπ(x, x′) =

∫
Sd−1×Sd−1

[∫
Sd−1×Sd−1

ζ(x)dπy,y′(x, x
′)

]
dπ̂(y, y′)

=

∫
Sd−1×Sd−1

[∫
Sd−1

ζ(x)ηy(x)dσ(x)

]
dπ̂(y, y′) =

∫
Sd−1

[∫
Sd−1

ζ(x)kδ(x, y)dσ(x)

]
dµ̂n(y)

=

∫
Sd−1

ζ(x)dKδ(µ̂n)(x).

Similarly the second marginal of π is Kδ(nσ). Therefore,

W p
Sd−1 (Kδ (µ̂n) ,Kδ (nσ))

≤
∫
Sd−1×Sd−1

[∫
Sd−1×Sd−1

dpSd−1(x, x
′)dπy,y′(x, x

′)

]
dπ̂(y, y′)

=

∫
Sd−1×Sd−1

W p
Sd−1(ηy, ηy′)dπ̂(y, y

′)

(7.16)

≤
∫
Sd−1×Sd−1

dpSd−1(y, y
′)dπ̂(y, y′)

= W p
Sd−1 (µ̂n, nσ) .

Combining this with (7.11), (7.15) together with the scaling of the optimal matching
problem on the sphere, see e.g. [19, Section 4], we conclude that

E
[
W p

p

(
1

σ̃j

∫
S̃d−1

κz1Λz,δλdσ̃(z), nλ

)]
≲ MpE

[
W p

Sd−1 (µ̂n, nσ)
]

≲ Mp η
p,d−1
n .

Therefore in order to conclude the proof of (7.10) we are left with the proof of (7.16). Let
y, y′ ∈ Sd−1 and let Π be the two-dimensional plane containing the great circle of Sd−1

containing y and y′. We then let Rθ be the rotation of angle θ ∈ (0, π] such that Rθ = Id
on Π⊥ and Rθ(y) = y′ so that dSd−1(y, y′) = θ. Since Rθ is an isometry of Sd−1, it induces
an orthogonal transformation Uθ between the tangents at y and y′, i.e., we can write

Rθ (Dδ(y, U)) = Dδ(y
′, UθU)

Since in the definition of ηy(x) = kδ(x, y) we integrate (also) with respect to the Haar
measure on O(d−1), which is left invariant, we have that (Rθ)♯ηy = ηy′ . Finally, for every

x ∈ Sd−1 if r ≤ 1 is the radius of the circle given by the intersection between Sd−1 and the
plane parallel to Π containing x we have

dSd−1(x,Rθ(x)) ≤ rθ ≤ dSd−1(y, y′)

so that

W p

S̃d−1
(ηy, ηy′) ≤

∫
S̃d−1

dpSd−1(x,Rθ(x))ηy(x)dσ(x) ≤ dpSd−1(y, y
′).
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This concludes the proof of (7.16). □

7.3. Estimate of the global terms. We may now estimate the global cost. Let us recall
that if µ̂n =

∑n
i=1 δX̂i

with X̂i i.i.d. random variables with law ρn, we have set in (4.13)

(recall the definition (4.10) of ∆z
j ),

κ1 :=
µ̂n(Br1)

ρn(Br1)
and κzj :=

µ̂n(∆
z
j )

ρn(∆z
j )
.

We recall also the definition (1.4) of τn.

Proposition 7.5. We have

E

W p
p

κ11Br1
ρn +

jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), nρn

 = oε(τn) + 1p>dOε(τn). (7.17)

Proof. Step 1. We first separate the ball Br1 from the annulus A := Ar1,Rn (recall (4.9)).
We set

nA := µ̂n(A) and then κA :=
nA

ρn(A)

and estimate thanks to triangle inequality and subadditivity,

W p
p

κ11Br1
ρn +

jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), nρn


≲ W p

p

(
κ11Br1

ρn + κA1Aρn, nρn
)

+W p
A

 jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAρn

 . (7.18)

To estimate the first term we use Proposition 7.2 with λ(r) = rd−1ρn(r), which is of type
γ = 1− q, n0 = µ̂n(Br1) and n1 = nA so that

nλ(Ii) ≳ n ≫ 1.

By (7.4),

E
[
W p

p

(
κ11Br1

ρn + κA1Aρn, nρn
)]

≲ε n
1− p

2 = oε(τn). (7.19)

In the next two steps we estimate the second right-hand side term in (7.18). We claim
that

E

W p
A

 jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAρn

 = oε(τn) + 1p>dOε(τn). (7.20)

Combined with (7.18) and (7.19), this would conclude the proof of (7.17).

Step 2. The case d ≥ 3 or d = 2 and p ≥ 2. Let us recall that by (4.2), δj = δ for
every j ≥ 2 in this case. Set σ̄ := σ̃j =

∫
S̃d−1 1Dδ(z)(e1)dσ̃(z). Here, we first apply the

angular estimate from Proposition 7.4 to pass from A to the angular sectors Λz := Λz,δ
r1,Rn

and then decompose each angular sector using the radial estimate from Proposition 7.3.
We thus define

nz := µ̂n(Λ
z) and then κz :=

nz

ρn(Λz)
. (7.21)
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Using triangle inequality we estimate

W p
A

 jn∑
j=2

1

σj

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAρn

 ≲ W p
A

(
1

σ̄

∫
S̃d−1

κz1Λzρndσ̃(z), κAρn

)

+W p
A

 jn∑
j=2

1

σ̄

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z),

1

σ̄

∫
S̃d−1

κz1Λzρndσ̃(z)

 . (7.22)

Step 2.1. To estimate the first term in (7.22), we apply Proposition 7.4 with λ =
(ρn/ρn(A))1A and n = nA (notice that E[nA] = nρn(A) ≃ n and in this case Mp ≲ 1) to
get

E
[
W p

A

(
1

σ̄

∫
S̃d−1

κz1Λzρndσ̃(z), κAρn

)]
≲ E[nA]

1− p
d−11d≥4 + E[nA]

1− p
2 [1d=2 + (logE[nA])

p
21d=3]

≲ ηp,d−1
n

(1.4)
= o(τn). (7.23)

Step 2.2. To estimate the second term in (7.22), we first notice that for every z ∈ S̃d−1,∑
j

κzjρn(∆
z
j )

(4.13)
= µ̂n(Λ

z)
(7.21)
= κzρn(Λ

z)

so that we may apply Lemma 2.2 and get

W p
A

 jn∑
j=2

1

σ̄

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z),

1

σ̄

∫
S̃d−1

κz1Λzρndσ̃(z)


≤ 1

σ̄

∫
S̃d−1

W p
Λz

 jn∑
j=2

κzj1∆z
j
ρn, κzρn

 dσ̃(z). (7.24)

Fix z ∈ S̃d−1. Let

I := (r1, Rn), Ij := (rj−1, rj) (7.25)

and then

λ(r) :=
σ̄

ρn(Λz)
rd−1ρn(r)1I , nj := µ̂n(∆

z
j ), and κj :=

nj

λ(Ij)
. (7.26)

By (4.13) and (7.21), we have

σ̄κzjr
d−1ρn(r) = κjλ(r) and σ̄κzr

d−1ρn(r) = nzλ(r)

so that by radial symmetry of ρn,

W p
Λz

 jn∑
j=2

κzj1∆z
j
ρn, κzρn

 = W p
p

 jn∑
j=2

κj1Ijλ, nzλ

 .

Let us notice that nz is a binomial random variable with

E [nz] = nρn(Λ
z) ≃ nδd−1 ≫ 1

so that with overwhelming probability, nz ≥ nρn(Λ
z)/2. In that event, for every j ∈ [2, jn],

nzλ(Ij) ≳ nρn(∆
z
j )

(6.9)

≳ε 1.
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Therefore, since λ is easily seen to be of type γ = 1 − q with constants depending only
on ε and since when conditioned on nz, (nj)j∈[2,jn] are multinomial with parameters
(nzλ(Ij))j∈[2,jn], we may apply Proposition 7.3 to get by definition (7.26) of λ,

E

W p
Λz

 jn∑
j=2

κzj1∆z
j
ρn, κzρn

 ≲ε E [nz]
1− p

2

∫
I
r

p(1−q)
2 λ(r)1−

p
2 dr

≲ε (nδ
d−1)1−

p
2


1 if p < 2

1 +R2−q
n + 1q=2 logRn if p = 2

(Rd+q−2
n ρ(Rn))

1− p
2R

2(1−q)
n otherwise.

Plugging this back into (7.24) we find

E

W p
A

 jn∑
j=2

1

σ̄

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z),

1

σ̄

∫
S̃d−1

κz1Λzρndσ̃(z)


≲ε n

1− p
2 δ−(d−1) p

2


1 if p < 2

1 +R2−q
n + 1q=2 logRn if p = 2

(Rd+q−2
n ρ(Rn))

1− p
2R

2(1−q)
n otherwise.

(7.27)

Let us check that for d ≥ 3 or p ≥ d, the right-hand side is oε(τn)+1p>dOε(τn). Combining
this with (7.22) and (7.23) would prove (7.20) in this case. If 1 ≤ p ≤ 2 < d, since δ is

logarithmically small in n and n1− p
d = τn ≫ n1− p

2 , the statement is clear. If p = d = 2,
the right-hand side of (7.27) is of the order of

(log n)(1 + (log n)
2
q
−1

+ log log n) ≪ (log n)
1+ 2

q = τn.

We may thus focus on the case p > 2. Recalling that δ ≃ εR−q
n , (4.5) and the definition

(1.14) of α, β, there exists γ ∈ R such that the right-hand side of (7.27) is of the order of

R(d−1)q−p(q−1)
n (R−d(q−1)

n nρ(Rn))
1− p

2 ≲ε


(log n)γn−(1−β)( p

2
−1) if 2 < p < d

(log n)
d
q
−1− 1

q
(α−d(q−1))( d

2
−1)

if p = d ≥ 3

(log n)
d−1−p(1− 1

q
)

if p > d.

Using that when 2 < p < d, β < 1 and for p = d, α > d(q− 1), and recalling the definition
(1.4) of τn, the claim follows.

Step 3. We finally consider the case d = 2 and p < 2. In this case we will first split the
annulus A into the annuli Aj := Arj−1,rj and then split each annulus into the corresponding
∆z

j . We introduce the notation

nj := µ̂n(Aj) and then κAj :=
nj

ρn(Aj)
. (7.28)

By triangle inequality and subadditivity,

W p
A

 jn∑
j=2

1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAρn


≲ W p

A

 jn∑
j=2

κAj1Ajρn, κAρn

+

jn∑
j=2

W p
Aj

(
1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAjρn

)
. (7.29)
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Step 3.1. In this step we estimate the first right-hand side term of (7.29). We recall
(7.25) and set

λ(r) :=
1

ρn(A)
rd−1ρn(r)1I and κj :=

nj

λ(Ij)
= κAjρn(A).

We then have by radial symmetry of ρn,

W p
A

 jn∑
j=2

κAj1Ajρn, κAρn

 = W p
p

 jn∑
j=2

κj1Ijλ, nAλ

 .

As above we notice that with overwhelming probability,

nA ≥ E[nA]/2 ≳ n

and in this event, for every j ≥ 2 (recall that d = 2 and that r 7→ r2−qρ(r) is decreasing
in [r1,+∞)),

nAλ(Ij) ≳ nρn(Aj) ≳ε nrj(rj − rj−1)ρ(rj)
(4.1)&(4.2)

≳ε nr2−q
j ρ(rj)

≥ nR2−q
n ρ(Rn)

(4.5)&(4.3)

≳ (log n)
2
q
−1

n1−β ≫ 1.

Since λ is of type γ = 1− q with constants depending only on ε, we find from Proposition
7.3,

E

W p
A

 jn∑
j=2

κAj1Ajρn, κAρn

 ≲ε E[nA]
1− p

2

∫
I
rp

(1−q)
2 λ(r)1−

p
2 dr ≲ n1− p

2 = oε(τn).

(7.30)
Step 3.2. In this final step we estimate the second right-hand side term in (7.29). For

fixed j we apply Proposition 7.4 with δ = π, λ = ρn/ρn(Aj)1Aj and n = nj to get (recall
that d = 2)

E
[
W p

Aj

(
1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAjρn

)]
≲ E[nj ]

1− p
2

∫
Aj

|x|pdλ ≲ rpj (nρn(Aj))
1− p

2 .

Writing that by (4.1) and (4.2),

rpj (nρn(Aj))
1− p

2 ≃ε r
1+ pq

2
j (nρ(rj))

1− p
2 (rj − rj−1)

we have after summation,

E

 jn∑
j=2

W p
Aj

(
1

σ̃j

∫
S̃d−1

κzj1∆z
j
ρndσ̃(z), κAjρn

) ≲ε n
1− p

2

jn∑
j=2

r
1+ pq

2
j ρ(rj)

1− p
2 (rj − rj−1)

≲ε n
1− p

2

∫ Rn

r1

r1+
pq
2 ρ(r)1−

p
2 dr ≲ n1− p

2 = oε(τn). (7.31)

Combining (7.29), (7.30) and (7.31) together concludes the proof of (7.20) also in this
case.

□

Remark 7.6. Let us point out that if we tried to use the argument from Step 2 in the
case 1 ≤ p < 2 and d = 2 we would have an issue with the error coming from the radial
part of the transport. Indeed, the error term coming from (7.27) would be much larger

than τn = n1−p/2(log n)p/2. Moreover, if we kept δj = δ we would have also an issue with
the term (7.31). Vice-versa, if we used the argument from Step 3 in the case p > d we
would have an issue with the error coming from the angular part of the transport when
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d = 2 or d = 3 (see Step 3.2 and (7.10)). In the remaining cases, both arguments give
similar conclusions.

8. Concentration inequalities

In this section we briefly prove some concentration inequalities. For p ≤ d and ε > 0,
let

ξn :=

n
1
p
− 1

2 τ
− 1

p
n if p ≤ 2

τ
ε−1
2

n 1p<d + τ
− 1

d
+ε

n 1p=d otherwise.
(8.1)

Notice that ξn → 0 as n → ∞.

Theorem 8.1. Let {Xi}∞i=1 be iid random variables with common distribution ρ satisfying
a Poincaré inequality and µn :=

∑n
i=1 δXi. Then for every 1 ≤ p ≤ d, r ≥ 2 and t > 0,

we have

P
(
τ−1
n |W p

p (µn, nρ)− E
[
W p

p (µn, nρ)
]
| > t

) 1
r ≲r,ε t

−1ξn.

In particular we have complete (hence P a.s.) convergence for p < d.

Proof. By Chebyshev inequality it is enough to prove that for every r ≥ 2,

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲ε,r τnξn. (8.2)

We start by recording the following a result from [16, Proposition 5.3]: if π is the optimal
transport plan between µn and nρ and r ≥ 2, we have

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲ E

[(∫
Rd×Rd

|x− y|2(p−1)dπ(x, y)

) r
2

] 1
r

. (8.3)

Step 1. The case p ≤ 2. In this case, since 2(p− 1) ≤ p, we may use Hölder inequality to
upgrade (8.3) into

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲ n

1
p
− 1

2E
[(
W p

p (µn, nρ)
) r(p−1)

p

] 1
r

. (8.4)

We now prove by induction that for every r ∈ N with r ≥ 2, we have

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲r n

1
p
− 1

2 τ
1− 1

p
n . (8.5)

By definition (8.1) of ξn this would conclude the proof of (8.2) in this case. Before
embarking on the proof, let us point out that as a consequence of (8.5), ξn → 0 and
triangle inequality we have

E[
(
W p

p (µn, nρ)
)r
]
1
r ≲r τn. (8.6)

We start by proving (8.5) in the case r = 2. In this case, since 2(p− 1)/p ≤ 1 it is a direct
consequence of (8.4), Hölder inequality and E[W p

p (µn, nρ)] = τn by definition.
We now assume that (8.5) holds up to r − 1. Let us show that it holds also for r. Since

r
p− 1

p
≤ r

2
< r − 1,

We have by (8.6) with r − 1 instead of r and Hölder inequality,

E
[(
W p

p (µn, nρ)
) r(p−1)

p

] 1
r

≤ E
[(
W p

p (µn, nρ)
)r−1

] p−1
p(r−1)

≲r τ
1− 1

p
n

so that by (8.4), we get that (8.5) also holds for r.
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Step 2. The case p > 2. Notice that in particular we are then only concerned with
d ≥ 3. For 0 < η < 1 we write 2(p− 1) = (1− η)p+ ηm where

m =
2(p− 1)− (1− η)p

η
. (8.7)

Using triangle inequality in the form

|a− b|m ≤ (|a|+ |b|)m ≤ 2mmax(|a|m, |b|m) ≤ 2m(|a|m + |b|m)

we have

E
[∫

Rd×Rd

|x− y|mdπ

]
≲ 2mn

∫
Rd

|y|mdρ ≲ (2qm)
m
q n.

In the last line we used that if ρ = exp(−V ) with V satisfying (1.5), then (
∫
|x|Mdρ)

1
M ≃

M1/q. Indeed, this follows from ρ ≲ exp(−C|x|q) and a change of variables to reduce to
the case q = 1 where the computation is explicit. Combining this with Hölder inequality
we can derive from (8.3),

E[|W p
p (µn, nρ) − E[W p

p (µn, nρ)]|r]
1
r ≲ (2qm)

mη
2q n

η
2E
[(
W p

p (µn, nρ)
) (1−η)r

2

] 1
r

. (8.8)

We claim that for every ε ≪ 1 and r ∈ N with r ≥ 2,

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲r,ε τ

1+ε
2

n 1p<d + τ
1− 1

d
+ε

n 1p=d. (8.9)

As in the case p ≤ 2 this would conclude the proof of (8.2) by definition (8.1) of ξn. Notice
that if (8.5) holds for some r, then (8.6) also holds for the same r by triangle inequality.
We fix 1 ≫ ε > 0, 0 < c < 2εd/q and choose

η :=

{
ε
(
d
p − 1

)
if p < d

c log lognlogn if p = d.

Notice that this choice of η is such that

(2qm)
mη
2q n

η
2 τ

1−η
2

n ≲ε τ
1+ε
2

n 1p<d + τ
1− 1

d
+ε

n 1p=d. (8.10)

We prove (8.9) by induction and start with r = 2. In this case, from (8.8) and Hölder
inequality we have

E[|W p
p (µn, nρ)− E[W p

p (µn, nρ)]|r]
1
r ≲ (4m)

mη
4 n

η
2E
[
W p

p (µn, nρ)
] 1−η

2

= (4m)
mη
4 n

η
2 τ

1−η
2

n

(8.10)

≲ε τ
1+ε
2

n 1p<d + τ
1− 1

d
+ε

n 1p=d.

This proves (8.9) when r = 2.

Assume now that (8.9) holds for r − 1. We then have

(1− η)r

2
≤ r

2
≤ r − 1

so that by (8.6) with r − 1 and Hölder we have

E
[(
W p

p (µn, nρ)
) (1−η)r

2

] 1
r

≤ E
[(
W p

p (µn, nρ)
)r−1

] 1−η
2(r−1)

≲r τ
1−η
2

n .

Plugging this into (8.8) and recalling (8.10) concludes the proof of (8.9) also for r.
□

Remark 8.2. The proof above fails when p > d. This may be easily seen from the fact

that we have a gap in the rate, that is τn = (log n)d−1− p
2 (that does not coincide with the

correct rate when p = d), and this prevents us from finding a suitable η = η(n) as we did
before.
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Remark 8.3. On the one hand, all log-concave distributions satisfy a Poincaré inequality
by [9]. On the other hand, if ρ satisfies a Poincaré inequality then it must have exponen-
tially decaying tails by [7]. Therefore, Theorem 8.1 mostly applies for potentials satisfying
(1.5) with q ≥ 1.

Appendix A. Bounds for the matching problem in bounded domains

We start by recording that arguing verbatim as in [21, Proposition B.1], we have the
following de-Poissonization result

Proposition A.1. Let Ω be a bounded and connected set, λ be a probability measure on
Ω, {Xi}∞i=1 be i.i.d. random variables of law λ and for every n, let Nn be Poisson random
variables of parameter n. Letting µn =

∑n
i=1 δXi and then for W p

∗ ∈ {W p
Ω,WbpΩ},

f(n) := E[W p
∗ (µn, nλ)],

we have for every α, β ∈ R,
lim inf
n→∞

nα(log n)βf(n) ≥ lim inf
n→∞

nα(log n)βE[f(Nn)]

and
lim sup
n→∞

nα(log n)βf(n) ≤ lim sup
n→∞

nα(log n)βE[f(Nn)].

We start by discussing upper bounds. Let us recall that if Xi are i.i.d. random variables
uniformly distributed in Q1 = (0, 1)d and if µn =

∑n
i=1 δXi we have set

cp,d = lim sup
n→∞

1

ηn
E
[
W p

Q1
(µn, n)

]
where

ηn = n1− p
d (1 + 1d=2(log n)

p
2 ).

It is now well-established, see e.g. [19, Section 4] that cp,d ∈ (0,∞) for every d ≥ 2 and
every p ≥ 1. Notice that actually by [3, 5, 12, 16], the limsup is a limit when p = d = 2
(with cp,d = 1/(4π)) or when d ≥ 3. Combining the proof of [21] where the case of uniform
densities is treated together with [2, Proposition 2.4] we have (see also [5, 12, 17]).

Theorem A.2. Let Ω ⊂ Rd be a bounded and connected open set either C2 or convex
and let λ be a Hölder continuous probability density on Ω bounded away from 0. Let Xi

be i.i.d. random variables with common law λ. then

lim sup
n→∞

1

ηn
E
[
W p

Ω(µn, nλ)
]
≤ cp,d

∫
Ω
λ1− p

d . (A.1)

We now turn to the lower bounds and recall that

cp,d = lim inf
n→∞

1

ηn
E
[
WbpQ1

(µn, n)
]
.

We first prove that cp,d ∈ (0,∞).

Proposition A.3. For every d ≥ 2 and every p ≥ 1, we have cp,d ∈ (0,∞). Moreover,
the liminf in the definition of cp,d is a limit at least if p = d = 2 or if d ≥ 3.

Proof. Notice first that cp,d ≤ cp,d < ∞. The fact that the limit exists and is equal
to 1/(4π) in the case p = d = 2 was proven in [2, Proposition 3.1] so we focus on the
remaining cases. By scaling, Proposition A.1 and Hölder inequality, it is enough to prove
the following Poisson version of the statement: let µ be a Poisson point process of intensity
one on Rd and set

fp,d(L) := E
[

1

|QL|
WbpQL

(µ, κ)

]
where κ := µ(QL)/|QL| then

f1,d(L) ≳ (logL)
1
2 (A.2)
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and for d ≥ 3, p ≥ 1, (the existence of the limit is part of statement)

lim
L→∞

fp,d(L) = cp,d > 0. (A.3)

For (A.2) we use [18, Lemma 2.7] to infer that

f1,d(L) = E
[
1

L2
sup

{∫
QL

ζd(µ− κ) : |∇ζ| ≤ 1, ζ = 0 on ∂QL

}]
≥ E

[
1

L2
sup

{∫
QL

ζd(µ− κ) : |∇ζ| ≤ 1, ζ = 0 on ∂QL &

∫
QL

ζ = 0

}]
= E

[
1

L2
sup

{∫
QL

ζdµ : |∇ζ| ≤ 1, ζ = 0 on ∂QL &

∫
QL

ζ = 0

}]
≳ (logL)

1
2 .

We now turn to (A.3). Since for ε ∈ (0, 1),

E
[

1

|QL|
WbpQL

(µ, κ)

]
≥ (1− ε)E

[
1

|QL|
WbpQL

(µ, 1)

]
− C

εp−1
E
[

1

|QL|
WbpQL

(1, κ)

]
and by Lemma 2.5,

E
[

1

|QL|
WbpQL

(1, κ)

]
≲ LpE[|1− κ|p] ≲ Lp(1− d

2
), (A.4)

in order to prove (A.3) it is enough to prove it for

f̂p,d(L) := E
[

1

|QL|
WbpQL

(µ, 1)

]
.

Let L > 0 and m ∈ N. We divide QmL into md cubes Qi of sidelength L. By superaddi-
tivity, see Lemma 2.4, and stationarity of µ,

f̂p,d(mL) ≥
md∑
i=1

E
[

1

|QmL|
WbpQi

(µ, 1)

]
=

md∑
i=1

|QL|
|QmL|

E
[

1

|QL|
WbpQL

(µ, 1)

]
= f̂p,d(L).

Since f̂p,d is a continuous function the statement follows.
□

Remark A.4. Notice that with the notation from the proof of Proposition A.3, we have

using the fact that f̂p,d(mL) is increasing in m, triangle inequality and (A.4),

f(L) ≤ cp,d +
C

L
d−2
2

.

See also [16, Theorem 4.1] for a similar estimate regarding cp,d.

We may now prove the counterpart of Theorem A.2.

Theorem A.5. Let Ω ⊂ Rd be a bounded open set let λ a a Hölder continuous probability
density on Ω bounded away from 0. Let Xi be i.i.d. random variables with common law
λ. then

lim inf
n→∞

1

ηn
E
[
WbpΩ(µn, nλ)

]
≥ cp,d

∫
Ω
λ1− p

d . (A.5)

Proof. Let 1 ≫ ε > 0 be fixed. And for z ∈ Zd let Qz := ε(z +Q1). Setting

Z := {z ∈ Zd : Qz ⊂ Ω} and Ωε := ∪z∈ZQz,

we have by superadditivity, see Lemma 2.4,

E
[
WbpΩ(µn, nλ)

]
≥
∑
z∈Z

E
[
WbpQz

(µn, nλ)
]
.
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We claim that for every z ∈ Z,

lim inf
n→∞

1

ηn
E
[
WbpQz

(µn, nλ)
]
≥ (1− ω(ε))cp,d

∫
Qz

λ1− p
d . (A.6)

Summing over z and letting then ε → 0, this would conclude the proof of (A.5). We now

prove (A.6) and set for simplicity Q := Qz. Letting N := µn(Q) and for (X̂i)
∞
i=1 i.i.d.

random variables of law λ̂ := λ
¬
Q/λ(Q), µ̂N :=

∑N
i=1 δX̂i

, µn
¬
Q and µ̂N have the same

law thus

E
[
WbpQ(µn, nλ)

]
= E

[
E[WbpQ(µ̂k, nλ)|N = k]

]
.

By [2, Proposition 2.4], there is a transport map T : Q 7→ Q with T♯λ̂ = 1/|Q| and such
that LipT ≤ 1 + Cω(ε). Letting µ′

n :=
∑n

i=1 δT (X̂i)
we then have for every k ∈ N,

E[WbpQ(µ̂k, nλ)] ≥ (1− ω(ε))E
[
WbpQ

(
µ′
k,

nλ(Q)

|Q|

)]
≥ (1− ω(ε))E

[
WbpQ

(
µ′
k,

k

|Q|

)]
− C

εp−1
E
[
WbpQ

(
k

|Q|
,
nλ(Q)

|Q|

)]
(2.7)

≥ (1− ω(ε))E
[
WbpQ

(
µ′
k,

k

|Q|

)]
− Cε

|nλ(Q)− k|p

(nλ(Q))p−1
.

Taking the expectation we find

E
[
WbpQ(µn, nλ)

]
= (1− ω(ε))E

[
WbpQ

(
µ′
N ,

N

|Q|

)]
− CεE

[
|nλ(Q)−N |p

(nλ(Q))p−1

]
≥ (1− ω(ε))cp,d|Q|

p
dE
[
ηp,dN

]
− Cεn

1− p
2

where in the last line we used the definition of cp,d and the fact that N is a binomial

random variable with E[N ] = nλ(Q). Since n1− p
2 = o(ηn) and

lim
n→∞

E

[
ηp,dN

ηn

]
= λ(Q)1−

p
d ,

we find

lim inf
n→∞

1

ηn
E
[
WbpQz

(µn, nλ)
]
≥ (1− ω(ε))cp,d|Q|

p
dλ(Q)1−

p
d ≥ (1− ω(ε))cp,d

∫
Q
λ1− p

d .

This concludes the proof of (A.6). □
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[7] Bobkov, S., and Ledoux, M. Poincaré’s inequalities and Talagrand’s concentration phenomenon

for the exponential distribution. Probability Theory and Related Fields 107 (1997), 383–400.
[8] Bobkov, S., and Ledoux, M. One-dimensional empirical measures, order statistics, and Kantorovich

transport distances. Mem. Amer. Math. Soc. 261, 1259 (2019), v+126.
[9] Bobkov, S. G. Isoperimetric and analytic inequalities for log-concave probability measures. The

Annals of Probability 27, 4 (1999), 1903–1921.
[10] Caglioti, E., and Pieroni, F. Random Matching in 2D with Exponent 2 for Gaussian Densities.

Journal of Statistical Physics 191, 5 (2024).
[11] Caracciolo, S., Lucibello, C., Parisi, G., and Sicuro, G. Scaling hypothesis for the Euclidean

bipartite matching problem. Physical Review E 90, 1 (2014).
[12] Dereich, S., Scheutzow, M., and Schottstedt, R. Constructive quantization: approximation

by empirical measures. Ann. Inst. Henri Poincaré Probab. Stat. 49, 4 (2013), 1183–1203.
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