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Abstract—The counting of linear extensions is one of the
prominent problems about partial orders. Unfortunately, the
problem is computationally hard. In fact, relatively few counting
procedures have been proposed in the literature. In this paper,
we present such a counting procedure based on the modular
decomposition of posets. This allows, first, to identify the series
and parallel substructures, for which an efficient recursive
counting procedure is known. Second, we propose a way to
handle more complex prime substructures using an alternative
decomposition scheme based on two complementary rules: the
BIT-rule that can ‘“consume” individual elements in a chain,
and the SPLIT-rule that can “break” antichains. We develop
a symbolic algorithm based on a multivariate integral formula
solving the linear extension count than can be constructed along
the decomposition. To discuss the complexity of this algorithm,
we introduce a novel parameter, the BIT-width. We show that
the algorithm is O(n* ') where w is the BIT-width of the input
poset.

Index Terms—Partial orders, Counting linear extensions, Mod-
ular decomposition

I. INTRODUCTION

Counting the number of linear extensions is one of the
prominent problem about partial orders. There exists several
applications of the problem in various areas such as scheduling
or AL, cf. [1] for references. It is also an important aspect
in the quantitative analysis of concurrent processes [2], [3].
Unfortunately, the problem has been shown f#P-complete
in [4], and in practice very few counting procedures have been
proposed in the literature.

In this paper, we propose a counting procedure based on the
modular decomposition of posets [S]], [6]. This idea, already
introduced in [7]], allows to identify the series and parallel (SP)
substructures, for which a straightforward (and efficient) recur-
sive counting procedure is available [§]. While the approach
is not new, there are very few attempts at coping with the
so-called prime substructures of the modular decomposition
trees, the “places” that concentrate the algorithmic difficulty of
several problems about partial orders. As far as the counting of
linear extensions is concerned, the difficulty is twofold: (1) the
prime substructures can be arbirarily complex (it’s “everything
beyond SP”), and (2) the counting procedure must itself be
modular. Indeed, it is not sufficient to count the number of
linear extensions of the prime substructure in isolation, since
it may contain or be contained in other structures.
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In this paper, we propose to handle the prime node using
a generic decomposition scheme based on a Poset decom-
position scheme we introduce in [2]]. This so-called BITS-
decomposition is a simple graph rewriting system working on
the cover graph of posets. It is based on two complemen-
tary rewrite rules: the BIT-rule that can “consume” isolated
elements in a chain, and the SPLIT-rule that can ‘“break”
an elementary antichain. Most interestingly, a multivariate
integral formula solving the linear extensions count can be
constructed along the decomposition. An important fact is that
if only the BIT-rule is used (or if the SPLIT-rule is used only
sporadically), then the obtained formula is of a polynomial size
(linear size if the SPLIT-rule remains unused). The challenge,
then, is to introduce this decomposition scheme and counting
procedure in the framework of the modular decomposition.

The paper is organised as follows. In Section [ we describe
two decomposition schemes for posets our counting procedure
is based on: (1) the series-parallel structures, and (2) the
BITS-decomposition. The associated counting schemes are
also detailed. The modular decomposition of posets and its
use for the counting of linear extensions is developed in
Section The class of BIT-modular posets is then defined.
The algorithmic and complexity issues are then discussed in
Section We show, for instance, that the algorithm we
propose is polynomial for a large class of sparse posets,
including for example the N-sparse posets [9]] (which are BIT-
modular) and the N-extensible posets [10] (which are “quasi”
BIT-modular, i.e. BIT-modular with few splits). To further
discuss the complexity of the counting algorithm, in Section [V]
we introduce a novel parameter, the BIT-width. We show that
the algorithm is O(n* 1) where w is the BIT-width of the
input poset.

Related work

The problem of counting linear extensions of a general poset
has been addressed from three perspectives in the literature:
(1) results on the complexity of the problem, (2) exact solving
solutions and (3) approximate solving. In this paper we are
only concerned with exact solutions to the problem and so do
not go into the details of approximate solutions

As a starting point, the complexity of the problem as
been proved fP-complete in [4] and also in the case of
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height-2 posets and incidence posets, in [11]. In the context
of parameterized complexity, the problem has been shown
intractable w.r.t. the treewidth of the comparability graph in
[12]. However the problem is also shown FPT w.r.t. to the
treewidth of the incomparability graph.

From the algorithmic perspectives, the problem is known
to be polynomial for trees and Series-Parallel posets [8] and

mobile posets [13]. Other results exist when some parameters
2

are bounded: a O(n*") algorithm for posets of modular—widt

k [7], an O(n'*3) algorithm for posets whose comparability
graph has treewidth ¢ [14] or an O(w - n™) algorithm for
posets of Widt. An notable alternative counting approach
is proposed in [15] which is an enumeration algorithm for
linear extensions with constant delay.

II. TWO DECOMPOSITION SCHEMES FOR PARTIAL ORDERS

In this section, we discuss the informal notion of decom-
posability of partial orders, and provides two complementary
illustrations when considering the problem of counting linear
extensions. As a reminder, a poset (or partially ordered
sety P = (X,<p) is an element set X and an ordering
relation <p over X such that <p=<p U idx is reflexive,
transitive and antisymmetricﬂ It is partial in that there may
be elements x,y in X, said incomparable, such that neither
x <p y nor y <p x. The size of Poset P, denoted by
|P|, is simply the cardinal of its carrier set |X|. Without
loss of generality, and to simplify some constructions, in this
paper we consider a poset P to be implicitly completed by
two distinguished elements 1 (bottom) and T (top) such
that L <p =z <p T for any z € X. When depicting
a poset P we omit the bottom and top elements. We also
distinguish the unit poset 1 = ({z}, {(L,z), (z, T), (L, T)})
for some element x. Given a poset P = (X,<p) and a
subset Y C X, we define the restriction of P to Y as
PlY] = (Y, {(z,y) € Y? |z <p y}). We also define the lifted
union of two posets P = (Xp,<p) and @ = (X, <q) as:
PuQ = (XpUXq,{(z,y) | z <py or x <g y}) provided P
and ) are compatible, i.e. there is no (z,y) such that x <p y
and y <qg x. Figure |1| shows four examples of posets using
the usual diagrammatic representation (relations are oriented
donward).

A linear extension A = (X, <)) of a poset P is a total
ordering over X2 such that z <p y only if z <) . The
linear extensions count #fe(P) is the number of distinct linear
extensions of the poset P.

For a given problem — in our case the linear extensions count
— the objective is to be able to construct a solution through
the decomposition into smaller sub-problems. This requires to
fulfill two complementary requirements:

o first, to identify subclasses of posets such that the problem
becomes solvable, or at least “approachable”,

'The modular-width of a poset is the maximum degree of the prime vertices
in its modular decomposition.

2The width of a poset is the length of its longest antichain.

31n the context of linear extensions, it is common to take the point of view
of strict partial orders.

e second, be able to combine (the solutions for) such
subclasses so that the problem can be solved (or “ap-
proached”) for larger classes

In this section we focus on the first requirement. From this
point of view, the series-parallel (SP) posets play a significant
role since in this class many “hard” problem can be solved
in polynomial time, the linear extensions count being no
exception.

Definition 1 (Series-Parallel posets). Let P = (Xp, <p) and
Q = (Xg,<g@) two posets, assuming Xp N Xgo = {T, L},
i.e disjointness. The series and paralleﬂ operators are, respec-
PoQ= (XpUXQ,<p U <@ U(Xp X XQ))
P|Q=(XpUXqg,<pU<g)

A (finite) poset is Series-Parallel (SP) if it can be obtained
uniquely by (finite) compositions of series or parallel operators
from singleton sets. a

tively:

For example, the poset P; of Figure [T]is SP, indeed:
Py ={a}o(({o} [ {c}) © ({d} ©{g}) [[ {e}) [ {FH) ©{h}

For this class of posets, the linear extensions count can be
solved in polynomial time, using the following formulas.

Theorem 1 (cf. [8]). #le(P © Q) = fle(P) - #le(Q)

and le(P || Q) = ("5?)) - tte(P) - #te(Q)

Most importantly, the algorithmic folmulas decompose as
the SP poset do, which perfectly illustrates the notion of a
recursively decomposable class of posets.

We introduce in [2] an alternative — and complementary —
decomposition scheme based on (elementary) graph rewriting
principles. More precisely, this so called BITS-decomposition
works on the cover graph of posets.

Definition 2 (Transitive reduction and cover graph). Let
P = (X, <p) be a poset. The transitive reduction relation of P
is <p= {(v,y) € X? |2 <p y and Pu € X such that = <p
u <p y}. The cover graph of P is the directed acyclic
(and intransitive) graph (DAG) with vertex set X and edge
relation < p. Following this terminology, we say that x covers
y whenever z <p y. J

A graph rewriting system is based on two basic principles:
(1) patterns that identify the parts of the graph concerned by
the rewriting, and (2) effects explaining how the matched parts
should be transformed. In the case of the BITS-decomposition,
the patterns and effects are rather straightforward.

Definition 3 (BITS-decomposition). Let P = (X, <p) be a
poset. We denote by P[x < y < z] the poset P identifying a y
such that there is z, z and x covers y and y covers z, and there
is no element v in X distinct from = and z such that u <p y
or y <p u. We denote by P[z|y] the poset P in which at least
two elements x and y are incomparable, i.e. such that neither
z <p y nor y <p z. The BITS-decomposition of poset P

4The parallel construction P || Q is of course the same as P U Q, but the
former notation insists on the disjointness condition.
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consists in the repeated and non-deterministic application the
following rewrite rules:

BIT: Plz <y <z]= P[X\ {y}]

SPLIT: P[z|y] = Pqy<y With Pay<, = PU (X, {(u,v)})
We denote by P =* P’ the decomposition of P into P’ by
an arbitrary number of rewrites. a

In graphical terms, the element y of pattern Pz < y < z]
corresponds to a vertex with input and output arity exactly 1
in the cover graph of P. In a similar way the nodes z,y in a
pattern P[z|y] corresponds to arbitrary vertices with no edges
between them.

Lemma 1. Given a poset P = (X, <p), then either there is
a y such that Plx <y < z] for some x, z € X ; otherwise
there is a pair (x,y) € X? such that Plx|y]; or P = 1.

Proof. We proceed by contradiction. Suppose that there is
a poset P = (X, <p) such that none of the three patterns
hold. By convention there are at least two elements L, T such
that L <p T. If there is no other element in the ordering
then trivially P = 1. So suppose there are n > 0 elements
Y1, --.,Yn distinct from L and T with relations in <p (if only
wrt. L and T). If n = 1 then by convention | <p y; <p T
thus P[L < y; < T] applies. If n > 1 we make the
hypothesis that all elements are comparable, since otherwise
the pattern P[x|y] would apply. For any y;, 1 < ¢ < n the
pattern P[z < y; < z] applies for some =, z € X because
T <p y; <p 2 is a total order given the fact that the elements
cannot be incomparable. O

Lemma 2. Given a poset P, then P =" 1.

Proof. By the previous lemma we know that the BITS-patterns
are always matching. Each time the BIT-rule applies an ele-
ment of the poset P is removed. Hence, if this is systematically
the only applicable rule ultimately the pattern 1 is reached. If
otherwise the SPLIT rule is matched, a new relation between
existing elements x, y is added. This rewrite disables pattern
P[z|y] since = and y are now comparable. Put in other terms,
all incomparable pairs can be made comparable by repeated
application of the SPLIT rules. Ultimately the poset shall only
contain chains, which can be systematically eliminated using
the BIT-rule. O

/\
\%&\
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Diagrammatic representation of four posets of size 8

The BITS rules can thus decompose arbitrary posets, how-
ever an interesting poset subclass naturally emerges from the
proposed rewriting system.

Definition 4. A poset is said BIT-decomposable iff it reduces
to 1 by the sole, and repeated, application of the BIT-rule.

As detailed in [2]], together with the decomposition itself,
we can construct a multivariate integral formula for the linear
extensions count.

Definition 5. Let P = (X, <p) be a poset. We denote by

U (P) a multivariate integral formula such that P EN U(P) is

inferred from the following rules:
a(z) . d’t/

P o) SO 7

AR Se— BIT —— END
P[x<y<z]—>\1!’ 11—
Pagay 5 Uy Payey — Wy SpLIT

P[x|y]i>\111+\112

with P\ {y} = P[X \ {y}] and Pqu<» = PU (X, {(u,v)}) and a(L) =

a(T) =1, and a(z) = x otherwise. |
Theorem 2. Let P be a poset. Then §le(P) = |X|! - ¥(P).

Proof idea. The basic idea is to consider the embedding of
the poset P into a polytope O(P) = {v € [0,1]% | v, <
vy Whenever x <p y} called the order polytope, exploiting
the fact that #le(P) = | X|! - Vol(O(P)) (cf. [16]).

A detailed proof is given in [2]. O

In Figure [I] only the poset P, is BIT-decomposable. The
nodes with input arities 1 are {b, e, f, g} that can be eliminated
in an arbitrary order. A possible decomposition is as follows:

1 ph th ph ph thopd ph
fO f() fa fc fd fc fa fc 1
.df.db.de.dg.dd.dc.da.dh
8!

LU(Py) = =32.

This gives: #le(Ps) =
is gives: fle(Py) = 8! - 1360



III. MODULAR COUNTING OF LINEAR EXTENSIONS

The previous section presented two decomposable classes of
posets with very distinct and complementary characteristics. In
a way, the series-parallel (SP) operators are applied “from the
outside” by matching the largest possible series and parallel
substructures. The BIT-rule, in contrast, operate “from the
inside” by eliminating individual nodes. Moreover, the two
schemes are tightly connected to linear extensions counting
principles. It seems thus natural to (try to) integrate these
principles one way or another. This is the question we adress in
this section, and our starting point is the well-known principle
of modular decomposition (the historical reference appears
to be [5] but a useful, modern reference is [6]]). While the
principle applies on graphs in general, in this paper we only
consider the case of posets.

Definition 6. Let P = (X, <p) a poset. A module of P is a
subset M of X such that for any z,2’ € M and y € X \ M,
x <pyiff ' <p yand y <p z iff y <p 2’. A module
is trivial if it is a singleton. A module M is said strong if
for any other module N of P either N C M, or M C N or
MNN = (. It is said maximally strong no other strong module
contains it. Given a partition of X into a set of modules M, the
quotient order of P is P/ = (M, <pq) such that My <y
Moy, My, My € M if and only if there exist z € M7, y € Mo
and z <p y. a

There is an exponential number of modular partitions of a
poset P, however there exists a canonical case.

Theorem 3 (cf. [S]). The partition of maximally strong
modules of a poset P is unique.

Definition 7 (Modular decomposition, cf. [6]).

The modular decomposition of a poset P = (X,<p)
consists in generating a maximal modular partition M of
P. Then, for each module M € M, the maximal modular
partition of P[M] is generated, and so on. The decomposition
can be arranged in a tree such that each node is associated
to a maximal partition and arranged following the inclusion
relation. The leaf nodes are exactly the trivial modules {z}
for every x € X, and the internal nodes correspond to non-
trivial (and thus decomposed) modules. An internal node can
be linear, complete or prime. A linear node denotes a series
construction, and is of the form Llty, .., t,] with the ¢;’s as
subtrees. A complete node denotes a parallel construction, and
is or the form Clt,. ,t,]. Finally if the underlying poset
as an alternative structure, it is said prime and is of the
form Pg[t1, ..., t,] where the poset ) encodes the relationship
between the sub-components. The modular decomposition tree
t of P is such that PO(t) = P with:

PO(z) = ({«},0)

PO(L[t1, .., t,]) = PO(t1) © . © PO(ty)
PO(Clt1, ., tn]) = PO(t1) || - || PO(tn)
PO(Pqlt1, . tn]) = QU (PO(t1) || - || PO(tn))

The modular decomposition of poset P, from Figure [I] is
depicted in Figure 2| (left). The decomposition tree contains a
single prime node, and is otherwise SP. Efficient algorithms
exist for constructing such decomposition trees. The initial
step, for most algorithms, is to compute the directed acyclic
graph corresponding to the transitive closure of the input poset.
This step can be performed in O(n). Then quadratic and sub-
quadratic algorithms have been proposed in the literature to
construct the decomposition tree of a directed graph, cf.[6]]
for details.

Proposition 1 (Series-parallel counting).
Let P = (X,<p) a series-parallel poset and t its
modular decomposition. Then #le(P) = tle(t) with:
fle(x) =1 2€ X
tle(L [tla--'a ]) H fle(ts)
Me( [tla-“a n]) (|tlz‘: ‘t‘tl ‘) Hitwe(ti)

Proof. This is a direct consequence of the recursive construc-
tion of Definition [7} applying the formulas of Theorem[]] [

Evaluating the contribution of the prime nodes to the linear
extensions count, in a modular way, relies on the following
theorem.

Theorem 4 (Prime counting). Let P = (X, <p) be a partial
order with modular decomposition tree t such that its root is
a prime node labeled by @ ie. P = Pg][t1, ..., t,]. Then:

tle(P) = tle(Q U U lin(PO(t:))) - [ [ #te(PO(t:))

i
where lin(P) is an arbitrary total order on X, of size |P|.

In Figure [2] (right) is depicted the linearization of the poset
corresponding to the unique prime node in the decomposition
of P, (from Figure [IJ).

Proof. Proof details are proposed in appendix. A similar result
and alternative proof is proposed in [7]. O

Corollary 1. #le(Pqlt1,....tn]) =
2 (D w(QUU, lin(PO(%:)) - T1; #le(ts).

Proof. This is a direct consequence of applying Theorem [2]in
the context of prime counting.

Definition 8. A BIT-modular poset is such that all prime nodes
of its modular decomposition are BIT-decomposable.

In Figure [1} the posets P, P> and P; are examples of BIT-
modular posets. Note that if P, is fully BIT-decomposable,
this is not the case of Ps;. Comparatively, the poset Py is not
BIT-modular because it requires at least an application of the
SPLIT-rule.
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Fig. 2. Modular decomposition of poset P» (left), and linearization of its prime node (right).

IV. ALGORITHMIC CONSIDERATIONS

From the mathematical results of the previous sections,
especially Proposition [I] and Theorem 4] we proposed Algo-
rithm [T] (below) to solve the linear extensions count.

Algorithm 1 Modular counting of linear extensions
function LECOUNT(¢ the decomposition tree of a poset P)
if t = = then return 1
else if ¢ = Lty, .., tn] then return [[, LECOUNT(t;)
else if t = CJtq, ..., ] then
return (ltz‘f It e ‘) [, LECOuNT(t;)

else t = Pglty, . ]

P+ Qu U lin(PO(t;))

return U(P) - |P|!- ][, LECOUNT(t;)

Theorem 5. Given the modular decomposition tree t of a
poset P, Algorithm || counts the number of linear extensions
of P.

Proof. This is a direct consequence of Proposition [I] and

Theorem O
x2 T4 Izn 001 OC2
[ ] [ ]

V ocs 0
[ ] [ ]
T1 T3 1}2” 1 ml m3 m5 003 OC4

Fig. 3. Left to right: a n-Crown, a M, a W, and an OC’s.

Obviously, Algorithm [I] has a super-exponential complex-
ity in the worst-case. If we consider, for example, the n-
Crown poset C = (X,<¢) (depicted in Figure [3) where
X ={1,...,2n} and the relations z; >¢ z3 <¢ 3 >¢ ...
and z; >¢ Za,. The poset C is prime, and it is a simple
observation that at least n applications of SPLIT rules are
needed to decompose the order. Consequently, the associated
counting formula is a sum of 2" integral formulas.

As a counterpoint, we are looking for classes of posets for
which the algorithm becomes tractable. Series-parallel posets
is an obvious starting point.

Corollary 2. Given the modular decomposition tree t of a
Series-Parallel poset P, Algorithm [I| runs in O(|P|) arith-
metical operations complexity.

Proof. Considering the factorial numbers up to |P| precom-
puted, this is a direct consequence of the linear size of the
modular decomposition tree (see [6] for details). O

Unsuprisingly, the complexity of the problem comes from
the prime modules. Thus, when the prime modules are con-
strained to live in a given set we can generalize the previous re-
sult. Various classes of so-called “quasi” Series-parallel posets
have been studied in the literature. An important example is
that of N-sparse posets, the order-theoretic counterpart of the
Pj,-reducible graphs. Similarly, the Ps-extendible graphs have
their counterpart of the N-extendible partial orders.

Definition 9. from [9] and [17]]. P, is the path graph of length
3. A graph G is:
o Pj-reducible if every vertex v of G belongs to at most
one induced P,
o Pj-extendible if for any subset W of G, which contains
some Py, there exists at most one = (outside of W), such
that z forms another P, with vertices of W.

A poset is said N-sparse (resp. N-extendible) if its compari-
bility graph is Py-reducible (resp. P,-extendible).

A useful characterization is based on the modular decompo-
sition perspective and an elementary poset construction named
the spider product, denoted by P <1 A, B, C, D, which can be
described as follows:

(cf. e.g. [18] for a more formal definition)

e When A, B,C, D are sin-
gletons, P =<1 A, B,C, D
is a simple spider product.
When A, B,C,D are of
size 1 except one of size
2, Pt A,B,C,D is an
extended spider product.

Theorem 6 (from [18] and [19]]). A poset is N-sparse if and
only if the prime vertices of its modular decomposition are
simple spider products P <1 A, B,C, D where P is the tree
of a N-sparse poset.



A poset is N-extendible if and only if the prime vertices of
its modular decomposition are:

o M, W,OC5 whose leafs are singletons (see Figure [3)),
o extended spider products P <1 A, B,C, D where P is an
N-extended poset.

Theorem 7. The number of linear extensions of N -extendible
posets (thus, N-sparse posets too) can be computed in O(n)
arithmetical operations.

proof (sketch). First, let deals with the finite patterns M =
my > mo <mg>myg <ms, W=w <ws >wsg < wyg >
ws and OCy = (oc1 || oca) ® (ocs || ocg) U {oc; < ocs <
ocs}. Because they are of a small size, their number of linear
extensions can be precomputed : §le(M) = #le(W) = 16 and
#0e(OCs) = 14. Then it remains to deal with the extended
spider product.

Let P=1x1 < ... < z be a linear order of size k£ and @)
be the poset P <1 A, B,C, D.

Actually, we can avoid the usage of BITS rules to count the
number of linear extensions of (), as follows.

o there are k+2 linear extensions with D < B (the number
of possible places for A)

o there are k + 2 — 1 linear extensions with A > C (the
number of possible places for D minus one where D <
B, which is already counted by the previous case)

o there remain (k+1)(k+2) linear extensions of the other
kind.

At the end the total count is (k+2)%+ (k+1). Note that these
computations are sufficient to deal with the case of N-sparse
posets.

Now using the same kind of enumeration, we can count the
number of linear extensions of the extended spider product i.e.
when one of the posets A, B, C' or D is a chain or an antichain
of size 2:

e when A or D is an antichain of size 2:
#e(Q) = (k+3)2—-3-(k+3)
e when A or D is a chain of size 2:
fle(Q) = Kt (k+4)2 +1
e when B or C is an antichain of size 2:
te(Q) =2 [(k +2)* + (2k + 3)]
e when B or C is a chain of size 2:
#e(Q) = (k +2)% + (2k + 3)
Modifying the else clause of Algorithm [I] with those
formulas, leads to the linear complexity. O

Finally, the essence of this theorem is that the primes
modules are constrained to be finite and belonging to a finite
set. Thus, we can easily generalize the result to poset of
bounded modular-width.

Lemma 3. Let P = Pg[t1, ..., ti] be a prime poset of size n
where the t; are total orders. Then, there exists an order of
applications of the BITS rules such that the computation of
#le(P) is carried with O(n"*) arithmetical operations.

Proof. Let us proceed by steps:

1) Reduce the lin(PO(t;)) components one by one :

e because lin(PO(t;)) is a linear order we can
apply the BIT rule until it is totally reduced : with

[tii = mn; and lin(PO(t;)) =z1<.. <y,

the( : BITS formula computed islﬂ
a(T; Ty T _

{Qg#i; foZ(J_Sg e fa(zJ-i) ].del]. . d.’ﬂni,1 dl’nl =
(e} i)—a(L;))™

o Then, after reducing all the ¢;’s the formula is
exactly ¢ = [[.=f (@T=all™ o an homoge-
neous polynomial of total degree n with k variables

2) Now, it remains to reduce Q:

a) if Q is not BIT-decomposable, then, at most a linear
number (in k) of SPLIT rules must be applied to
obtain a BIT-decomposable poset

b) Q is BIT-decomposable: then integrating the poly-
nomial ¢ k times ends the process

The first step builds an homogeneous polynomial with,
at most, k variables of total degree n. By elementary enu-
meration, that polynomial has, at most, ("+£_1) = O(n")
coefficients.

For the second step, if some SPLIT rules must be applied,
then the formula to integrate is a sum of at most k! homoge-
neous polynomials with k variables and degree at most nE]

It remains to compute the complexity of integrating k times
an homogeneous polynomial with k variables and total degree
n. The integration of a polynomial can be performed by
iterating over its coefficients and so, will double the number
of coefficients in the worst case. So, the overall operation will
cost O(2% n*) operations.

Because the k is constant, the total complexity of the whole
computations is O(n*). O

Theorem 8. Let t be the modular decomposition tree of a
poset P. Let {Q1,..,Q¢} be the set of posets labeling the
prime vertices of t and k = max; |Q;| (the size of the biggest
prime module of P, also called the modular-width). Then,
Algorithm [I] counts the number of linear extensions of P with
complexity O (nk“) in terms of arithmetical operations.

Proof. The modular decomposition tree ¢ has O(n) vertices
and so, a linear number of primes vertices of size k. By
Lemma [3] the number of linear extensions of such vertices
can be computed with O (nk) arithmetical operations. So the
overall complexity is O (n*T1). O

That result largely improves the one of [7] which was
O(n*™).

V. THE BIT-WIDTH PARAMETER

For final section of the paper, we introduce a new parameter
that is tightly connected to the BITS-decomposition: the BIT-
width of a poset. Our starting point is the notion of a BIT-order,

SHere, o(L;) and «(T;) correspond to the bounds of PO(t;) in Q. For
example, if Vo € PO(t;),Vy € PO(t;),z < y in Q then a(L;) = xn,
and «(T;) = y1.

5The worst case being unfolding a free order with the SPLIT rule.



i.e. a recording of the order in which the elements of a poset
are consumed through applications of the BIT-rule.

Definition 10. Let P be a BIT-decomposable poset. A BIT-
order 3 of decomposition of P is a sequence of applications of
the BIT-rule, identified by the removed elements, that reduces
P to 1.

To a BIT-order /3 we associate the sequence of polynomials
Polg corresponding to the integrals computed along the
decomposition. 3

Rolling back into the example of poset P, (for
which a counting formula is given after Theorem [2)),

using the same BIT-order 8 = (f,b,e,g,d,c a,h),
we obtain the following sequence of polynomials:
POl@ =

(h—c,(d—a)(h—c),(d—a)(h—c)?,(d—a)(h—c)?(h—d),
-1 (3ac®~2c*+3ah®—h®—3 (2ac—c?)h)(c—h)?,

2 6 4 5 2 472 8 313 2 234 4 5 2 6 2 7 1
e —f5a ht3a"h"—g5a’h’+5 a"h =55 ah’+55 h° 555 b 1365)

Definition 11. Let fvar : K[X1, .., X,,] — N be the function
associating to a polynomial its number of variables. The BIT-
width w(B) of a BIT-order /3 is the maximal number of
variables involved in a polynomial of j3:
max  fvar(pol).
ls

w(ﬁ) - pole Po

The BIT-width w(P) of a BIT-decomposable poset P is the
minimum of the BIT-width of its BIT-order:
P) = i
O = et )
Going back to the example, w(8) = 4 but one can check

that w(Py) = 2 which is realized (non uniquely) by the BIT-
order (b,a,d, g,e, f,c, h).

Theorem 9. Let P be a BIT-decomposable poset of size n
and BIT-width w and let 3 be one of its BIT-order of BIT-
width w. Then, the evaluation of the BIT-formula V(P) has a
complexity of O(n**1).

Proof. Actually, the theorem is just a refinement of Lemma 3]
It is sufficient to see that the polynomials involved in the
computations of ¥(P) are homogeneous polynomials of total
degree at most n with at most w variables and thus are
composed of at most O(n*) monomials. So each integral costs
O(n™) to evaluate and there are n integrals. O

Fig. 4. A caterpillar poset.

The application of this theorem in practice requires a
knowledge on how to build a BIT-order of minimal width,

which we think is a difficult task in general. Taking the
problem upside-down, it is interesting to investigate the poset
class of a fixed BIT-width. Interestingly, the posets of BIT-
width 1 are the well-known caterpillar posets (cf. Figure [).

Definition 12. Let S a poset such that
Se={x,81...,8}{Vi>0,2 <s;Va>s})
is a star poset of center x. Let A =

{a11,.- @k 1, Qlm .- Ak, om ) <a) be a generalized
alternating poset such that:

each (a1,...,ax, ) is a chain (1 <i <m)
Vi, Qry i <A Q141 A Qhyyy it > A O1 ks
Vg, i >A 01i+1 N\ Qg ,itl <A 01 kiqs

A caterpillar poset is a generalized alternating poset A lifted
union a set of star posets (.S; ;) i.e a main thread where each
element is the center of star poset. a

Proposition 2. A poset has BIT-width 1 if and only if it is a
caterpillar poset.

Proof. First, a BIT-width 1 poset must be built by repeating the
following procedure, starting from P «+ ({2}, <), thread +
x and, center + x:

Choose an element u between center and thread

Let v be a fresh element, add v to P with u < v orv < u

if u = thread then center < u

thread <+ v

Then, it is trivial to check that the obtained poset is a
caterpillar.

The other implication is proved by building an order of BIT-
width 1 for a caterpillar. Such order is obtained by starting
from a star at one of the extremities, and so decomposing
the star entirely before continuing on the next one along the
thread. O

Corollary 3. The number of linear extensions of caterpillars
can be counted using O(n?) arithmetical operations.

Corollary 4. Let E be a finite set of prime posets. Let C be
the set of posets such that their prime vertices belong to F
or are caterpillars. Then, there exists an O(n?) to count the
linear extensions of posets in C.

Of course, the investigation of the BIT-width parameter
is incomplete and many questions remains unanswered. We
conclude the presentation with two problems left open for
future work, and conjectured difficult.

Conjecture 1. The following problem is NP-complete:
BIT-WIDTH

INPUT: a BIT-decomposable poset P, an integer k > 3
OuTpPUT: w(P) < k

Conjecture 2. The following problem is §P-complete:
BIT-MODULAR-COUNT

INPUT: a BIT-modular poset P

OUTPUT: #le(P)
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APPENDIX

Proof of Theorem 4| (Prime Counting). A proof for a similar
theorem can be found in [7]. We propose below a slightly
different proof in the context of the definitions given in the
present paper.

Given a linear extension A € fe(P) and an index i, 1 <
i < n, we define the complement \; (at index 7) such that all
its elements from PO(t;) are replaced by a hole [J;. More
formally:

O; if M(k) € PO(t)

Vk, 1<k <A, ;\i(k) - { A(k) otherwise.

As an illustration we consider three linear extensions of the
prime poset of figure 2} A = (b, ¢, d, f, e, g),

N = <C,67b, dag7f> and \" = <Ca f’b’d7gﬂe>'

We have, for example, A3 = (b, c, 0, f, e, 3)

and 5\/ = <C, e, b, |:|3, |:|3, f>

We now define the subset le(P)[5 = {r | k € le(P) A
R; = 5\2»}, i.e. the linear extensions of P that induce the same
holes as \;. By definition [6] since PO(¢;) is a module, all the
total orders obtained by substituing the holes of \; by a linear
extension of PO(t;) are linear extensions of P. This means
that the order relation of PO(t;) is disjoint from fle(P)]5 ,
and thus §le(P)[5. = tle(PO(t:)).

We now consider all the complements of A at once, forming
the set Le(P)[5 = (); fe(P)]5,. Informally, this is the set of
linear extensions of P in which all the index holes are inserted.
We have, as an illustration, that:

A = (01,09,03,04,04,03), -

N = <|:|2,|:|4, D17|:|3,|:|3,|:|4> and \ = ).

This last example shows that permutations within a compo-
nent lin(PO(t;)) do not impact the complements, as expected.
Considering the fact that if ¢ and j are distinct indices then
0; and OJ; are also distinct, we obtain that §le(P)|; =
[T, #e(PO(t,)).

It remains to count the number of such sets fe(P)|5. For
this, we consider the partial order P = Q U U, lin(PO(t;)).
For each linear extension A € fe(P) we have ﬁée(ﬁ’)‘f =1
Indeed, all the elements of A\ are replaced by indexed holes,
depending on which set lin(PO(t;)) is the element from, and
this series of holes is of course unique, which means that if
A # XN then ée(ﬁ’)‘_ # Ee(fo’)‘ _. This means that le(P) can
be bijectively mapp/\ed to ée(P/\)| 5 by reading the indices of
holes in order, thus:

fle(P) =2 {#X | X = le(P)|5}
= #e(Q UU; lin(PO(t:))) - 11, #e(PO(:))
O
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