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#### Abstract

The counting of linear extensions is one of the prominent problems about partial orders. Unfortunately, the problem is computationally hard. In fact, relatively few counting procedures have been proposed in the literature. In this paper, we present such a counting procedure based on the modular decomposition of posets. This allows, first, to identify the series and parallel substructures, for which an efficient recursive counting procedure is known. Second, we propose a way to handle more complex prime substructures using an alternative decomposition scheme based on two complementary rules: the BIT-rule that can "consume" individual elements in a chain, and the SPLIT-rule that can "break" antichains. We develop a symbolic algorithm based on a multivariate integral formula solving the linear extension count than can be constructed along the decomposition. To discuss the complexity of this algorithm, we introduce a novel parameter, the BIT-width. We show that the algorithm is $\mathcal{O}\left(n^{w+1}\right)$ where $w$ is the BIT-width of the input poset.
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## I. Introduction

Counting the number of linear extensions is one of the prominent problem about partial orders. There exists several applications of the problem in various areas such as scheduling or A.I., cf. [1] for references. It is also an important aspect in the quantitative analysis of concurrent processes [2], [3]. Unfortunately, the problem has been shown $\sharp P$-complete in [4], and in practice very few counting procedures have been proposed in the literature.

In this paper, we propose a counting procedure based on the modular decomposition of posets [5], [6]. This idea, already introduced in [7], allows to identify the series and parallel (SP) substructures, for which a straightforward (and efficient) recursive counting procedure is available [8]. While the approach is not new, there are very few attempts at coping with the so-called prime substructures of the modular decomposition trees, the "places" that concentrate the algorithmic difficulty of several problems about partial orders. As far as the counting of linear extensions is concerned, the difficulty is twofold: (1) the prime substructures can be arbirarily complex (it's "everything beyond SP"), and (2) the counting procedure must itself be modular. Indeed, it is not sufficient to count the number of linear extensions of the prime substructure in isolation, since it may contain or be contained in other structures.

In this paper, we propose to handle the prime node using a generic decomposition scheme based on a Poset decomposition scheme we introduce in [2]. This so-called BITSdecomposition is a simple graph rewriting system working on the cover graph of posets. It is based on two complementary rewrite rules: the BIT-rule that can "consume" isolated elements in a chain, and the SPLIT-rule that can "break" an elementary antichain. Most interestingly, a multivariate integral formula solving the linear extensions count can be constructed along the decomposition. An important fact is that if only the BIT-rule is used (or if the SPLIT-rule is used only sporadically), then the obtained formula is of a polynomial size (linear size if the SPLIT-rule remains unused). The challenge, then, is to introduce this decomposition scheme and counting procedure in the framework of the modular decomposition.

The paper is organised as follows. In Section $\Pi$ we describe two decomposition schemes for posets our counting procedure is based on: (1) the series-parallel structures, and (2) the BITS-decomposition. The associated counting schemes are also detailed. The modular decomposition of posets and its use for the counting of linear extensions is developed in Section III The class of BIT-modular posets is then defined. The algorithmic and complexity issues are then discussed in Section IV. We show, for instance, that the algorithm we propose is polynomial for a large class of sparse posets, including for example the N -sparse posets [9] (which are BITmodular) and the N -extensible posets [10] (which are "quasi" BIT-modular, i.e. BIT-modular with few splits). To further discuss the complexity of the counting algorithm, in Section $V$ we introduce a novel parameter, the BIT-width. We show that the algorithm is $\mathcal{O}\left(n^{w+1}\right)$ where $w$ is the BIT-width of the input poset.

## Related work

The problem of counting linear extensions of a general poset has been addressed from three perspectives in the literature: (1) results on the complexity of the problem, (2) exact solving solutions and (3) approximate solving. In this paper we are only concerned with exact solutions to the problem and so do not go into the details of approximate solutions

As a starting point, the complexity of the problem as been proved $\sharp P$-complete in [4] and also in the case of
height- 2 posets and incidence posets, in [11]. In the context of parameterized complexity, the problem has been shown intractable w.r.t. the treewidth of the comparability graph in [12]. However the problem is also shown FPT w.r.t. to the treewidth of the incomparability graph.

From the algorithmic perspectives, the problem is known to be polynomial for trees and Series-Parallel posets [8] and mobile posets [13]. Other results exist when some parameters are bounded: a $\mathcal{O}\left(n^{k^{2}}\right)$ algorithm for posets of modular-width ${ }^{1}$ $k$ [7], an $\mathcal{O}\left(n^{t+3}\right)$ algorithm for posets whose comparability graph has treewidth $t[14]$ or an $\mathcal{O}\left(w \cdot n^{w}\right)$ algorithm for posets of width ${ }^{2} \omega$. An notable alternative counting approach is proposed in [15] which is an enumeration algorithm for linear extensions with constant delay.

## II. Two DECOMPOSITION SCHEMES FOR PARTIAL ORDERS

In this section, we discuss the informal notion of decomposability of partial orders, and provides two complementary illustrations when considering the problem of counting linear extensions. As a reminder, a poset (or partially ordered set) $P=\left(X,<_{P}\right)$ is an element set $X$ and an ordering relation $<_{P}$ over $X$ such that $\leq_{P}=<_{P} \cup i d_{X}$ is reflexive, transitive and antisymmetric ${ }^{3}$ It is partial in that there may be elements $x, y$ in $X$, said incomparable, such that neither $x<_{P} y$ nor $y<_{P} x$. The size of Poset $P$, denoted by $|P|$, is simply the cardinal of its carrier set $|X|$. Without loss of generality, and to simplify some constructions, in this paper we consider a poset $P$ to be implicitly completed by two distinguished elements $\perp$ (bottom) and $T$ (top) such that $\perp<_{P} x<_{P} \top$ for any $x \in X$. When depicting a poset $P$ we omit the bottom and top elements. We also distinguish the unit poset $\mathbb{1}=(\{x\},\{(\perp, x),(x, \top),(\perp, \top)\})$ for some element $x$. Given a poset $P=\left(X,<_{P}\right)$ and a subset $Y \subseteq X$, we define the restriction of $P$ to $Y$ as $P[Y]=\left(Y,\left\{(x, y) \in Y^{2} \mid x<_{P} y\right\}\right)$. We also define the lifted union of two posets $P=\left(X_{P},<_{P}\right)$ and $Q=\left(X_{Q},<_{Q}\right)$ as: $P \uplus Q=\left(X_{P} \cup X_{Q},\left\{(x, y) \mid x<_{P} y\right.\right.$ or $\left.\left.x<_{Q} y\right\}\right)$ provided $P$ and $Q$ are compatible, i.e. there is no $(x, y)$ such that $x<_{P} y$ and $y<_{Q} x$. Figure 1 shows four examples of posets using the usual diagrammatic representation (relations are oriented donward).

A linear extension $\lambda=\left(X, \prec_{\lambda}\right)$ of a poset $P$ is a total ordering over $X^{2}$ such that $x<_{P} y$ only if $x \prec_{\lambda} y$. The linear extensions count $\sharp \ell e(P)$ is the number of distinct linear extensions of the poset $P$.

For a given problem - in our case the linear extensions count - the objective is to be able to construct a solution through the decomposition into smaller sub-problems. This requires to fulfill two complementary requirements:

- first, to identify subclasses of posets such that the problem becomes solvable, or at least "approachable",

[^0]- second, be able to combine (the solutions for) such subclasses so that the problem can be solved (or "approached") for larger classes
In this section we focus on the first requirement. From this point of view, the series-parallel (SP) posets play a significant role since in this class many "hard" problem can be solved in polynomial time, the linear extensions count being no exception.
Definition 1 (Series-Parallel posets). Let $P=\left(X_{P},<_{P}\right)$ and $Q=\left(X_{Q},<_{Q}\right)$ two posets, assuming $X_{P} \cap X_{Q}=\{\top, \perp\}$, i.e disjointness. The series and paralle ${ }_{4}^{4}$ operators are, respectively: $\left[\begin{array}{l}P \odot Q=\left(X_{P} \cup X_{Q},<_{P} \cup<_{Q} \cup\left(X_{P} \times X_{Q}\right)\right) \\ P \| Q=\left(X_{P} \cup X_{Q},<_{P} \cup<_{Q}\right)\end{array}\right.$
A (finite) poset is Series-Parallel (SP) if it can be obtained uniquely by (finite) compositions of series or parallel operators from singleton sets.

For example, the poset $P_{1}$ of Figure 1 is SP, indeed:

$$
P_{1}=\{a\} \odot((\{b\} \|\{c\}) \odot((\{d\} \odot\{g\}) \|\{e\}) \|\{f\}) \odot\{h\}
$$

For this class of posets, the linear extensions count can be solved in polynomial time, using the following formulas.

Theorem 1 (cf. [8]). $\sharp \ell e(P \odot Q)=\sharp \ell e(P) \cdot \sharp \ell e(Q)$
and $l e(P \| Q)=\binom{|P|+|Q|}{|P|} \cdot \sharp \ell e(P) \cdot \sharp \ell e(Q)$
Most importantly, the algorithmic folmulas decompose as the SP poset do, which perfectly illustrates the notion of a recursively decomposable class of posets.

We introduce in [2] an alternative - and complementary decomposition scheme based on (elementary) graph rewriting principles. More precisely, this so called BITS-decomposition works on the cover graph of posets.

Definition 2 (Transitive reduction and cover graph). Let $P=\left(X,<_{P}\right)$ be a poset. The transitive reduction relation of $P$ is $\prec_{P}=\left\{(x, y) \in X^{2} \mid x<_{P} y\right.$ and $\nexists u \in X$ such that $x<_{P}$ $\left.u<_{P} y\right\}$. The cover graph of $P$ is the directed acyclic (and intransitive) graph (DAG) with vertex set $X$ and edge relation $\prec_{P}$. Following this terminology, we say that $x$ covers $y$ whenever $x \prec_{P} y$.

A graph rewriting system is based on two basic principles: (1) patterns that identify the parts of the graph concerned by the rewriting, and (2) effects explaining how the matched parts should be transformed. In the case of the BITS-decomposition, the patterns and effects are rather straightforward.

Definition 3 (BITS-decomposition). Let $P=\left(X,<_{P}\right)$ be a poset. We denote by $P[x \prec y \prec z]$ the poset $P$ identifying a $y$ such that there is $x, z$ and $x$ covers $y$ and $y$ covers $z$, and there is no element $u$ in $X$ distinct from $x$ and $z$ such that $u \prec_{P} y$ or $y \prec_{P} u$. We denote by $P[x \mid y]$ the poset $P$ in which at least two elements $x$ and $y$ are incomparable, i.e. such that neither $x<_{P} y$ nor $y<_{P} x$. The BITS-decomposition of poset $P$
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Fig. 1. Diagrammatic representation of four posets of size 8
consists in the repeated and non-deterministic application the following rewrite rules:

$$
\begin{aligned}
& \text { BiT: } \quad P[x \prec y \prec z] \Rightarrow P[X \backslash\{y\}] \\
& \text { Split: } P[x \mid y] \Rightarrow P_{\triangleleft x \prec y} \text { with } P_{\triangleleft u \prec v}=P \mathbb{U}(X,\{(u, v)\})
\end{aligned}
$$

We denote by $P \Rightarrow^{*} P^{\prime}$ the decomposition of $P$ into $P^{\prime}$ by an arbitrary number of rewrites.

In graphical terms, the element $y$ of pattern $P[x \prec y \prec z]$ corresponds to a vertex with input and output arity exactly 1 in the cover graph of $P$. In a similar way the nodes $x, y$ in a pattern $P[x \mid y]$ corresponds to arbitrary vertices with no edges between them.

Lemma 1. Given a poset $P=\left(X,<_{P}\right)$, then either there is a $y$ such that $P[x \prec y \prec z]$ for some $x, z \in X$; otherwise there is a pair $(x, y) \in X^{2}$ such that $P[x \mid y]$; or $P=\mathbb{1}$.

Proof. We proceed by contradiction. Suppose that there is a poset $P=\left(X,<_{P}\right)$ such that none of the three patterns hold. By convention there are at least two elements $\perp, \top$ such that $\perp<_{P} \top$. If there is no other element in the ordering then trivially $P=\mathbb{1}$. So suppose there are $n>0$ elements $y_{1}, \ldots, y_{n}$ distinct from $\perp$ and $\top$ with relations in $<_{P}$ (if only wrt. $\perp$ and $\top$ ). If $n=1$ then by convention $\perp<_{P} y_{1}<_{P} \top$ thus $P\left[\perp \prec y_{1} \prec \top\right]$ applies. If $n>1$ we make the hypothesis that all elements are comparable, since otherwise the pattern $P[x \mid y]$ would apply. For any $y_{i}, 1 \leq i \leq n$ the pattern $P\left[x \prec y_{i} \prec z\right]$ applies for some $x, z \in X$ because $x \prec_{P} y_{i} \prec_{P} z$ is a total order given the fact that the elements cannot be incomparable.

Lemma 2. Given a poset $P$, then $P \Rightarrow^{*} \mathbb{1}$.
Proof. By the previous lemma we know that the BITS-patterns are always matching. Each time the BIT-rule applies an element of the poset $P$ is removed. Hence, if this is systematically the only applicable rule ultimately the pattern $\mathbb{1}$ is reached. If otherwise the SPLIT rule is matched, a new relation between existing elements $x, y$ is added. This rewrite disables pattern $P[x \mid y]$ since $x$ and $y$ are now comparable. Put in other terms, all incomparable pairs can be made comparable by repeated application of the SPLIT rules. Ultimately the poset shall only contain chains, which can be systematically eliminated using the BIT-rule.

The BITS rules can thus decompose arbitrary posets, however an interesting poset subclass naturally emerges from the proposed rewriting system.
Definition 4. A poset is said BIT-decomposable iff it reduces to $\mathbb{1}$ by the sole, and repeated, application of the BIT-rule.

As detailed in [2], together with the decomposition itself, we can construct a multivariate integral formula for the linear extensions count.

Definition 5. Let $P=\left(X,<_{P}\right)$ be a poset. We denote by $\Psi(P)$ a multivariate integral formula such that $P \xrightarrow{1} \Psi(P)$ is inferred from the following rules:

$$
\begin{aligned}
& \frac{P \backslash\{y\} \xrightarrow{\int_{\alpha(x)}^{\alpha(z)} \Psi . \mathrm{d} y}}{P[x \prec y \prec z] \xrightarrow{\Psi} \Psi^{\prime}} \Psi^{\prime} \\
& \text { BIT } \quad \xrightarrow{\mathbb{1} \xrightarrow{\Psi} \Psi} \text { END } \\
& \frac{P_{\triangleleft x \prec y} \xrightarrow{\Psi} \Psi_{1} \quad P_{\triangleleft y \prec x} \xrightarrow{\Psi} \Psi_{2}}{P[x \mid y] \xrightarrow{\Psi} \Psi_{1}+\Psi_{2}} \text { SPLIT }
\end{aligned}
$$

with $P \backslash\{y\}=P[X \backslash\{y\}]$ and $P_{\triangleleft u \prec v}=P ש(X,\{(u, v)\})$ and $\alpha(\perp)=0$, $\alpha(\mathrm{T})=1$, and $\alpha(x)=x$ otherwise.

Theorem 2. Let $P$ be a poset. Then $\sharp \ell e(P)=|X|!\cdot \Psi(P)$.
Proof idea. The basic idea is to consider the embedding of the poset $P$ into a polytope $\mathcal{O}(P)=\left\{v \in[0,1]^{X} \mid v_{x}<\right.$ $v_{y}$ whenever $\left.x<_{P} y\right\}$ called the order polytope, exploiting the fact that $\sharp \ell e(P)=|X|!\cdot \operatorname{Vol}(\mathcal{O}(P))$ (cf. [16]).

A detailed proof is given in [2].
In Figure 1, only the poset $P_{2}$ is BIT-decomposable. The nodes with input arities 1 are $\{b, e, f, g\}$ that can be eliminated in an arbitrary order. A possible decomposition is as follows:

$$
\Psi\left(P_{2}\right)=\int_{0}^{1} \int_{0}^{h} \int_{a}^{h} \int_{c}^{h} \int_{d}^{h} \int_{c}^{h} \int_{a}^{d} \int_{c}^{h} 1
$$

This gives: $\sharp \ell e\left(P_{2}\right)=8!\cdot \Psi\left(P_{2}\right)=\frac{8!}{1260}=32$.

## III. Modular counting of Linear extensions

The previous section presented two decomposable classes of posets with very distinct and complementary characteristics. In a way, the series-parallel (SP) operators are applied "from the outside" by matching the largest possible series and parallel substructures. The BIT-rule, in contrast, operate "from the inside" by eliminating individual nodes. Moreover, the two schemes are tightly connected to linear extensions counting principles. It seems thus natural to (try to) integrate these principles one way or another. This is the question we adress in this section, and our starting point is the well-known principle of modular decomposition (the historical reference appears to be [5] but a useful, modern reference is [6]). While the principle applies on graphs in general, in this paper we only consider the case of posets.
Definition 6. Let $P=\left(X,<_{P}\right)$ a poset. A module of $P$ is a subset $M$ of $X$ such that for any $x, x^{\prime} \in M$ and $y \in X \backslash M$, $x<_{P} y$ iff $x^{\prime}<_{P} y$ and $y<_{P} x$ iff $y<_{P} x^{\prime}$. A module is trivial if it is a singleton. A module $M$ is said strong if for any other module $N$ of $P$ either $N \subset M$, or $M \subset N$ or $M \cap N=\emptyset$. It is said maximally strong no other strong module contains it. Given a partition of $X$ into a set of modules $\mathcal{M}$, the quotient order of $P$ is $P_{\mathcal{M}}=\left(\mathcal{M},<_{\mathcal{M}}\right)$ such that $M_{1}<_{\mathcal{M}}$ $M_{2}, M_{1}, M_{2} \in \mathcal{M}$ if and only if there exist $x \in M_{1}, y \in M_{2}$ and $x<_{P} y$.

There is an exponential number of modular partitions of a poset $P$, however there exists a canonical case.
Theorem 3 (cf. [5]). The partition of maximally strong modules of a poset $P$ is unique.

Definition 7 (Modular decomposition, cf. [6]).
The modular decomposition of a poset $P=\left(X,<_{P}\right)$ consists in generating a maximal modular partition $\mathcal{M}$ of $P$. Then, for each module $M \in \mathcal{M}$, the maximal modular partition of $P[M]$ is generated, and so on. The decomposition can be arranged in a tree such that each node is associated to a maximal partition and arranged following the inclusion relation. The leaf nodes are exactly the trivial modules $\{x\}$ for every $x \in X$, and the internal nodes correspond to nontrivial (and thus decomposed) modules. An internal node can be linear, complete or prime. A linear node denotes a series construction, and is of the form $\mathbf{L}\left[t_{1}, \ldots, t_{n}\right]$ with the $t_{i}$ 's as subtrees. A complete node denotes a parallel construction, and is or the form $\mathbf{C}\left[t_{1}, \ldots, t_{n}\right]$. Finally if the underlying poset as an alternative structure, it is said prime and is of the form $\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{n}\right]$ where the poset $Q$ encodes the relationship between the sub-components. The modular decomposition tree $t$ of $P$ is such that $\mathcal{P O}(t)=P$ with:

$$
\left[\begin{array}{l}
\mathcal{P O}(x)=(\{x\}, \emptyset) \\
\mathcal{P} \mathcal{O}\left(\mathbf{L}\left[t_{1}, \ldots, t_{n}\right]\right)=\mathcal{P} \mathcal{O}\left(t_{1}\right) \odot \ldots \odot \mathcal{P} \mathcal{O}\left(t_{n}\right) \\
\mathcal{P O}\left(\mathbf{C}\left[t_{1}, \ldots, t_{n}\right]\right)=\mathcal{P} \mathcal{O}\left(t_{1}\right)\|\ldots\| \mathcal{P} \mathcal{O}\left(t_{n}\right) \\
\mathcal{P O}\left(\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{n}\right]\right)=Q \uplus\left(\mathcal{P} \mathcal{O}\left(t_{1}\right)\|\ldots\| \mathcal{P} \mathcal{O}\left(t_{n}\right)\right)
\end{array}\right.
$$

The modular decomposition of poset $P_{2}$ from Figure 1 is depicted in Figure 2 (left). The decomposition tree contains a single prime node, and is otherwise SP. Efficient algorithms exist for constructing such decomposition trees. The initial step, for most algorithms, is to compute the directed acyclic graph corresponding to the transitive closure of the input poset. This step can be performed in $O(n)$. Then quadratic and subquadratic algorithms have been proposed in the literature to construct the decomposition tree of a directed graph, cf. [6] for details.

Proposition 1 (Series-parallel counting).
Let $P=\left(X,<_{P}\right)$ a series-parallel poset and $t$ its modular decomposition. Then $\sharp \ell e(P)=\sharp \ell e(t)$ with: $[\sharp \ell e(x)=1, x \in X$
$\sharp \ell e\left(\mathbf{L}\left[t_{1}, \ldots, t_{n}\right]\right)=\prod_{i} \sharp \ell e\left(t_{i}\right)$
$\sharp \ell e\left(\mathbf{C}\left[t_{1}, \ldots, t_{n}\right]\right)=\binom{\sum_{i}\left|t_{i}\right|}{\left|t_{1}\right|, \ldots,\left|t_{n}\right|} \cdot \prod_{i} \sharp \ell e\left(t_{i}\right)$
Proof. This is a direct consequence of the recursive construction of Definition 7, applying the formulas of Theorem 1 .

Evaluating the contribution of the prime nodes to the linear extensions count, in a modular way, relies on the following theorem.

Theorem 4 (Prime counting). Let $P=\left(X,<_{P}\right)$ be a partial order with modular decomposition tree $t$ such that its root is a prime node labeled by $Q$ i.e. $P=\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{n}\right]$. Then:

$$
\sharp \ell e(P)=\sharp \ell e\left(Q \cup \bigcup_{i} \operatorname{lin}\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)\right) \cdot \prod_{i} \sharp \ell e\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)
$$

where $\operatorname{lin}(P)$ is an arbitrary total order on $X$, of size $|P| . \quad\lrcorner$
In Figure 2 (right) is depicted the linearization of the poset corresponding to the unique prime node in the decomposition of $P_{2}$ (from Figure 1).
Proof. Proof details are proposed in appendix. A similar result and alternative proof is proposed in [7].
Corollary 1. $\sharp \ell e\left(\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{n}\right]\right)=$

$$
\left(\sum_{i}\left|t_{i}\right|\right)!\cdot \Psi\left(Q \cup \bigcup_{i} \operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)\right) \cdot \prod_{i} \sharp \ell e\left(t_{i}\right)
$$

Proof. This is a direct consequence of applying Theorem 2 in the context of prime counting.
Definition 8. A BIT-modular poset is such that all prime nodes of its modular decomposition are BIT-decomposable.

In Figure 1 the posets $P_{1}, P_{2}$ and $P_{3}$ are examples of BITmodular posets. Note that if $P_{2}$ is fully BIT-decomposable, this is not the case of $P_{3}$. Comparatively, the poset $P_{4}$ is not BIT-modular because it requires at least an application of the SPLIT-rule.


Fig. 2. Modular decomposition of poset $P_{2}$ (left), and linearization of its prime node (right).

## IV. ALGORITHMIC CONSIDERATIONS

From the mathematical results of the previous sections, especially Proposition 1 and Theorem 4, we proposed Algorithm 1 (below) to solve the linear extensions count.

```
Algorithm 1 Modular counting of linear extensions
    function LECOUNT \((t\) the decomposition tree of a poset \(P\) )
        if \(t=x\) then return 1
        else if \(t=\mathbf{L}\left[t_{1}, \ldots, t_{n}\right]\) then return \(\prod_{i} \operatorname{LECounT}\left(t_{i}\right)\)
        else if \(t=\mathbf{C}\left[t_{1}, \ldots, t_{n}\right]\) then
            return \(\left(\sum_{\left|t_{1}\right|, \ldots,\left|t_{n}\right|}\left|t_{i}\right|\right.\)
        else \(t=\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{n}\right]\)
            \(\stackrel{\circ}{P} \leftarrow Q \in \bigcup_{i} \operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)\)
            return \(\Psi(\stackrel{\rightharpoonup}{P}) \cdot|P|!\cdot \prod_{i} \operatorname{LECoUNT}\left(t_{i}\right)\)
```

Theorem 5. Given the modular decomposition tree $t$ of a poset $P$, Algorithm 1 counts the number of linear extensions of $P$.

Proof. This is a direct consequence of Proposition 1 and Theorem 4


Fig. 3. Left to right: a $n$-Crown, a $M$, a $W$, and an $O C_{5}$.
Obviously, Algorithm 1 has a super-exponential complexity in the worst-case. If we consider, for example, the $n$ Crown poset $C=\left(X,<_{C}\right)$ (depicted in Figure 3) where $X=\{1, \ldots, 2 n\}$ and the relations $x_{1}>_{C} x_{2}<_{C} x_{3}>_{C} \ldots$ and $x_{1}>_{C} x_{2 n}$. The poset $C$ is prime, and it is a simple observation that at least $n$ applications of SPLIT rules are needed to decompose the order. Consequently, the associated counting formula is a sum of $2^{n}$ integral formulas.

As a counterpoint, we are looking for classes of posets for which the algorithm becomes tractable. Series-parallel posets is an obvious starting point.

Corollary 2. Given the modular decomposition tree $t$ of $a$ Series-Parallel poset $P$, Algorithm 1 runs in $\mathcal{O}(|P|)$ arithmetical operations complexity.
Proof. Considering the factorial numbers up to $|P|$ precomputed, this is a direct consequence of the linear size of the modular decomposition tree (see [6] for details).

Unsuprisingly, the complexity of the problem comes from the prime modules. Thus, when the prime modules are constrained to live in a given set we can generalize the previous result. Various classes of so-called "quasi" Series-parallel posets have been studied in the literature. An important example is that of $N$-sparse posets, the order-theoretic counterpart of the $P_{4}$-reducible graphs. Similarly, the $P_{4}$-extendible graphs have their counterpart of the N -extendible partial orders.

Definition 9. from [9] and [17]. $P_{4}$ is the path graph of length 3. A graph $G$ is:

- $P_{4}$-reducible if every vertex $v$ of $G$ belongs to at most one induced $P_{4}$
- $P_{4}$-extendible if for any subset $W$ of $G$, which contains some $P_{4}$, there exists at most one $x$ (outside of $W$ ), such that $x$ forms another $P_{4}$ with vertices of $W$.
A poset is said N -sparse (resp. N-extendible) if its comparibility graph is $P_{4}$-reducible (resp. $P_{4}$-extendible).

A useful characterization is based on the modular decomposition perspective and an elementary poset construction named the spider product, denoted by $P \bowtie A, B, C, D$, which can be described as follows:


- When $A, B, C, D$ are singletons, $P \bowtie A, B, C, D$ is a simple spider product.
- When $A, B, C, D$ are of size 1 except one of size $2, P \bowtie A, B, C, D$ is an extended spider product.
(cf. e.g. [18] for a more formal definition)
Theorem 6 (from [18] and [19]). A poset is $N$-sparse if and only if the prime vertices of its modular decomposition are simple spider products $P \bowtie A, B, C, D$ where $P$ is the tree of a $N$-sparse poset.

A poset is N -extendible if and only if the prime vertices of its modular decomposition are:

- $M, W, O C_{5}$ whose leafs are singletons (see Figure 3),
- extended spider products $P \bowtie A, B, C, D$ where $P$ is an N -extended poset.

Theorem 7. The number of linear extensions of $N$-extendible posets (thus, $N$-sparse posets too) can be computed in $\mathcal{O}(n)$ arithmetical operations.
proof (sketch). First, let deals with the finite patterns $M=$ $m_{1}>m_{2}<m_{3}>m_{4}<m_{5}, W=w_{1}<w_{2}>w_{3}<w_{4}>$ $w_{5}$ and $O C_{5}=\left(o c_{1} \| o c_{2}\right) \odot\left(o c_{3} \| o c_{4}\right) \cup\left\{o c_{1}<o c_{5}<\right.$ $\left.o c_{3}\right\}$. Because they are of a small size, their number of linear extensions can be precomputed : $\sharp \ell e(M)=\sharp \ell e(W)=16$ and $\sharp \ell e\left(O C_{5}\right)=14$. Then it remains to deal with the extended spider product.

Let $P=x_{1}<\ldots<x_{k}$ be a linear order of size $k$ and $Q$ be the poset $P \bowtie A, B, C, D$.

Actually, we can avoid the usage of BITS rules to count the number of linear extensions of $Q$, as follows.

- there are $k+2$ linear extensions with $D<B$ (the number of possible places for $A$ )
- there are $k+2-1$ linear extensions with $A>C$ (the number of possible places for $D$ minus one where $D<$ $B$, which is already counted by the previous case)
- there remain $(k+1)(k+2)$ linear extensions of the other kind.
At the end the total count is $(k+2)^{2}+(k+1)$. Note that these computations are sufficient to deal with the case of N -sparse posets.

Now using the same kind of enumeration, we can count the number of linear extensions of the extended spider product i.e. when one of the posets $A, B, C$ or $D$ is a chain or an antichain of size 2 :

- when $A$ or $D$ is an antichain of size 2 :

$$
\sharp \ell e(Q)=(k+3)^{3}-3 \cdot(k+3)
$$

- when $A$ or $D$ is a chain of size 2 :

$$
\sharp \ell e(Q)=\frac{k+1}{2}(k+4)^{2}+1
$$

- when $B$ or $C$ is an antichain of size 2 :

$$
\sharp \ell e(Q)=2\left[(k+2)^{2}+(2 k+3)\right]
$$

- when $B$ or $C$ is a chain of size 2 :

$$
\sharp \ell e(Q)=(k+2)^{2}+(2 k+3)
$$

Modifying the else clause of Algorithm 1 with those formulas, leads to the linear complexity.

Finally, the essence of this theorem is that the primes modules are constrained to be finite and belonging to a finite set. Thus, we can easily generalize the result to poset of bounded modular-width.

Lemma 3. Let $P=\mathbf{P}_{Q}\left[t_{1}, \ldots, t_{k}\right]$ be a prime poset of size $n$ where the $t_{i}$ are total orders. Then, there exists an order of applications of the BITS rules such that the computation of $\sharp \ell e(P)$ is carried with $\mathcal{O}\left(n^{k}\right)$ arithmetical operations.

Proof. Let us proceed by steps:

1) Reduce the $\operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)$ components one by one :

- because $\operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)$ is a linear order we can apply the BIT rule until it is totally reduced : with $\left|t_{i}\right|=n_{i}$ and $\operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)=x_{1}<\ldots<x_{n_{i}}$, the BITS formula computed is ${ }^{5}$ $\underset{\substack{\alpha_{i} \\\left(\alpha\left(\perp_{i}\right)-\alpha\left(\perp_{i}\right)\right)^{n_{i}}}}{\alpha\left(T_{i}\right)} \int_{\alpha\left(\perp_{i}\right.}^{x_{n_{i}}} \ldots \int_{\alpha\left(\perp_{i}\right)}^{x_{2}} 1 d x_{1} 1 \ldots d x_{n_{i}-1} d x_{n_{i}}=$
- Then, ${ }^{n_{i}!}$ after reducing all the $t_{i}$ 's the formula is exactly $\psi=\prod_{i=1}^{i=k} \frac{\left(\alpha\left(T_{i}\right)-\alpha\left(\perp_{i}\right)\right)^{n_{i}}}{n_{i}!}$ i.e. an homogeneous polynomial of total degree $n$ with $k$ variables

2) Now, it remains to reduce $Q$ :
a) if Q is not BIT-decomposable, then, at most a linear number (in $k$ ) of SPLIT rules must be applied to obtain a BIT-decomposable poset
b) Q is BIT-decomposable: then integrating the polynomial $\psi k$ times ends the process
The first step builds an homogeneous polynomial with, at most, $k$ variables of total degree $n$. By elementary enumeration, that polynomial has, at most, $\binom{n+k-1}{k}=\mathcal{O}\left(n^{k}\right)$ coefficients.

For the second step, if some SPLIT rules must be applied, then the formula to integrate is a sum of at most $k$ ! homogeneous polynomials with $k$ variables and degree at most $n{ }^{6}$

It remains to compute the complexity of integrating $k$ times an homogeneous polynomial with $k$ variables and total degree $n$. The integration of a polynomial can be performed by iterating over its coefficients and so, will double the number of coefficients in the worst case. So, the overall operation will cost $\mathcal{O}\left(2^{k} n^{k}\right)$ operations.

Because the $k$ is constant, the total complexity of the whole computations is $\mathcal{O}\left(n^{k}\right)$.

Theorem 8. Let $t$ be the modular decomposition tree of a poset $P$. Let $\left\{Q_{1}, \ldots, Q_{\ell}\right\}$ be the set of posets labeling the prime vertices of $t$ and $k=\max _{i}\left|Q_{i}\right|$ (the size of the biggest prime module of $P$, also called the modular-width). Then, Algorithm 1 counts the number of linear extensions of $P$ with complexity $\mathcal{O}\left(n^{k+1}\right)$ in terms of arithmetical operations.
Proof. The modular decomposition tree $t$ has $\mathcal{O}(n)$ vertices and so, a linear number of primes vertices of size $k$. By Lemma 3, the number of linear extensions of such vertices can be computed with $\mathcal{O}\left(n^{k}\right)$ arithmetical operations. So the overall complexity is $\mathcal{O}\left(n^{k+1}\right)$.

That result largely improves the one of [7] which was $\mathcal{O}\left(n^{k^{2}}\right)$.

## V. The BIT-width parameter

For final section of the paper, we introduce a new parameter that is tightly connected to the BITS-decomposition: the BITwidth of a poset. Our starting point is the notion of a BIT-order,

[^2]i.e. a recording of the order in which the elements of a poset are consumed through applications of the BIT-rule.

Definition 10. Let $P$ be a BIT-decomposable poset. A BITorder $\beta$ of decomposition of $P$ is a sequence of applications of the BIT-rule, identified by the removed elements, that reduces $P$ to $\mathbb{1}$.

To a BIT-order $\beta$ we associate the sequence of polynomials $\boldsymbol{P o l}_{\beta}$ corresponding to the integrals computed along the decomposition.


Rolling back into the example of poset $P_{2}$ (for which a counting formula is given after Theorem 2, using the same BIT-order $\beta=(f, b, e, g, d, c, a, h)$, we obtain the following sequence of polynomials: $\boldsymbol{P o l}_{\beta}=$
$\left(h-c,(d-a)(h-c),(d-a)(h-c)^{2},(d-a)(h-c)^{2}(h-d)\right.$, $-\frac{1}{6}\left(3 a c^{2}-2 c^{3}+3 a h^{2}-h^{3}-3\left(2 a c-c^{2}\right) h\right)(c-h)^{2}$,
$\left.\frac{2}{45} a^{6}-\frac{4}{15} a^{5} h+\frac{2}{3} a^{4} h^{2}-\frac{8}{9} a^{3} h^{3}+\frac{2}{3} a^{2} h^{4}-\frac{4}{15} a h^{5}+\frac{2}{45} h^{6}, \frac{2}{315} h^{7}, \frac{1}{1260}\right)$
Definition 11. Let $\sharp v a r: \mathbb{K}\left[X_{1}, \ldots, X_{n}\right] \mapsto \mathbb{N}$ be the function associating to a polynomial its number of variables. The BITwidth $w(\beta)$ of a BIT-order $\beta$ is the maximal number of variables involved in a polynomial of $\beta$ :

$$
w(\beta)=\max _{p o l \in \boldsymbol{P o l}_{\beta}} \sharp v a r(\text { pol }) .
$$

The BIT-width $w(P)$ of a BIT-decomposable poset $P$ is the minimum of the BIT-width of its BIT-order:

$$
\left.w(P)=\min _{\beta \text { a BIT-order of } P} w(\beta)\right\lrcorner
$$

Going back to the example, $w(\beta)=4$ but one can check that $w\left(P_{2}\right)=2$ which is realized (non uniquely) by the BIT$\operatorname{order}(b, a, d, g, e, f, c, h)$.

Theorem 9. Let $P$ be a BIT-decomposable poset of size $n$ and BIT-width $w$ and let $\beta$ be one of its BIT-order of BITwidth $w$. Then, the evaluation of the BIT-formula $\Psi(P)$ has a complexity of $\mathcal{O}\left(n^{w+1}\right)$.
Proof. Actually, the theorem is just a refinement of Lemma 3 . It is sufficient to see that the polynomials involved in the computations of $\Psi(P)$ are homogeneous polynomials of total degree at most $n$ with at most $w$ variables and thus are composed of at most $\mathcal{O}\left(n^{w}\right)$ monomials. So each integral costs $\mathcal{O}\left(n^{w}\right)$ to evaluate and there are $n$ integrals.


Fig. 4. A caterpillar poset.
The application of this theorem in practice requires a knowledge on how to build a BIT-order of minimal width,
which we think is a difficult task in general. Taking the problem upside-down, it is interesting to investigate the poset class of a fixed BIT-width. Interestingly, the posets of BITwidth 1 are the well-known caterpillar posets (cf. Figure 4).
Definition 12. Let $S$ a poset such that $S_{x}=\left(\left\{x, s_{1} \ldots, s_{\ell}\right\},\left\{\forall i>0, x<s_{i} \vee x>s_{i}\right\}\right)$ is a star poset of center $x$. Let $A=$ $\left(\left\{a_{1,1}, \ldots a_{k_{1}, 1}, \ldots a_{1, m} \ldots a_{k_{m}, m}\right\},<_{A}\right)$ be a generalized alternating poset such that:

$$
\left\{\begin{array}{c}
\text { each }\left(a_{1, i}, \ldots, a_{k_{i}, i}\right) \text { is a chain }(1 \leq i \leq m) \\
\forall i, a_{k_{i}, i}<_{A} a_{1, i+1} \wedge a_{k_{i+1}, i+1}>_{A} a_{1, k_{i+2}} \\
\vee a_{k_{i}, i}>_{A} a_{1, i+1} \wedge a_{k_{i+1}, i+1}<_{A} a_{1, k_{i+2}}
\end{array}\right\}
$$

A caterpillar poset is a generalized alternating poset $A$ lifted union a set of star posets $\left(S_{i, j}\right)$ i.e a main thread where each element is the center of star poset.
Proposition 2. A poset has BIT-width 1 if and only if it is a caterpillar poset.
Proof. First, a BIT-width 1 poset must be built by repeating the following procedure, starting from $P \leftarrow(\{x\},<)$, thread $\leftarrow$ $x$ and, center $\leftarrow x$ :

Choose an element $u$ between center and thread
Let $v$ be a fresh element, add $v$ to $P$ with $u<v$ or $v<u$
if $u=$ thread then center $\leftarrow u$
thread $\leftarrow v$
Then, it is trivial to check that the obtained poset is a caterpillar.

The other implication is proved by building an order of BITwidth 1 for a caterpillar. Such order is obtained by starting from a star at one of the extremities, and so decomposing the star entirely before continuing on the next one along the thread.
Corollary 3. The number of linear extensions of caterpillars can be counted using $\mathcal{O}\left(n^{2}\right)$ arithmetical operations.
Corollary 4. Let $E$ be a finite set of prime posets. Let $C$ be the set of posets such that their prime vertices belong to $E$ or are caterpillars. Then, there exists an $\mathcal{O}\left(n^{2}\right)$ to count the linear extensions of posets in $C$.

Of course, the investigation of the BIT-width parameter is incomplete and many questions remains unanswered. We conclude the presentation with two problems left open for future work, and conjectured difficult.
Conjecture 1. The following problem is NP-complete:

## BIT-WIDTH

InPUT: a BIT-decomposable poset $P$, an integer $k \geq 3$
Output: $w(P) \leq k$
Conjecture 2. The following problem is $\sharp P$-complete:
BIT-MODULAR-COUNT
InPUT: a BIT-modular poset $P$
Output: $\sharp \ell e(P)$
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## Appendix

Proof of Theorem 4 (Prime Counting). A proof for a similar theorem can be found in [7]. We propose below a slightly different proof in the context of the definitions given in the present paper.

Given a linear extension $\lambda \in \ell e(P)$ and an index $i, 1 \leq$ $i \leq n$, we define the complement $\bar{\lambda}_{i}$ (at index $i$ ) such that all its elements from $\mathcal{P} \mathcal{O}\left(t_{i}\right)$ are replaced by a hole $\square_{i}$. More formally:

$$
\forall k, 1 \leq k \leq|\lambda|, \quad \bar{\lambda}_{i}(k)=\left\{\begin{array}{l}
\square_{i} \text { if } \lambda(k) \in \mathcal{P} \mathcal{O}\left(t_{i}\right) \\
\lambda(k) \text { otherwise } .
\end{array}\right.
$$

As an illustration we consider three linear extensions of the prime poset of figure $2, \lambda=\langle b, c, d, f, e, g\rangle$,
$\lambda^{\prime}=\langle c, e, b, d, g, f\rangle$ and $\lambda^{\prime \prime}=\langle c, f, b, d, g, e\rangle$.
We have, for example, $\bar{\lambda}_{3}=\left\langle b, c, \square_{3}, f, e, \square_{3}\right\rangle$
and $\bar{\lambda}_{3}^{\prime}=\left\langle c, e, b, \square_{3}, \square_{3}, f\right\rangle$.
We now define the subset $\left.\ell e(P)\right|_{\bar{\lambda}_{i}}=\{\kappa \mid \kappa \in \ell e(P) \wedge$ $\left.\bar{\kappa}_{i}=\bar{\lambda}_{i}\right\}$, i.e. the linear extensions of $P$ that induce the same holes as $\lambda_{i}$. By definition 6, since $\mathcal{P O}\left(t_{i}\right)$ is a module, all the total orders obtained by substituing the holes of $\bar{\lambda}_{i}$ by a linear extension of $\mathcal{P} \mathcal{O}\left(t_{i}\right)$ are linear extensions of $P$. This means that the order relation of $\mathcal{P O}\left(t_{i}\right)$ is disjoint from $\left.\ell e(P)\right|_{\bar{\lambda}_{i}}$, and thus $\left.\sharp \ell e(P)\right|_{\bar{\lambda}_{i}}=\sharp \ell e\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)$.

We now consider all the complements of $\lambda$ at once, forming the set $\left.\ell e(P)\right|_{\bar{\lambda}}=\left.\bigcap_{i} \ell e(P)\right|_{\bar{\lambda} i}$. Informally, this is the set of linear extensions of $P$ in which all the index holes are inserted. We have, as an illustration, that:

$$
\begin{aligned}
& \bar{\lambda}=\left\langle\square_{1}, \square_{2}, \square_{3}, \square_{4}, \square_{4}, \square_{3}\right\rangle, \\
& \bar{\lambda}^{\prime}=\left\langle\square_{2}, \square_{4}, \square_{1}, \square_{3}, \square_{3}, \square_{4}\right\rangle \text { and } \bar{\lambda}^{\prime \prime}=\bar{\lambda}^{\prime}
\end{aligned}
$$

This last example shows that permutations within a component $\operatorname{lin}\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)$ do not impact the complements, as expected. Considering the fact that if $i$ and $j$ are distinct indices then $\square_{i}$ and $\square_{j}$ are also distinct, we obtain that $\left.\sharp \ell e(P)\right|_{\bar{\lambda}}=$ $\prod_{i=1}^{n} \sharp \ell e\left(\mathcal{P O}\left(t_{i}\right)\right)$.

It remains to count the number of such sets $\left.\ell e(P)\right|_{\bar{\lambda}}$. For this, we consider the partial order $\stackrel{\circ}{P}=Q \uplus \bigcup_{i} \operatorname{lin}\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)$. For each linear extension $\lambda \in \ell e(\stackrel{\circ}{P})$ we have $\left.\sharp \ell e(\stackrel{\circ}{P})\right|_{\bar{\lambda}}=1$. Indeed, all the elements of $\lambda$ are replaced by indexed holes, depending on which set $\operatorname{lin}\left(\mathcal{P O}\left(t_{i}\right)\right)$ is the element from, and this series of holes is of course unique, which means that if $\lambda \neq \lambda^{\prime}$ then $\left.\ell e(\stackrel{\circ}{P})\right|_{\bar{\lambda}} \neq\left.\ell e(\stackrel{\circ}{P})\right|_{\bar{\lambda}^{\prime}}$. This means that $\ell e(\stackrel{\circ}{P})$ can be bijectively mapped to $\left.\ell e(P)\right|_{\bar{\lambda}}$ by reading the indices of holes in order, thus:

$$
\begin{aligned}
\sharp \ell e(P) & =\sum_{\{ }\left\{\sharp X|X=\ell e(P)|_{\bar{\lambda}}\right\} \\
& =\sharp \ell e\left(Q \uplus \bigcup_{i} \operatorname{lin}\left(\mathcal{P} \mathcal{O}\left(t_{i}\right)\right)\right) \cdot \prod_{i} \sharp \ell e\left(\mathcal{P O}\left(t_{i}\right)\right)
\end{aligned}
$$


[^0]:    ${ }^{1}$ The modular-width of a poset is the maximum degree of the prime vertices in its modular decomposition.
    ${ }^{2}$ The width of a poset is the length of its longest antichain.
    ${ }^{3}$ In the context of linear extensions, it is common to take the point of view of strict partial orders.

[^1]:    ${ }^{4}$ The parallel construction $P \| Q$ is of course the same as $P ש Q$, but the former notation insists on the disjointness condition.

[^2]:    ${ }^{5}$ Here, $\alpha\left(\perp_{i}\right)$ and $\alpha\left(\top_{i}\right)$ correspond to the bounds of $\mathcal{P O}\left(t_{i}\right)$ in $Q$. For example, if $\forall x \in \mathcal{P O}\left(t_{i}\right), \forall y \in \mathcal{P O}\left(t_{j}\right), x<y$ in $Q$ then $\alpha\left(\perp_{j}\right)=x_{n_{i}}$ and $\alpha\left(\mathrm{T}_{i}\right)=y_{1}$.
    ${ }^{6}$ The worst case being unfolding a free order with the SPLIT rule.

