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Abstract

A variety of physically relevant bilinear Schrödinger equations are known to be globally
approximately controllable in large times. There are however examples which are globally
approximately controllable in large times, but not in small times. This obstruction happens
e.g. in the presence of (sub)quadratic potentials, because Gaussian states are preserved, at
least for small times.

In this work, we provide the first examples of small-time globally approximately control-
lable bilinear Schrödinger equations. In particular, we show that a control on the frequency
of a quadratic potential permits to construct approximate solutions that evolve arbitrarily
fast along specific transport flows, namely, space-dilations. Once we have access to space-
dilations, we can exploit them to generate time-contractions. In this way, we build on previ-
ous results of large-time control, to obtain global approximate controllability in small times.

1 Introduction

1.1 The model
Let M be a Riemannian manifold without boundary. We consider the initial value problem
for Schrödinger equations of the form{

i∂tψ(t, x) =
(
−∆+ V (x) +

∑m
j=1 uj(t)Wj(x)

)
ψ(t, x), (t, x) ∈ (0, T )×M,

ψ(0, ·) = ψ0.
(1)

The linear unbounded operator ∆ is the Laplace-Beltrami operator of M , and is defined
on the domain H2(M,C). The time-dependent potential V (x)+

∑m
j=1 uj(t)Wj(x) is possibly

unbounded, and defined on a suitable domain. The time-independent part −∆+V is usually
referred to as the drift.

System (1) describes the dynamics of a quantum particle on the manifold M , with free
(kinetic plus potential) energy −∆ + V , in interaction with additional external fields with
potentials Wj that can be switched on and off. It is used to model a variety of physical
situations, such as atoms in optical cavities, and molecular dynamics.
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When well defined, the solution of (1) at time t, associated with a time-dependent func-
tion u(t) = (u1(t), . . . , um(t)), and an initial state ψ0, is denoted by ψ(t;u, ψ0) and lives in the
unitary sphere S of L2(M)

S := {ψ ∈ L2(M,C) ; ∥ψ∥L2(M) = 1}. (2)

We are interested in the controllability properties of (1). We think of the function u as
a control that can be chosen and implemented in order to change the state ψ of the system.
More precisely, given an initial and a final state ψ0, ψ1, we would like to find a control which
steers the system from ψ0 to ψ1. We are in particular interested in the family of states that
can be approximately reached from ψ0 in arbitrarily small times (i.e., in time approximately
zero).

Definition 1 (Small time H-approximate controllability). Let (H, ∥.∥H) be a normed space, sub-
set of L2(M,C).

For ψ0, ψ1 ∈ H ∩ S , we say that ψ1 is small-time H-approximately (resp. exactly) reachable
from ψ0 if for any ε > 0, there exist a time T ∈ [0, ε], and a control u : [0, T ] → Rm such that
the Cauchy problem (1) has a unique solution ψ ∈ C0([0, T ],H) and ∥ψ(T ;u, ψ0) − ψ1∥H < ε
(resp. ψ(T ;u, ψ0) = ψ1). Then AdhHReachst(ψ0) (resp. Reachst(ψ0)) denotes the set of small-time
H-approximately (resp. exactly) reachable states from ψ0.

We say that (1) is small-time H-approximately controllable if, for every ψ0 ∈ H ∩ S , H ∩ S =
AdhHReachst(ψ0).

Many equations of the form (1) are known to be approximately controllable in large time,
in various functional frameworks H (see Section 1.4).

The control of Schrödinger equations in small time is an open challenge: in particular,
there exist examples of equations as (1) which are H-approximately controllable in large
times, but not in small-time (see Section 1.4.5). In this paper, we wish to elucidate the role of
this stronger notion of control, by providing the first examples where it holds true.

Small-time controllability has particularly relevant physical implications, both from a
fundamental viewpoint and for technological applications. As a matter of fact, quantum
systems, once engineered, suffer of very short lifespan before decaying (e.g., through spon-
taneous photon emissions) and loosing their non-classical properties (such as superposi-
tion). The capability of controlling them in a minimal time is in fact an open challenge also
in physics (see, e.g., the pioneering work [32] on the minimal control-time for spin systems).

1.2 Results
1.2.1 A small-time approximately controllable equation

In this paper, we present the first example of small-time approximately controllable Schrödinger
equation of the form (1), which is the system{

i∂tψ(t, x) =
(
−∆+ V (x) + u1(t)|x|2 + u2(t)W2(x)

)
ψ(t, x), (t, x) ∈ (0, T )× Rd ,

ψ(0, ·) = ψ0,
(3)

where W2 ∈ L∞(Rd,R) and

V ∈ L2
loc(Rd,R), ∃a, b > 0, ∀x ∈ Rd, V (x) ≥ −a|x|2 − b, (4)

∃c, δ > 0, γ > max{−2,−d/2}, ∀x ∈ BRd(0, δ), |V (x)| ≤ c|x|γ . (5)
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For V = 0, and when u1(t) > 0, this model corresponds to a harmonic oscillator. It also
includes singular potentials V , as for instance the Coulomb potential V (x) = |x|−1 in dimen-
sion d ≥ 3. We prove the following result of global approximate controllability in arbitrarily
small times.

Theorem 2. Let V satisfy (4) and (5). There exists a dense subset D of L∞(Rd,R) such that, for
every W2 ∈ D, system (3) is small-time L2-approximately controllable.

Under appropriate assumptions on V and W2, the small-time H-approximate controlla-
bility holds for functional spaces H more regular than L2 (see Theorem 33 where we treat
the case V = 0 for simplicity).

Remark 3. An explicit example of potentialW2 for which system (3) is small-time L2-approximately
controllable is, in the case d = 1, W2(x) = eax

2+bx, with a < 0 and a, b algebraically independent
(see the end of Section 3.3 for a proof).

1.2.2 A limiting example

In Theorem 2, selecting an appropriate potential W2 is required for the small-time approxi-
mate controllability, as emphasized by the following counter-example,{

i∂tψ(t, x) =
(
−∆+ u0(t)|x|2 +

∑d
j=1 uj(t)xj

)
ψ(t, x), (t, x) ∈ (0, T )× Rd,

ψ(0, ·) = ψ0.
(6)

Theorem 4. System (6) is not L2-approximately controllable.

Notice that this obstruction holds even in large times. This result is a consequence of a
more precise one (cf. Theorem 23). A weaker version of it appeared in [44, Observation II].
The subsystem obtained with u0 = 1 was already known not to be approximately control-
lable [35]. Also, the subsystem obtained with u0 = 0 was already known not to be small-
time approximately controllable [9,10]. Here we show that the additional control u0(t) does
not restore controllability. Additionally, we also provide a description of the approximately
reachable set as a product of a fixed number (i.e., independent of the initial and final state)
of unitaries (cf. Theorem 23 (3)).

1.3 The technique: space-dilations and time-contractions
The proof of Theorem 2 is based on the idea that, by suitably tuning the quadratic poten-
tial φ(x, t) = u(t)|x|2, the wavefunction can be controlled to evolve approximately along
specific flows, namely the ones generated by the transport operator ⟨∇xφ,∇⟩ + 1

2∆xφ =
u(t)(2⟨x,∇⟩+ d). These are clearly space-dilations

Dαψ := αd/2ψ(αx) = exp (log(α)(⟨x,∇⟩+ d/2))ψ.

We then use space-dilations, to induce time-contractions: as detailed in Proposition 21, this
is obtained by considering the following limit of conjugated dynamics

eis∆ψ = lim
t→0+

Dt1/2e
ist(∆−V )Dt−1/2ψ.

This is basically a time-rescaling of (3): the important fact is that this time-rescaling can
be represented as a composition of three small-time approximate solutions of (3). On the
LHS, s > 0 can be as large as we want (miming in this way a large-time free evolution),
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while on the RHS the control time is given by the product st, hence we can take t as small
as desired to follow a control trajectory in arbitrarily small time: in this way, a large-time
free evolution can be approximated by a small-time controlled evolution. This allows us to
rescale the time of the drift, and thus transform large-time controllability results into small-
time controllability results.

1.4 Literature review
There is a vast mathematical literature on the controllability of bilinear Schrödinger equa-
tions. This is also due to the relevance of these mathematical questions for physical and
engineering applications. Before discussing the literature on bilinear PDEs, let us briefly
mention the controllability properties in the finite-dimensional settings.

1.4.1 Finite-dimensional systems

The controllability properties of finite-dimensional bilinear systems of the form

i
dψ

dt
=

H0 +
m∑
j=1

uj(t)Hj

ψ, ψ ∈ Cn,

where H0, ...,Hm are Hermitian matrices (or, in other words, iH0, . . . , iHm ∈ u(n) the Lie al-
gebra of skew-Hermitian matrices), are well-understood. In particular, it is known that exact
and approximate controllability are equivalent properties [16], that large-time controllability
(for the unitary propagator evolving in the Lie group U(n)) is equivalent to the Lie rank con-
dition Lie{iH0, . . . , iHm} = u(n) [43], and that small-time controllability is equivalent to the
strong Lie rank condition Lie{iH1, . . . , iHm} = u(n) [1]. We can interpret the latter condition
by saying that the drift operator H0 does not contribute to small-time controllability in the
finite-dimensional case. This is a fundamental difference w.r.t. the infinite-dimensional set-
ting, where the drift H0 = −∆ gives a necessary contribution for small-time control: indeed,
the strong Lie rank condition is clearly not satisfied in the infinite-dimensional setting, be-
ing the Hj =Wj(x), j = 1, . . . ,m, operators of multiplication which thus commute between
them; the only non-commuting part, in the infinite-dimensional setting, is the ideal gener-
ated by the Laplacian H0 = −∆. This intuitive correspondence between controllability and
non-commuting operators is indeed rigorously developed in this paper, in terms of precise
choices of non-commuting controlled propagators (for more details we refer to Proposition
21 and Theorem 23). E.g., notice that the controlled trajectories (we briefly introduced in the
Section 1.3) which follow transport flows, such as space-dilations, are indeed generated by
the first order commutator 1

2 [∆, u(t)|x|
2] := u(t)

2 (∆|x|2 − |x|2∆).

1.4.2 Topological obstructions to exact controllability

In [5], Ball, Marsden and Slemrod proved obstructions to global exact controllability of linear
PDEs with bilinear controls, such as (1). Precisely, if H is a Hilbert space, subset of L2(M,C),
i(∆ + V ) generates a group of bounded operators on H and the multiplicative operators
Wj are bounded on H, then system (1) is not exactly controllable in H ∩ S, with controls
u = (u1, . . . , um) ∈ Lp

loc(R,R
m) with p > 1. The fundamental reason behind is that, under

these assumptions, the reachable set has empty interior in H. The case ofL1
loc-controls (p = 1)

was incorporated in [19] and extensions to nonlinear equations were proved in [25, 26].

Note that this result does not apply to the systems (3) and (6), with, for instance H =
L2(Rd,C), because they have unbounded control potentials.
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After this seminal work [5], different notions of controllability have been studied for sys-
tem (1), such as exact controllability in more regular spaces (on which the control potentials
Wj do not define bounded operators), or approximate controllability: the latter is the one
analyzed in this paper.

1.4.3 Exact controllability in more regular spaces

For system (1) with V = 0, m = 1, M = (0, 1) and Dirichlet boundary conditions, local
exact controllability was first proved in [6, 7] with Nash-Moser techniques, to deal with an
apparent derivative loss problem, and then in [11] with a classical inverse mapping theorem,
thanks to a regularizing effect. By grafting other ingredients onto this core strategy, global
(resp. local) exact controllability in regular spaces was proved for different models in [36,38]
(resp. [18]).

1.4.4 Approximate controllability

The first results of global approximate controllability of bilinear Schrödinger equations in
L2 (and more regular spaces) were obtained in [23, 30, 37]. More in general, it is known that
if the drift −∆ + V has only point spectrum, (1) is globally approximately controllable in
large times in L2(M), generically w.r.t. V,W0, . . . ,Wm [33], for a manifold M of arbitrary
dimension. The problem of approximately controlling bilinear Schrödinger equations in
large time is thus well-understood, if the drift has pure point spectrum only. E.g., in the
one-dimensional case, global approximate controllability in large times of (3) with V = 0
was proved in [23]. On the other hand, harmonic oscillators controlled with linear-in-space
potentials only, are highly non-controllable even in large times [35]; in Theorem 4 we prove
that quadratic-in-space control potentials do not restore controllability.

In the case of a drift with mixed continuous and point spectrum, few results of large-time
approximate controllability (e.g., between bound states) are also available [8, 22, 34].

1.4.5 Small-time approximate controllability

Small-time global approximate controllability has been an open challenge since the early
days of bilinear control of Schrödinger equations, both in physics and mathematics. From
a mathematical point of view, only few results are available for PDEs. There are known ob-
structions to the small-time global approximate controllability of (sub)harmonic quantum
oscillators [9, 10]: these obstructions are related to the approximation of coherent harmonic
states and the consequent preservation of Gaussian states for small times, which holds in the
presence of linear-in-space control potentials only (see also [13] for other semi-classical ob-
structions related to the vanishing set of theWj ’s). We also point out an academical example
of a small-time globally approximately controllable conservative PDE [20], which involves
as drift, instead of the Laplacian, the operator |∆|α, α > 5/2, on the 1-D torus M = T.

Recently, a renewed interest has been brought by the work [28], where small-time bilin-
ear approximate controllability between eigenstates is proved on the d-dimensional torus
Td, by means of an infinite-dimensional geometric control approach, adapted to bilinear
Schrödinger equations. This approach was firstly developed for the additive control of
Navier-Stokes equations [2, 3]. Several works on the small-time approximate controllabil-
ity of Schrödinger and wave equations, exploiting similar techniques, has followed [17, 24,
27, 29, 39].

W.r.t. this literature, Theorem 2 is the first available result, on bilinear Schrödinger equa-
tions, of global approximate controllability in arbitrarily small times. From a technical point
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of view, instead of exploiting fast local phase control as in [28], we build controlled trajec-
tories following arbitrarily fast transport flows: this technique will be generalized to other
potentials (i.e., not necessarily quadratic) in a future work.

1.5 Structure of the paper
In Section 2 we introduce some control notions and recall some functional analytic tools. In
Section 3, we prove Theorem 2. In Section 4, we prove Theorem 4. In Section 5, we adapt
Theorem 2 to higher regularities.

2 Preliminaries
In this section, we introduce the set of small-time reachable operators, prove its semi-group
structure and its closure. We also recall some classical tools of functional analysis that we
shall need in the rest of the paper.

2.1 Small-time approximately reachable operators
To ensure well-posedness and facilitate our control strategy, we introduce a notion of admis-
sible controls.

Definition 5 (Set of admissible controls). Let (H, ∥.∥H) be a normed C-vector space, subset of
L2(M,C). U is a set of admissible controls for the system (1) and the state space H if

• for every T > 0, u ∈ U(0, T ) and ψ0 ∈ H ∩ S , (1) has a unique solution ψ ∈ C0([0, T ],H)
and ψ(T ;u, .) is a bounded operator on H,

• for every T1, T2 > 0, u1 ∈ U(0, T1) and u2 ∈ U(0, T2) then u1♯u2 ∈ U(0, T1 + T2), where, for
every t ∈ (0, T1 + T2),

u1♯u2(t) =

{
u1(t) if t ∈ (0, T1),
u2(t− T1) if t ∈ (T1, T1 + T2).

In this article, most often H = L2(Rd,C) (except for Sections 5) and U is the space of
piecewise constant functions (except for Sections 3.2 and 5), which is clearly stable by con-
catenation. Small-time approximately reachable states will be described in terms of small-
time approximately reachable operators.

Definition 6 (Small-time H-approximately reachable operator, H-STAR). Let (H, ∥.∥H) be a
normed C-vector space, subset of L2(M,C) and U be a set of admissible controls for the system (1)
and the state space H.

• For T > 0, an operator L ∈ L(H)∩ Isom(L2(M,C)) is H-approximately (resp. H-exactly)
reachable in time T if, for every ψ0 ∈ H ∩ S and ε > 0, there exists u ∈ U(0, T ) such that
∥ψ(T ;u, ψ0)− Lψ0∥H < ε (resp. ψ(T ;u, ψ0) = Lψ0).

• Given T ≥ 0, the operator L is H-approximately (resp. H-exactly) reachable in time T+

if, for every ψ0 ∈ H∩S and ε > 0, there exist T1 ∈ [T, T + ε] such that it is H-approximately
(resp. H-exactly) reachable in time T1.

• The operator L is small-time H-approximately (resp. H-exactly) reachable if it is H-
approximately (resp. H-exactly) reachable in time 0+. Then, we use the abbreviation: “the
operator L is H-STAR ”.
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For instance, let us consider system (3), with state space H = L2(Rd,C). If the set
of constant controls is admissible then, for every α1, α2 ∈ R and σ > 0, the operator
eiσ(∆−V−α1|x|2−α2W2) is L2-exactly reachable in time σ. Indeed, if u = (u1, u2) : (0, σ) → R2

is the constant function (α1, α2) then, for every ψ0 ∈ L2(Td,C), we have ψ(σ;u, ψ0) =

eiσ(∆−V−α1|x|2−α2W2)ψ0.

Lemma 7. 1. If the operator L1 (resp. L2) is H-approximately (resp. H-exactly) reachable in
time T1 (resp. T2), then L2L1 is H-approximately (resp. H-exactly) reachable in time T1 + T2.

2. Let T ≥ 0 and (Ln)n∈N be a sequence of operators that are H-approximately reachable in time
T+ and L ∈ L(H) ∩ Isom(L2(M,C)) such that, for every ψ ∈ H, ∥(Ln − L)ψ∥H → 0. Then
the operator L is H-approximately reachable in time T+.

3. The set of H-STAR operators is a subsemigroup of L(H) ∩ Isom(L2(M,C)) closed for the
topology of the pointwise convergence.

Proof. 1. Let ψ0 ∈ H ∩ S and ε > 0. There exists u2 ∈ U(0, T2) such that

∥ψ(T2;u2, L1ψ0)− L2L1ψ0∥H <
ε

2
. (7)

There exists u1 ∈ U(0, T1) such that

∥ψ(T1;u1, ψ0)− L1ψ0∥H <
ε

2∥ψ(T2;u2, .)∥Lc(H)
. (8)

Then u := u1♯u2 ∈ U(0, T1+T2) by Definition 5. Moreover, by using the triangular inequality,
Definition 5, (7) and (8), we obtain

∥ψ(T1 + T2;u, ψ0)− L2L1ψ0∥H
≤∥ψ(T2;u2, ψ(T1;u1, ψ0))− ψ(T2;u2, L1ψ0)∥H + ∥ψ(T2;u2, L1ψ0)− L2L1ψ0∥H
≤∥ψ(T2;u2, .)∥L(H)∥ψ(T1;u1, ψ0)− L1ψ0∥H + ∥ψ(T2;u2, L1ψ0)− L2L1ψ0∥H < ε.

2. Let ψ0 ∈ H∩S and ε > 0. There exists n ∈ N such that ∥(Ln −L)ψ0∥H < ε/2. There exists
T1 ∈ [T, T + ϵ], and u ∈ U(0, T1) such that ∥ψ(T1;u, ψ0)−Lnψ0∥H < ε/2. Then, by triangular
inequality and homogeneity

∥ψ(T1;u, ψ0)− Lψ0∥H ≤ ∥ψ(T1;u, ψ0)− Lnψ0∥H + ∥(Ln − L)ψ0∥H < ε.

3. is a consequence of 1. and 2.

This Lemma proves that the composition of an arbitrary number (resp. the pointwise
limit) of H-STAR operators is a H-STAR operator. These basic facts will be massively used
in this article.

2.2 Well posedness for piecewise constant controls
Proposition 8. [41, Corollary page 199] Let V satisfying (4). Then −∆ + V is essentially self-
adjoint on C∞

c (Rd,C).

Definition 9. Given two densely defined linear operators A and B with domains D(A) and D(B)
on an Hilbert space H, B is said to be A-small if D(A) ⊂ D(B) and there exist a, b ≥ 0 such that
for all ψ ∈ D(A)

∥Bψ∥ < a∥Aψ∥+ b∥ψ∥.

The infimum of such a is called the relative bound of B.
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Proposition 10. (Kato-Rellich Theorem) [41, Theorem X.12] If A is self-adjoint and B is symmetric
and A-bounded with relative bound a < 1, then A + B is self-adjoint on D(A) and essentially
self-adjoint on any core of A.

In light of Propositions 8 and 10, we can define the solutions of the systems (3), (6),
associated with piecewise constant controls, by composition of time-independent unitary
propagators associated with self-adjoint operators (see, e.e., [40, Definition p.256 & Theorem
VIII.7]). For instance, for system (3), given a subdivision 0 = t0 < · · · < tN = T , a piecewise
constant control u : [0, T ] → R2 defined as u(t) = (uj1, u

j
2) ∈ R2 when t ∈ [tj−1, tj ], and an

initial condition ψ0 ∈ L2(Rd,C), the solution ψ ∈ C0([0, T ], L2(Rd,C)) of (10) is defined by

ψ(t;u, ψ0) = ei(t−tj−1)(∆−V−uj
1|x|2−uj

2W2)eiτj−1(∆−V−uj−1
1 |x|2−uj−1

2 W2) . . . eiτ1(∆−V−u1
1|x|2−u1

2W2)ψ0.
(9)

where τl = (tl − tl−1) for l = 1, . . . , N .

2.3 A conjugation formula
Proposition 11. Let A,B be self-adjoint operators on the Hilbert space H, and suppose that eiB is
an isomorphism of D, where D is a core for A. Then, for any t ∈ R,

e−iBeitAeiB = exp(e−iBitAeiB).

Proof. Since eiB : D → D is an isomorphism, L := e−iBAeiB is essentially self-adjoint on D,
hence, eitL := exp(e−iBitAeiB) is well-defined for t ∈ R. For ψ0 ∈ D,

ψ(t) := eitLψ0 and Ψ(t) := eiBψ(t)

solve {
d
dtψ(t) = iLψ(t),

ψ(0) = ψ0,
and

{
d
dtΨ(t) = iAΨ(t),

Ψ(0) = eiBψ0,

thus Ψ(t) = eitAeiBψ0 and eitLψ0 = e−iBeitAeiBψ0. This holds for every ψ0 ∈ D, thus
eitL = e−iBeitAeiB .

2.4 A convergence property
Proposition 12. [40, Theorem VIII.21 & Theorem VIII.25(a)] Let (An)n∈N, A be self-adjoint oper-
ators on an Hilbert space H, with a common core D. If ∥(An − A)ψ∥H −→

n→∞
0 for any ψ ∈ D, then

∥(eiAn − eiA)ψ∥H −→
n→∞

0 for any ψ ∈ H.

2.5 Trotter-Kato product formula
Proposition 13. (Trotter-Kato product formula) [40, Theorem VIII.30] Let A,B be self-adjoint op-
erators on the Hilbert space H such that A + B is self-adjoint on D(A) ∩ D(B). Then, for every
ψ0 ∈ H, ∥∥∥(eiAn eiBn )n

ψ0 − ei(A+B)ψ0

∥∥∥
H

−→
n→+∞

0.
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3 A small-time approximately controllable example

In this section, we prove Theorem 2. We work with the state space H = L2(Rd,C) and the
set of admissible controls made of piecewise constant functions u = (u1, u2) : (0, T ) → R2

(see Section 2.2).
In Section 3.1, we present the proof strategy: thanks to a well-known result of large-time

approximate controllability for system (3) with V = 0, it suffices to prove that, for every
σ ≥ 0, the operator eiσ(∆−|x|2) is L2-STAR.

In Section 3.2, we first study the particular case V = 0, for which the operators eiσ(∆−|x|2), σ ≥
0, are small-time exactly reachable. The proof is made particularly simple by an explicit rep-
resentation formula of the solutions, inspired by [21, Section 4].

In Section 3.3, we further prove in the general case (i.e. for any V satisfying (4) and (5))
that the operators eiσ(∆−|x|2), σ ≥ 0, are L2-STAR. Here, the proof is more sophisticated: it
relies on some small-time limits of conjugated dynamics (given in the proof of Proposition
21).

3.1 Proof strategy relying on large time approximate control
The large-time L2-approximate controllability of system (3) with V = 0 is known to hold for
a dense subset of potentials W2 ∈ L∞(Rd,R), see [14, Theorem 2.6] and [33, Proposition 4.6].

Proposition 14. The system (3) with V = 0 is large time L2-approximately controllable, generically
with respect to W2 ∈ L∞(Rd,R). More precisely, there exists a dense subset D of L∞(Rd,R) such
that, for every W2 ∈ D and ψ0 ∈ S, the set

{eiσk(∆−|x|2+αkW2) . . . eiσ1(∆−|x|2+α1W2)ψ0 ; k ∈ N∗, σ1, . . . , σk ≥ 0, α1, . . . , αk ∈ R}

is dense in S.

Thus, by taking into account the group structure of the set of L2-STAR operators (Lemma
7), in order to prove Theorem 2, it suffices to prove the following result.

Proposition 15. We assume V satisfies (4) and (5), and W2 ∈ L∞(Rd,R). System (3) satisfies the
following property: for every σ ≥ 0 and α ∈ R, the operator eiσ(∆−|x|2+αW2) is L2-STAR.

To obtain Proposition 15, all we have to do is demonstrate it for α = 0.

Proposition 16. We assume V satisfies (4) and (5), and W2 ∈ L∞(Rd,R). System (3) satisfies the
following property: for every σ ≥ 0 the operator eiσ(∆−|x|2) is L2-STAR.

Proof of Proposition 15 thanks to Proposition 16: Let σ > 0 and α ∈ R. It suffices to prove that
the operator eiσ(∆−|x|2+αW2) is L2-approximately reachable in time ϵ+, for every ε ∈ (0, σ).
Let ε ∈ (0, σ), σ′ := σ − ϵ and n ∈ N∗.

Step 1: We prove that the operator Ln is approximately reachable in time ϵ+, where

Ln :=
(
ei

σ′
n
(∆−|x|2)ei

ε
n
(∆−|x|2+ασ

ε
W2)

)n

.

By Proposition 16, the operator ei
σ′
n
(∆−|x|2) is L2-STAR. The operator ei

ε
n
(∆−|x|2+ασ

ε
W2) is L2-

exactly reachable in time ϵ/n because associated with the constant control u = (1,−ασ/ε).
Therefore, by Lemma 7, the operator Ln is approximately reachable in time ϵ+.
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Step 2: We use the Trotter-Kato formula. The operator A := σ′(∆ − |x|2) is self-adjoint on
D(A) := {ψ ∈ H2(Rd,C); |x|2ψ ∈ L2(Rd,C)}. The operator B := ε(∆ − |x|2 + ασ

ϵ W2)
is self-adjoint on D(A) by Proposition 10 because W2 ∈ L∞(Rd,R). The same argument
works for A + B = σ(∆ − |x|2 + αW2). Thus, by Proposition 13, for every ψ ∈ L2(Rd,C),
∥(Ln − eiσ(∆−|x|2+αW2))ψ∥L2 → 0 as n → ∞. By Lemma 7, this proves that the operator
eiσ(∆−|x|2+αW2) is L2-approximately reachable in time ϵ+.

3.2 Toy model V = 0: an explicit representation formula
In this section, we prove Proposition 16 in the particular case V = 0, i.e. for the system{

i∂tψ(t, x) =
(
−∆+ u1(t)|x|2 + u2(t)W2(x)

)
ψ(t, x), (t, x) ∈ (0, T )× Rd,

ψ(0, ·) = ψ0.
(10)

In Section 3.2.1, we introduce a set U(0, T ) of admissible controls for system (10), which
is slightly larger than the space of piecewise constant functions u = (u1, u2) : (0, T ) →
R2, because it will be more practical. In Section 3.2.2, thanks to an explicit representation
formula of the solutions, inspired by [21, Section 4], we prove that, for every σ ≥ 0, the
operator eiσ(∆−|x|2) is small-time exactly reachable, which implies Proposition 16.

3.2.1 Admissible controls

Definition 17. Let T > 0 and u1, u2 : [0, T ] → R. (u1, u2) ∈ U(0, T ) if u2 is piecewise constant
on [0, T ], u1 is piecewise constant on {t ∈ [0, T ];u2(t) ̸= 0}, measurable and uniformly bounded on
{t ∈ [0, T ];u2(t) = 0}.

Proposition 18. Let W2 ∈ L∞(Rd,R), T > 0, (u1, u2) ∈ U(0, T ), and ψ0 ∈ L2(Rd,C). The
Cauchy problem (10) has a unique solution ψ ∈ C0([0, T ], L2(Rd,C)) and ∥ψ(.)∥L2 = ∥ψ0∥L2 .

Proof. Step 1: On a time interval [t1, t2] on which u1 and u2 are constant. Proposition 8 proves
that (eiτ(∆−u1|x|2−u2W2))τ∈R is a group of unitary operators on L2(Rd,C).

Step 2: On a time interval [t1, t2] on which u2 = 0. The time dependent potential V (t, x) =
u1(t)|x|2 satisfies the assumptions (V.I) and (V.II) of [31, p.1], i.e. for almost every t ∈ [t1, t2],
V (t, .) ∈ C∞(Rd;R), V ∈ L∞((t1, t2)×BRd(0, 1)) and for every α ∈ Nd such that |α| ≥ 2 then
∂αxV ∈ L∞((t1, t2)×Rd). Thus, by [31, Theorem 3], the equation i∂tψ = (−∆+V (t, x))ψ has
a well defined propagator (U(t, s))t1≤s≤t≤t2 of bounded operators on L2(Rd,C).

The conclusion of Proposition 18 is obtained by concatenating these propagators.

The space U is clearly stable by concatenation, thus it is a set of admissible controls for
system (10) and the state space H = L2(Rd,C), in the sense of Definition 5 .

3.2.2 Small-time exact reachability of eiσ(∆−|x|2)

In this section, we focus on the subsystem{
i∂tψ(t, x) = (−∆+ u(t)|x|2)ψ(t, x), (t, x) ∈ (0, T )× Rd,

ψ(0, ·) = ψ0.
(11)

The state space is H = L2(Rd,C) and the set of admissible controls is L∞((0, T ),R).

10



Definition 19 (Dilations). For α ∈ R∗, the dilation Dα is the linear isometry of L2(Rd,C) defined
by (Dαψ)(x) = |α|d/2ψ(αx).

The case V = 0 of Proposition 16 is a consequence of the following result.

Proposition 20. System (11) satisfies the following property: for every σ ≥ 0, the operator eiσ(∆−|x|2)

is small-time L2-exactly reachable.

Proof of Proposition 20. Step 1: An explicit representation formula for (11). Let T > 0 and u ∈
L∞(0, T ). We assume that the maximal solution (a, b, ζ) of the differential equation

ȧ(t) = −4a(t)2 + 1
b(t)4

− u(t),

ḃ(t) = 4a(t)b(t),

ζ̇(t) = 1
b(t)2

,

(a, b, ζ)(0) = (0, 1, 0),

(12)

is defined on [0, T ]. Then, basic computations prove that, for every t ∈ [0, T ],

b(t) = e4
∫ t
0 a(s)ds > 0, ζ(t) =

∫ t

0
e−8

∫ s
0 ads, (13)

ψ(t;u, .) = eia(t)|x|
2
D 1

b(t)
eiζ(t)(∆−|x|2). (14)

Step 2: Given σ, T > 0, we prove there exists u ∈ L∞(0, T ) such that the solutions of (12) are defined
on [0, T ] and satisfy (a, b, ζ)(T ) = (0, 1, σ). Indeed, there exists f ∈ C∞

c ((0, 1),R) such that∫ 1

0
e−8f(s)ds =

σ

T
.

Then the functions a, b, ζ, u : [0, T ] → R, defined by

a(t) :=
1

T
f ′(t/T ), b(t) := e4f(t/T ), ζ(t) :=

∫ t

0
e−8f(s/T )ds, u(t) := −ȧ(t)−4a(t)2+

1

b(t)4

give the conclusion.

3.3 General case: small-time approximate reachability of eiσ(∆−|x|2)

In this section, we focus on the subsystem{
i∂tψ(t, x) = (−∆+ V (x) + u(t)|x|2)ψ(t, x), (t, x) ∈ (0, T )× Rd,

ψ(0, ·) = ψ0.
(15)

where V satisfies (4) and (5), and u : (0, T ) → R is piecewise constant. Clearly, Proposition
16 is a consequence of the following result.

Proposition 21. We assume V satisfies (4) and (5). For system (15), the following operators are
L2-STAR:

1. eiδ|x|2 for every δ ∈ R,

2. Dα for every α > 0,

3. eiσ∆ for every σ ≥ 0,

11



4. eiσ(∆−|x|2) for every σ ≥ 0.

Proof. The notations used to prove the Item i are not valid in the proof of the Item j ̸= i.

1. Let δ ∈ R∗. For τ > 0, the operator τ(∆−V )+δ|x|2 is essentially self-adjoint onC∞
c (Rd,C)

by Proposition 8, thus its closure Aτ is self-adjoint. The operator A0 := δ|x|2 is self-adjoint
on D(A0) := {ψ ∈ L2(Rd,C); |x|2ψ ∈ L2(Rd,C)}. C∞

c is a common core to A0 and Aτ . For
any ψ ∈ C∞

c (Rd,C), ∥(Aτ − A0)ψ∥L2 = τ∥(∆− V )ψ∥L2 → 0 as τ → 0. Thus, by Proposition
12, for every ψ ∈ L2(Rd,C) ∥eiAτψ − eiA0ψ∥L2 → 0 as τ → 0. Moreover, for every τ > 0, the
operator eiAτ is L2-exactly reachable in time τ because associated with the constant control
u = −δ/τ . Thus, by Lemma 7, the operator eiA0 is L2-STAR.

2. Let α > 0. For every τ > 0, the operator

Lτ := ei
log(α)|x|2

4τ e
iτ

(
∆−V+

log2(α)|x|2

4τ2

)
e−i

log(α)|x|2
4τ

is L2 approximately reachable in time τ+, by Lemma 7 and Item 1.

Step 1: We prove that, for every τ > 0,

Lτ = exp

(
iτ(∆− V ) +

log(α)

2
(d+ 2⟨x,∇⟩)

)
.

The operator τ(∆−V +log2(α)|x|2/(4τ2)) is essentially self-adjoint on C∞
c (Rd,C) by Propo-

sition 8, thus its closure Aτ is self-adjoint. The operator B = log(α)|x|2/(4τ) is self-adjoint
on D(B) := {ψ ∈ L2(Rd,C); |x|2ψ ∈ L2(Rd,C)}. C∞

c (Rd,C) is a core of Aτ and eiB is an
isomorphism of C∞

c (Rd,C). Thus, by Proposition 11,

Lτ = exp

(
iτei

log(α)|x|2
4τ

(
∆− V +

log2(α)|x|2

4τ2

)
e−i

log(α)|x|2
4τ

)
.

Moreover, standard computations prove

iτei
log(α)|x|2

4τ

(
∆− V +

log2(α)|x|2

4τ2

)
e−i

log(α)|x|2
4τ = iτ(∆− V ) +

log(α)

2
(d+ 2⟨x,∇⟩) . (16)

Step 2: We prove that, for every ψ ∈ L2(Rd,C), ∥(Lτ − Dα)ψ∥L2 → 0 as τ → 0. By (16)
and Proposition 8, for τ > 0, the operator τ(∆ − V ) − i(d + 2⟨x,∇⟩) log(α)/2 is essen-
tially self-adjoint on C∞

c (Rd,C), thus its closure Bτ is self-adjoint. The operator B0 :=
−i(d + 2⟨x,∇⟩) log(α)/2 is self-adjoint on D(B0) := {ψ ∈ L2(Rd,C); ⟨x,∇ψ⟩ ∈ L2(Rd,C)}.
C∞
c (Rd,C) is a common core of Bτ and B0. For every ψ ∈ C∞

c (Rd,C), ∥(Bτ − B0)ψ∥L2 =
τ∥(∆− V )ψ∥L2 → 0 as τ → 0. Thus, by Proposition 12 and Step 1, for every ψ ∈ L2(Rd,C),

∥(Lτ −Dα)ψ∥L2 = ∥(eiBτ − eiB0)ψ∥L2 −→
τ→0

0.

Finally, Lemma 7 proves that Dα is L2-STAR.

3. Let σ > 0. For every t > 0, the operator

Lt := Dt1/2e
iσt(∆−V )Dt−1/2

is L2-approximately reachable in time (σt)+, by Item 2 and Lemma 7. Moreover, a rescaling
argument proves that

Lt = exp
(
iσ

(
∆− tV (t1/2·)

))
.
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For every t > 0, the operator σ
(
∆− tV (t1/2·)

)
is essentially self-adjoint on C∞

c (Rd,C) by
Proposition 8 thus its closure At is self-adjoint. The operator A0 := σ∆ is self-adjoint on
D(A0) := H2(Rd,C). C∞

c (Rd,C) is a common core to A0 and At. Let ψ ∈ C∞
c (Rd,C) and

R > 0 such that supp(ψ) ⊂ K := BRd(0, R). For t > 0 small enough, i.e. t < (δ/R)2, using
(5), we obtain

∥(At −A0)ψ∥L2 = ∥tV (t1/2·)ψ∥L2 = t

(∫
K
|V (t1/2x)ψ(x)|2dx

)1/2

≤ t

(∫
K
c2|t1/2x|2γ |ψ(x)|2dx

)1/2

≤ ct1+
γ
2

(∫
K
|x|2γ |ψ(x)|2dx

)1/2

−→
t→0

0

because the assumption on γ ensures both the definition of the last integral and 1 + γ
2 >

0. This convergence, together with Proposition 12, prove that, for every ψ ∈ L2(Rd,C),
∥(Lt − eiσ∆)ψ∥L2 = ∥(eiAt − eiA0)ψ∥L2 −→

t→0
0; and Lemma 7 proves that eiσ∆ is L2-STAR.

4. For every n ∈ N∗, the operator

Ln :=
(
ei

σ
n
∆e−iσ

n
|x|2

)n

is L2-STAR by Lemma 7, Item 1 and Item 3. The operator A := σ∆ is self-adjoint onD(A) :=
H2(Rd,C). The operator B := −σ|x|2 is self-adjoint on D(B) := {ψ ∈ L2(Rd,C); |x|2ψ ∈
L2(Rd,C)}. The operatorA+B = σ(∆−|x|2) is self-adjoint onD(A)∩D(B). Thus, by Propo-
sition 13, for every ψ ∈ L2(Rd,C), ∥(Ln−eiσ(∆−|x|2))ψ∥L2 = ∥(eiA/neiB/n)nψ−ei(A+B)ψ∥L2 →
0 as τ → 0. By Lemma 7, this proves that eiσ(∆−|x|2) is L2-STAR.

Now, we can justify Remark 3. Let us consider the case d = 1 and W2(x) = eax
2+bx, with

a < 0 and a, b algebraically independent. Then the Schrödinger equation (3) is large-time
approximately controllable (as proven in [23, Proposition 6.4]) and the arguments above
prove the same property in small time.

4 A limiting example
The goal of this section is to prove Theorem 4, as a corollary of a more precise statement,
that is Theorem 23, presented in Subsection 4.1.

By [31] (see Step 2 in the proof of Proposition 18), for every ψ0 ∈ L2(Rd,C) and u =
(u0, u1, . . . , ud) ∈ L∞((0, T ),Rd+1), there exists a unique solution ψ ∈ C0([0, T ], L2(Rd,C))
of the Cauchy problem (6).

4.1 Description of the reachable set
Definition 22 (Translation). For q ∈ Rd, the translation τq is the linear isometry of L2(Rd,C)
defined by (τqψ)(x) = ψ(x− q).

Theorem 23. System (6) satisfies the following properties.

1. For every T > 0 and u = (u0, u1, . . . , ud) ∈ L∞((0, T ),Rd+1), there exists p, q ∈ Rd,
θ ∈ [0, 2π), n ∈ N∗, α1, . . . , αn ∈ R, β1, . . . βn, σ1, . . . , σn > 0 such that

ψ(T ;u, .) = ei(⟨p,x⟩+θ)τqe
iαn|x|2Dβne

iσn∆ . . . eiα1|x|2Dβ1e
iσ1∆. (17)
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2. For every ψ0 ∈ S, the reachable set from ψ0

Reach(ψ0) := {eiθψ(T ;u, ψ0); θ ∈ [0, 2π), T > 0, u ∈ L∞(0, T )} (18)

is not dense in (S, ∥.∥L2). Thus, system (6) is not L2-approximately controllable.

3. For every T > 0, u ∈ L∞((0, T ),Rd+1) and ψ0 ∈ L2(Rd,C)

ψ(T ;u, ψ0) ∈ AdhL2{ei(⟨p,x⟩+θ)τqe
iα|x|2Dβe

iσ∆ψ0; p, q ∈ Rd, α, β, θ, σ ∈ R}. (19)

Remark 24. The description of the state in (17) involves a product of exponentials of the generators
of the Lie algebra generated by i∆, i|x|2, ix1, . . . , ixd:

Lie(i∆, i|x|2, ix1, . . . , ixd) = SpanR{i∆, i|x|
2, ix1, . . . , ixd, ⟨x,∇⟩, ∂x1 , . . . , ∂xd

, i}. (20)

This representation formula evokes Sussmann’s infinite product [12, 42]. The Lie algebra (20) has
finite dimension, but it is not nilpotent, thus it is not expected that the representation formula of (17)
hold with a fixed number n (independent of T and u). The last statement proves that one may take
n = 1 provided β, σ ∈ R (instead of > 0) and the conclusion be approximate (instead of exact). Note
that, in this case, Dβ with β < 0 is not an exponential of the generators of (20).

The following result allows to focus on the subsystem (11).

Proposition 25. Let T > 0 and u = (u0, u1, . . . , ud) ∈ L∞((0, T ),Rd+1). Let p, q ∈ C0([0, T ],Rd)
be the solution of the following linear system and θ ∈ C0([0, T ],R) be defined by

q̇ = p,
ṗ = −4u0q − 2u,
(p, q)(0) = (0, 0),

θ(t) :=
∫ t
0

(
−u0(s)q(s)2 − u(s) · q(s) + |p(s)|2

4 ds
)
− 1

2⟨p(t), q(t)⟩.

Then, for every ψ0 ∈ S, the solution of (6) is

ψ(t) = ei(
1
2
⟨p(t),x⟩+θ(t))τq(t)ξ(t) (21)

where {
i∂tξ = (−∂2x + u0(t)x

2)ξ(t, x),
ξ(0, .) = ψ0.

Proof. Basic computations (as in [35]) prove that the right hand side of (21) solves (6) thus
the uniqueness of the solution of this Cauchy problem gives the conclusion.

4.2 Exactly reachable set
Statement 1 of Theorem 23 is an consequence of (21) and the following result.

Proposition 26. System (11) satisfies the following property: for every T > 0 and u ∈ L∞(0, T )

ψ(T ;u, .) ∈ {eiαn|x|2Dβne
iσn∆ . . . eiα1|x|2Dβ1e

iσ1∆;n ∈ N∗, αj ∈ R, βj , σj > 0}. (22)

In particular, for every ψ0 ∈ S, the exactly reachable set from ψ0 (defined by (18)) is not dense in
(S, ∥.∥L2).

Remark 27. The description of the state in (22) involves products of the exponentials of the genera-
tors of the Lie algebra generated by i∆ and i|x|2:

Lie(i∆, i|x|2) = SpanR{i∆, i|x|
2, ⟨x.∇⟩}.

It is natural to wonder whether it is necessary to consider arbitrary long products of exponentials.
Proposition 31 below justifies that 3 terms are sufficient, provided the parameters β and σ be real
(instead of positive), and the conclusion is an approximation (instead of an equality).
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To prove Proposition 26, we will use the following 2 elementary results.

Lemma 28. For every ε ∈ R and u ∈ L1(0, 1) such that |ε|∥u∥L1 < 1, the maximal solution of{
ȧ = εa2 + u
a(0) = 0

is defined on [0, 1].

Proof of Lemma 28: Let u ∈ L1(0, 1) and (bk)k∈N ⊂ C0([0, 1],R) be defined by induction by

b0(τ) =

∫ τ

0
u, bk(τ) =

∫ τ

0

k−1∑
j=0

bj(s)bk−1−j(s)

 ds.

By induction on k ∈ N, one proves that, for every τ ∈ [0, 1], |bk(τ)| ≤ τk∥u∥L1 .

Let ε ∈ R be such that |ε|∥u∥L1 < 1. The series a :=
∑∞

k=0 ϵ
kbk converges uniformly, thus

defines a ∈ C0([0, 1],R). By definition of (bk)k∈N, it satisfies, for every τ ∈ [0, 1]

a(τ) =

∫ τ

0

(
εa(s)2 + u(s)

)
ds.

Lemma 29. Let C := (8/π)d/2. The set of normalized centered Gaussian functions

G := {x ∈ Rd 7→ eiθCa
d
4 e−(a+ib)|x|)2 ; θ ∈ [0, 2π), a > 0, b ∈ R} (23)

is a strict closed subset of (S, ∥.∥L2), stable by the operators eiα|x|2 for α ∈ R, Dβ for β > 0, eiσ∆ for
σ ∈ R.

Proof. The strict inclusion and the stability properties are easy, thus we only prove the
closedness. Let (fn)n∈N be a sequence of G and f ∈ S such that ∥fn − f∥L2 → 0 as n → ∞.
Let θn, an, bn be the associated parameters. One may assume that fn → f almost everywhere
(otherwise take an extraction).

Step 1: We prove that we can assume θn = 0. There exists θ ∈ [0, 2π] such that (up to an
extraction) θn → θ. Then e−iθnfn ∈ G, e−iθf ∈ S and ∥e−iθnfn − e−iθf∥L2 → 0.

Step 2: We prove that (an)n∈N is bounded. Reasoning by contradiction, we assume there ex-
ists an extraction φ such that aφ(n) → +∞. Then, for every x ∈ Rd \ {0}, |fφ(n)(x)| =

Ca
d/4
φ(n)e

−aφ(n)|x|2 → 0. By uniqueness of the a.e. pointwise limit, |f | = 0, which contradicts
f ∈ S.

Step 3: We prove there exists Θ : (0, 1) → R such that ∥eibnt − eiΘ(t)∥L2(0,1) → 0. By Step
1, one may assume that an → a where a ∈ [0,∞) (otherwise, take an extraction). Then
|fφ(n)(x)| = Ca

d/4
φ(n)e

−aφ(n)|x|2 → Cad/4e−a|x|2 . By uniqueness of the a.e. pointwise limit,

|f(x)| = Cad/4e−a|x|2 thus a > 0. Let Θ : Rd → R such that f(x) = Cad/4e−a|x|2eiΘ(x). Then
eibn|x|

2 → eiΘ(x) a.e., thus the dominated convergence theorem ends Step 2 with, for instance
Θ : t ∈ (0, 1) 7→ Θ(

√
te1).

Step 4: We prove that (bn)n∈N is bounded. Reasoning by contradiction, we assume there exists
an extraction φ such that |bφ(n)| → +∞. By the Riemann-Lebesgue Lemma, eibφ(n)t ⇀ 0 in
L2(0, 1). By Step 2 and the uniqueness of the weak L2(0, 1)-limit, we obtain eiΘ(t) = 0 for a.e.
t ∈ (0, 1), which is a contradiction.

In conclusion, one may assume bn → b where b ∈ R (otherwise take an extraction). Then,
by uniqueness of the a.e. pointwise limit, f(x) = Cad/4e−(a+ib)|x|2 , i.e. f ∈ G.
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Proof of Proposition 26: Step 1: We prove that, if T > 0 and u ∈ L∞((0, T ),R) satisfy 4T∥u∥L1(0,T ) <
1, then, for every t ∈ [0, T ],

ψ(t;u, .) = eia(t)|x|
2
D 1

b(t)
eiζ(t)∆ (24)

where a is the solution of {
ȧ(t) = −4a(t)2 − u(t),
a(0) = 0.

(25)

and b, ζ are given by (13). It is sufficient to prove that the maximal solution of the nonlinear
ODE (25) is defined on [0, T ], because then, standard computations prove that the right hand
side of (24) solves (11).

Let ε := −4T , u : s ∈ [0, 1] 7→ Tu(Ts) and a : [0, 1] → R given by Lemma 28. Then
a : t ∈ [0, T ] 7→ a(t/T ) solves (25) on [0, T ].

Step 2: We prove (22). Let T > 0 and u ∈ L∞((0, T ),R). There exists n ∈ N∗ and a subdivision
T0 = 0 < T1 < · · · < Tn = T such that 4(Tj − Tj−1)∥u∥L1(Tj−1,Tj) < 1 for j = 1, . . . , n. We
apply Step 1 on each intervals (Tj−1, Tj).

Step 3: Let ψ0 ∈ S. We prove that the exactly reachable set from ψ0 is not dense in (S, ∥.∥L2).

Case 3.1: ψ0 ∈ G. By (22) and Lemma 29, Reach(ψ0) ⊂ G, thus Reach(ψ0) is not dense in
(S, ∥.∥L2).

Case 3.2: ψ0 /∈ G. By Lemma 30, d := distL2(ψ0,G) > 0 because G is closed. Let ψf ∈
Reach(ψ0) and g ∈ G. By (22), ψf = eiαn|x|2Dβne

iσn∆ . . . eiα1|x|2Dβ1e
iσ1∆ψ0 for some n ∈ N∗,

αj ∈ R, βj , σj > 0 and

∥ψf − g∥L2 = ∥eiαn|x|2Dβne
iσn∆ . . . eiα1|x|2Dβ1e

iσ1∆ψ0 − g∥L2

= ∥ψ0 − e−iσ1∆Dβ−1
1
e−iα1|x|2 . . . e−iσn∆Dβ−1

n
e−iαn|x|2g∥L2 ≥ d > 0

because all the operators involved are isometries of L2(Rd,C) and they preserve G. Thus
Reach(ψ0) is not dense in (S, ∥.∥L2).

4.3 Absence of approximate controllability
The goal of this section is to prove the statement 2 of Theorem 23. We will use the following
result.

Lemma 30. Let G be defined by (23). The set

G′ := {x ∈ Rd 7→ τqe
i⟨p,x⟩g(x); p, q ∈ Rd, g ∈ G}

is a strict closed subset of (S, ∥.∥L2), stable by the operators τq for q ∈ Rd, ei⟨p,x⟩ for p ∈ Rd, eia|x|2

for a ∈ R, Dβ for β > 0, eiσ∆ for σ ∈ R.

Proof. The strict inclusion and the stability properties are simple, thus we only prove the
closedness. Let (fn)n∈N be a sequence of G′ and f ∈ S such that ∥fn − f∥L2 → 0 as n → ∞.
Let pn, qn, gn be the associated parameters. One may assume that fn → f a.e. (otherwise
take an extraction).

Step 1: We prove that (qn)n∈N is bounded. Reasoning by contradiction, we assume there exists
an extraction φ such that |qφ(n)| → ∞. We have

∥ |gn| − τ−qn |f | ∥L2 = ∥ τqn |gn| − |f | ∥L2 = ∥ |fn| − |f | ∥L2 ≤ ∥fn − f∥L2 −→
n→∞

0
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and τ−qφ(n)
|f | ⇀ 0 weakly in L2(Rd), thus |gφ(n)| ⇀ 0 weakly in L2(R). By definition of

G, there exists an > 0 such that |gn(x)| = Ca
d/4
n e−an|x|2 . Thus (up to an extraction), either

aφ(n) → ∞ or aφ(n) → 0. In any case, |fφ(n)(x)| = Ca
d/4
φ(n)e

−aφn|x−qn|2 → 0 a.e., which is a
contradiction.

Step 2: We prove that (pn)n∈N is bounded. By Step 1, one may assume that qn → q for some q ∈
Rd (otherwise take an extraction). Then τ−qnfn ∈ G′, τ−qf ∈ S and ∥τ−qnfn − τ−qf∥L2 thus,
one may assume that qn = 0, i.e. fn(x) = ei⟨pn,x⟩gn(x). Then f̂n = τpn ĝn and ∥f̂n − f̂∥L2 → 0.
Thus, the argument of Step 1 prove that (pn)n∈N is bounded.

Step 2: We prove that f ∈ G. By Step 2, one may assume that pn → p for some p ∈ Rd. Then
e−i⟨pn,x⟩fn ∈ G′, e−i⟨p,x⟩f ∈ S and ∥e−i⟨pn,x⟩fn − e−i⟨p,x⟩f∥L2 → 0 thus we may assume that
pn = 0.i.e. fn = gn. By Lemma 29, f ∈ G, which ends the proof.

Proof of Theorem 23, Statement 2: It is completely analogous to the step 3 in the proof of Propo-
sition 26 (we replace (22) with (17) and Lemma 29 with Lemma 30).

4.4 Approximately reachable set
Statement 3 of Theorem 23 is a consequence of (21) and the following result.

Proposition 31. System (11) satisfies the following property: for every T > 0, u ∈ L∞(0, T ) and
ψ0 ∈ L2(Rd,C),

ψ(T ;u, ψ0) ∈ AdhL2{eiα|x|2Dβe
iσ∆ψ0;α, β, σ ∈ R}. (26)

To prove Proposition 31, we will use the following commutation argument.

Lemma 32. Let s ∈ R∗, a ∈ R such that 4as ̸= −1. Then

eis∆eia|.|
2
= ei

a
1+4as

|.|2D 1
1+4as

ei
s

1+4as
∆.

Proof of Lemma 32: First, we recall that

eis∆ =
1

(2iπ)d/2
ei

|.|2
4s D 1

2s
Fei

|.|2
4s (27)

where F is the Fourier transform, with the following normalization

∀f ∈ L1(Rd), F(f)(ξ) =

∫
Rd

f(x)e−ix.ξdx.

The formula (27) is derived from the representation via a convolution product with the fun-
damental solution (see, e.g., [45, eq. (7.43)]). Let t = s

1+4as . We deduce from (27) that

eis∆eia|.|
2
=

1

(2π)d/2
ei

|.|2
4s D 1

2s
Fei

|.|2
4t = ei

|.|2
4s D t

s
e−i

|.|2
4t eit∆ = ei

|.|2
4s e−i

|.|2
4t

t2

s2D t
s
eit∆

which gives the conclusion.

Proof of Proposition 31. Let ψ0 ∈ L2(Rd,C). We prove by induction on n ∈ N∗ that, for every
T > 0 and u ∈ L∞((0, T ),R) satisfying 4T∥u∥L1(0,T ) < n, then

ψ(T ;u, ψ0) ∈ AdhL2{eiα|x|2Dβe
iσ∆ψ0;α, β, σ ∈ R}.
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Initialization: If n = 1 then the Step 1 in the proof of Proposition 26 gives the conclusion
with (α, β, σ) = (a, 1/b, ζ)(T ).

Heredity: Let n ≥ 2. We assume the property proved up to (n − 1). Let T > 0 and
u ∈ L∞((0, T ),R) satisfying 4T∥u∥L1(0,T ) < n. Let T1 := n−1

n T . Then

4T1∥u∥L1(0,T1) ≤ 4T
n− 1

n
∥u∥L1(0,T ) < n−1 and 4(T−T1)∥u∥L1(T1,T ) ≤

4T

n
∥u∥L1(0,T ) < 1.

thus we can apply the induction assumption on (0, T1) and Step 1 in the proof of Proposition
26 on (T1, T ).

Let ϵ > 0. There exists α1, β1, σ1, α2 ∈ R, β2, σ2 > 0 such that

ψ(T ;u, ψ0) = eiα2|x|2Dβ2e
iσ2∆ψ(T1;u, ψ0) (28)

and
∥ψ(T1;u, ψ0)− eiα1|x|2Dβ1e

iσ1∆∥L2 <
ϵ

2
. (29)

First case: 4σ2α1 ̸= −1. We deduce from (28) and (29) that

∥ψ(T ;u, ψ0)− eiα2|x|2Dβ2e
iσ2∆eiα1|x|2Dβ1e

iσ1∆ψ0∥L2 <
ϵ

2
.

By Lemma 32, there exists α3, β3 ∈ R and σ3 ∈ R∗ such that

eiσ2∆eiα1|.|2 = eiα3|.|2Dβ3e
iσ3∆.

Moreover, the invariant rescaling of the Schrödinger equation proves

eiσ3∆Dβ1 = Dβ1e
i
σ3
β21

∆
,

thus

eiα2|x|2Dβ2e
iσ2∆eiα1|x|2Dβ1e

iσ1∆ = eiα2|x|2Dβ2e
iα3|.|2Dβ1β3e

iσ4∆ = eiα4|.|2Dβ4e
iσ4∆

where σ4 = σ3

β2
1
+ σ1, β4 = β2β3β1 and α4 = α2 + α3β

2
2 .

Second case: 4σ2α1 = −1. There exists δ > 0 such that

∥ψ(T ;u, ψ0)− eiδ∆ψ(T ;u, ψ0)∥L2 <
ϵ

2
and (δ + T − T1)∥u∥L1(0,T ) < 1.

We extend the control u by zero on the interval (T, T + ϵ) and we apply Step 1 in the proof
of Proposition 26 on the interval (T1, T + ϵ): there exists α′

2, β
′
2 ∈ R and σ′2 > 0 such that

eiδ∆ψ(T ;u, ψ0) = ψ(T + δ;u, ψ0) = eiα
′
2|x|2Dβ′

2
eiσ

′
2∆ψ(T1;u, ψ0).

The explicit expression of σ′2 given in Step 1 of the proof of Proposition 26 proves that σ′2 > σ2
(because t 7→ ζ(t) is increasing). In particular, 4α1σ

′
2 ̸= −1 and the arguments of the previous

case provide α4, β4, σ4 ∈ R such that

∥eiδ∆ψ(T ;u, ψ0)− ϕ∥L2 <
ϵ

2
where ϕ := eiα4|.|2Dβ4e

iσ4∆ψ0.

Finally, by the triangular inequality,

∥ψ(T ;u, ψ0)− ϕ∥L2 ≤ ∥ψ(T ;u, ψ0)− eiδ∆ψ(T ;u, ψ0)∥L2 + ∥eiδ∆ψ(T ;u, ψ0)− ϕ∥L2 < ϵ.
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5 The toy model at higher regularity
In this section, we prove that small-time approximate controllability of system (10) remains
true for stronger topologies. To this end, we introduce the positive self adjoint operator

D(A) = {f ∈ L2(Rd,C);Af ∈ L2(Rd,C)}, A = −∆+ |x|2 (30)

and, for s ∈ N, the normed vector-space

D(As) = {f ∈ L2(Rd,C);Asf ∈ L2(Rd,C)}, ∥f∥D(As) = ∥Asf∥L2 . (31)

Theorem 33. Let s′ > s ∈ N. There exists a dense subset D of W 2s′,∞(Rd,R) such that, for every
W2 ∈ D, the system (10) is small-time D(As)-approximately controllable.

5.1 Well posedness
Proposition 34. Let s ∈ N∗, W2 ∈ W 2s,∞(Rd,R), T > 0, (u1, u2) ∈ U(0, T ) (see Definition 17)
and ψ0 ∈ D(As). The Cauchy problem (10) has a solution ψ ∈ C0([0, T ], D(As)). Moreover, there
exists C = C(s,W2, T, u) > 0 such that, for every t ∈ [0, T ], ∥ψ(t;u, .)∥L(D(As)) ≤ eCt.

Proof. First, we recall, for every s ∈ N, the equivalence between the following norms

∥f∥D(As) ∼
∑

α,β∈Nd,
|α|+|β|≤2s

∥xα∂βxf∥L2 . (32)

Step 1: We prove that for every s ∈ N∗ and W2 ∈ W 2s,∞(Rd,R), the commutator [As, |x|2 +W2]
maps continuously D(As) into L2(Rd,C). The explicit expression [A, |x|2 + W2] = −2⟨2x +
∇W2,∇⟩− (2 +∆W2) and the equivalence (32) prove that [A, |x|2 +W2] maps continuously
D(Ak+1) into D(Ak), for every k ≤ (s− 1). Thus Step 1 is a consequence of the formula

[As, |x|2 +W2] =
s−1∑
k=0

Ak[A, |x|2 +W2]A
s−1−k.

Step 2: On a time interval [t1, t2] on which u1 and u2 are constant. Let v1 := u1 − 1. Then, for
sufficiently regular initial conditions, using Step 1,

1
2

d
dt∥A

sψ(t)∥2L2 = ℜ⟨Asψ(t), As(−i)(A+ v1|x|2 + u2W2)ψ(t)⟩
= −ℑ⟨Asψ(t), [As, v1|x|2 + u2W2]ψ(t)⟩ ≤ C∥Asψ(t)∥2L2

where C = C(s, u,W2) > 0, thus ∥ψ(t)∥D(As) ≤ ∥ψ(0)∥D(As)e
C(t−t1).

Step 3: On a time interval [t1, t2] on which u2 = 0. For sufficiently regular initial conditions

1
2

d
dt∥A

sψ(t)∥2L2 = −v1(t)ℑ⟨Asψ(t), [As, |x|2]ψ(t)⟩ ≤ C∥Asψ(t)∥2L2

where C = C(s, u1) > 0, thus ∥ψ(t)∥D(As) ≤ ∥ψ(0)∥D(As)e
C(t−t1).

The conclusion of Proposition 34 is obtained by concatenating these propagators.
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5.2 Large-time approximate controllability
The large time L2-approximate controllability of system (10) is known to hold for a dense
subset of potentials W2 ∈ L∞(Rd,R) (see Proposition 14). This result can be extended to
stronger norms.

Proposition 35. Let s ∈ N and s′ ≥ 2s. The system (10) is large time D(As)-approximately
controllable, generically with respect to W2 ∈ W s′,∞(Rd,R). More precisely, there exists a dense
subset D of W s′,∞(Rd,R) such that, for every W2 ∈ D and ψ0 ∈ D(As) ∩ S , the set

{eiσk(∆−|x|2+αkW2) . . . eiσ1(∆−|x|2+α1W2)ψ0 ; k ∈ N∗, σ1, . . . , σk ≥ 0, α1, . . . , αk ∈ R}

is dense in D(As) ∩ S .

To prove Proposition 35 we adapt the strategy of [14, Theorem 2.6] and [33, Proposition
4.6] to a different functional framework.

Proof. By [15, Corollary 2.13], the existence of a non-resonant chain of connectedness im-
plies the D(As)-approximate controllability result for (10), in conclusion of Proposition 35.
Thus, to get Proposition 35, it suffices to prove that, for every s ∈ N∗, the set D of W2 ∈
W s,∞(Rd,R) such that system (10) admits a non-resonant chain of connectedness is dense in
W s,∞(Rd,R).

Step 1: Given k ∈ N and q ∈ Qk \ {0}, we prove the openness and density in W s,∞(Rd,R) of the set

Oq := {W ∈W s,∞(Rd,R);
k∑

j=1

qjλj(−∆+ |x|2 +W ) ̸= 0}

where λj(−∆ + |x|2 + W ) denotes the j-th eigenvalue of −∆ + |x|2 + W . This set is open in
W s,∞(Rd,R) because the eigenvalues λj(−∆ + |x|2 + W ) are continuous w.r.t. variations
of W in L∞ and in particular in W s,∞. To prove its density in W s,∞(Rd,R), we consider
W̃ ∈ L∞(Rd,R) such that

∑k
j=1 qjλj(−∆ + |x|2 + W̃ ) ̸= 0, whose existence is guaranteed

by [33, Proposition 4.6]. Now consider a sequence (Wn)n∈N ⊂W s,∞(Rd,R) such that ∥Wn −
W̃∥L∞ → 0 as n→ ∞ and such that the spectrum of −∆+ |x|2 +Wn is simple for all n ∈ N;
the existence of such a sequence is guaranteed by [4]. By continuity of the spectrum as a
function of W ∈ L∞, we have that

k∑
j=1

qjλj(−∆+ |x|2 +Wn) −→
n→∞

k∑
j=1

qjλj(−∆+ |x|2 + W̃ ) ̸= 0,

hence Wn ∈ Oq for n = n large enough. We now consider an analytic path [0, 1] ∋ µ 7→
W (µ) ∈ W s,∞(Rd,R) such that W (0) = 0,W (1) = Wn − W , and the spectrum of −∆ +
|x|2 +W +W (µ) is simple for all µ ∈ [0, 1]; the existence of such a path can be proved as
in [33, Proposition 2.12]. Since the map µ 7→

∑k
j=1 qjλj(−∆+ |x|2 +W +W (µ)) is analytic

and different from zero at µ = 1, it is different from zero for a.e. µ ∈ [0, 1]; in particular, for
µ close to zero, we find W +W (µ) close to W in W s,∞ belonging to Oq.

Step 2: Given n ∈ N, we prove the openness and density in W s,∞(Rd,R) of the set

Qn := {W ∈W s,∞(Rd,R);∀j, k ∈ {1, . . . , n}∃r1, . . . , rl ∈ N, r1 = j, rl = k, with

λri(−∆+ |x|2 +W ) simple ∀i = 1, . . . , l, and∫
Rd

Wϕri(−∆+ |x|2 +W )ϕri+1(−∆+ |x|2 +W ) ̸= 0 ∀i = 1, . . . , l − 1},
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where ϕj(−∆+ |x|2 +W ) denotes the j-th eigenfunction of −∆+ |x|2 +W . We argue exactly as
in Step 1: we exploit the continuity of W s,∞ ∋W 7→ |W |1/2ϕj(−∆+ |x|2 +W ) ∈ L2, and the
existence of a reference W̃ ∈ L∞ such that W̃ ∈ Qn (whose existence is guaranteed again
by [33, Proposition 4.6]).

Step 3: Conclusion. The set of control operators W2 ∈ W s,∞(Rd,R) such that system (10)
admits a non-resonant chain of connectedness is given by

D = ∩n∈N∗Qn ∩k∈N,q∈Qk\{0} Oq.

By applying Baire’s Theorem, this set is dense in W s,∞(Rd,R).

5.3 Small time D(As)-approximate controllability
Taking into account Proposition 35, our strategy to prove Theorem 33 relies on the following
result.

Proposition 36. Let s ∈ N and W2 ∈ W 2(s+1),∞(Rd,R). System (10) satisfies the following
property: for every σ ≥ 0, α ∈ R, the operator eiσ(∆−|x|2+αW2) is D(As)-STAR.

The proof of Proposition 36 (as the one of Proposition 15) relies on the small-time exact
reachability of eiσ(∆−|x|2) (i.e. Proposition 20) and the Trotter-Kato formula. For the conver-
gence in this formula to hold in the regular spaces D(As), we use additional ingredients,
explicited in the following statement.

Proposition 37. LetA,B,H be as in Proposition 13 andX be a dense vector subspace of H equipped
with a norm ∥.∥X . We assume there exists C > 0 such that, for every t ∈ [0, 1], eitA, eitB, ei(A+B)

are uniformly bounded operators on X and

∥etA∥L(X), ∥etB∥L(X) ≤ eCt. (33)

Then, for every (strict) interpolation space Y between H and X , and for every ψ0 ∈ Y ,∥∥∥(eiBn eiAn )n
ψ0 − ei(A+B)ψ0

∥∥∥
Y

−→
n→+∞

0

Proof of Proposition 37. There exists θ ∈ (0, 1) such that,

∀ϕ0 ∈ X, ∥ϕ0∥Y ≤ ∥ϕ0∥θH∥ϕ0∥1−θ
X . (34)

Step 1: Convergence for ψ0 ∈ X . We deduce from (34), the triangular inequality and (33) that∥∥∥(eiBn eiAn )n
ψ0 − ei(A+B)ψ0

∥∥∥
Y
≤

∥∥∥(eiBn eiAn )n
ψ0 − ei(A+B)ψ0

∥∥∥θ
H

(
eC∥ψ0∥X +

∥∥∥ei(A+B)ψ0

∥∥∥
X

)1−θ

which gives the conclusion.

Step 2: Convergence for ψ0 ∈ Y . Let ψ0 ∈ H, ψ̃0 ∈ X , Sn :=
(
ei

B
n ei

A
n

)n
and S = ei(A+B). Then

∥(Sn − S)ψ0∥Y ≤ ∥(Sn − S)ψ̃0∥Y + 2eC
′∥ψ̃0 − ψ0∥Y

for some constant C ′ > 0; indeed, Sn, S are bounded operators on H and X thus also on Y .
The density of X in Y gives the conclusion.
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Proof of Proposition 36: Let σ > 0, α ∈ R. Let ε ∈ (0, σ), σ′ := σ − ϵ and n ∈ N∗.
Step 1: We prove that the operator Ln is exactly reachable in time ϵ+, where

Ln :=
(
ei

σ′
n
(∆−|x|2)ei

ε
n
(∆−|x|2+ασ

ε
W2)

)n

.

By Proposition 20, the operator ei
σ′
n
(∆−|x|2) is small-time exactly reachable. The operator

ei
ε
n
(∆−V+ασ

ε
) is exactly reachable in time ϵ/n because associated with the constant control

u = (1, ασε ). Therefore, Lemma 7 ends Step 1.

Step 2: We apply Proposition 37 with H = L2(Rd,C), X = D(As+1), Y = D(As), A =
σ′(∆ − |x|2) and B = ε(∆ − |x|2 + ασ

ε W2). The operators A and B are essentially self-
adjoint on C∞

c (Rd,C) and so does their sum, by Proposition 8. The bounds (33) are proved
in Proposition 34, because W2 ∈ W 2(s+1),∞(Rd,R). Thus, for every ψ ∈ D(As), ∥(Ln −
eiσ(∆−|x|2+αW2))ψ∥D(As) → 0 as n→ ∞. By Lemma 7, this proves that the operator eiσ(∆−|x|2+αW2)

is D(As)-approximately reachable in time ϵ+. This holds for any ϵ ∈ (0, σ) thus, the operator
eiσ(∆−|x|2+αW2) is D(As)-STAR.
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23



[27] J.-M. CORON, S. XIANG, AND P. ZHANG, On the global approximate controllability in
small time of semiclassical 1-d Schrödinger equations between two states with positive quantum
densities, Journal of Differential Equations, 345 (2023), pp. 1–44.

[28] A. DUCA AND V. NERSESYAN, Bilinear control and growth of Sobolev norms for the nonlin-
ear Schrödinger equation, Journal of the European Mathematical Society, (2024).

[29] A. DUCA AND E. POZZOLI, Small-time controllability for the nonlinear Schrödinger equation
on RN via bilinear electromagnetic fields, 2023 (arXiv:2307.15819).

[30] S. ERVEDOZA AND J.-P. PUEL, Approximate controllability for a system of schrödinger equa-
tions modeling a single trapped ion, Annales de l’Institut Henri Poincare (C) Non Linear
Analysis, 26 (2009), pp. 2111–2136.

[31] D. FUJIWARA, A construction of the fundamental solution for the schrödinger equation, Jour-
nal d’Analyse Mathématique, pp. 41–96.
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Schrödinger equation, Journal de Mathématiques Pures et Appliqués, (2010).

[39] E. POZZOLI, Small-time global approximate controllability of bilinear wave equations, Journal
of Differential Equations, 388 (2024), pp. 421–438.

[40] M. REED AND B. SIMON, Methods of Modern Mathematical Physics: I. Functional Analysis,
Academic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1972.

[41] M. REED AND B. SIMON, Methods of modern mathematical physics. II. Fourier analysis,
self-adjointness, Academic Press [Harcourt Brace Jovanovich, Publishers], New York-
London, 1975.

[42] H. SUSSMANN, A product expansion for the Chen series, in Theory and applications of non-
linear control systems (Stockholm, 1985), North-Holland, Amsterdam, 1986, pp. 323–
335.

[43] H. J. SUSSMANN AND V. JURDJEVIC, Controllability of nonlinear systems, Journal of Dif-
ferential Equations, 12 (1972), pp. 95–116.

[44] H. TEISMANN, Generalized coherent states and the control of quantum systems, Journal of
Mathematical Physics, 46 (2005), pp. 2106–122106.

[45] G. TESCHL, Mathematical methods in quantum mechanics, vol. 157 of Graduate Studies in
Mathematics, American Mathematical Society, Providence, RI, second ed., 2014. With
applications to Schrödinger operators.

24


	Introduction
	The model
	Results
	A small-time approximately controllable equation
	A limiting example

	The technique: space-dilations and time-contractions
	Literature review
	Finite-dimensional systems
	Topological obstructions to exact controllability
	Exact controllability in more regular spaces
	Approximate controllability
	Small-time approximate controllability

	Structure of the paper

	Preliminaries
	Small-time approximately reachable operators
	Well posedness for piecewise constant controls
	A conjugation formula
	A convergence property
	Trotter-Kato product formula

	A small-time approximately controllable example
	Proof strategy relying on large time approximate control
	Toy model V=0: an explicit representation formula
	Admissible controls
	Small-time exact reachability of ei (-|x|2)

	General case: small-time approximate reachability of ei (-|x|2)

	A limiting example
	Description of the reachable set
	Exactly reachable set
	Absence of approximate controllability
	Approximately reachable set

	The toy model at higher regularity
	Well posedness
	Large-time approximate controllability
	Small time D(As)-approximate controllability


