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#### Abstract

Orthogonal arrays play a fundamental role in many applications. However, constructing orthogonal arrays with the required parameters for an application usually is extremely difficult and, sometimes, even impossible. Hence there is an increasing need for a relaxation of orthogonal arrays to allow a wider flexibility. The latter has lead to various types of arrays under the name of "nearly-orthogonal arrays", and less often "almost orthogonal arrays". The aim of this paper is twofold. On the one hand, we review all the existing relaxations, comparing and discussing them in depth. On the other hand, we explore how to find almost orthogonal arrays three ways: using integer programming, local search meta-heuristics and algebraic methods. We compare all our search results with the ones existing in the literature, and we show that they are competitive, improving some of the existing arrays for many non-orthogonality measures. All our found almost orthogonal arrays are available at a public repository.
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## 1 Introduction

Orthogonal arrays of strength $t$ and index $\lambda$ are arrays of symbols from a finite alphabet such that, in each set of $t$ columns, every $t$-tuple of symbols appears exactly $\lambda$ times. These arrays are a central object of mathematics [25]. Furthermore, they play a fundamental role in many applications, such as design of experiments [2, 59] (cf. [25, Ch. 11] and [30, Ch. 11]), error-correcting codes [25, Ch. 4] and derandomization of algorithms [23, 51], among many others.

Although the importance of orthogonal arrays is enormous, it is extremely difficult to construct orthogonal arrays with given parameters and even to determine if they exist.

[^0]Their construction requires many mathematical tools: Hadamard matrices, finite fields, Latin squares, integer programming, among others. Despite all these tools available today, the range of orthogonal arrays at our disposal is insufficient to meet all practical needs for designing experiments and other applications. Moreover, the 'brute force' search for orthogonal arrays has a high combinatorial complexity.

This practical need for more arrays has motivated the relaxation of the notion of orthogonal array in several contexts. Under the name of "nearly-orthogonal array" - and way less often "almost orthogonal array" - a wide family of relaxations is available [3, 10 , 13, 14, 15, 18, 36, 37, 38, 40, 43, 64, 65, 67, 68, having some of them usefulness for practical applications such as functional magnetic resonance imaging 38 and manufacturing and high-technology industries [65]. Moreover, another family of relaxations emerged from the design of numerical integration schemes [26, 27, 29, 34, 39, 69].

In this paper, our aim is twofold. On the one hand, we survey existing relaxations of orthogonal arrays. We do an in-depth review of the existing literature, comparing them through the measures of non-orthogonality that we call unbalance and tolerance. On the other hand, we explore, in this new setting, three ways to produce almost orthogonal arrays: a meta-heuristic local search algorithm and the two usual methods for producing orthogonal arrays, integer programming (IP) [6, 7, 21, 22, 53, 57] and algebraic constructions [25, Ch. 3]. We compare all the obtained arrays with all those existing in the literature, whenever this was possible

Moreover, in our search for new almost orthogonal arrays, we perform extensive computation using IP and meta-heuristics local search. Additionally, we consider symmetric arrays as a tool to reduce the search space. Even though, the search for almost orthogonal arrays is more flexible, this search is still a challenging combinatorial optimization problem. In this way, by restricting to arrays with symmetries, we are able to bring the search methods to a computationally more tractable point.

In our comparisons, we show that our methods are competitive. The arrays that we obtain are always comparable to the existing arrays in the literature, being better for a wide set of non-orthogonality measures. Moreover, all our arrays are available at a public repository ${ }^{2}$ and we have optimality guarantees for some of our arrays.
Organization. In Section 2, the main mathematical concepts are introduced and explained. Moreover, in Subsection 2.3, we do an extensive survey and comparison between all existing relaxations of orthogonal arrays. In Section 3, we introduce symmetric arrays and showcase the symmetries we use to make our computations more tractable. And, finally, in Section 4, we report, discuss and compare all our found arrays.

Then, in Section 5, we explain the used IP formulation; in Section 6, we discuss the employed local search meta-heuristic; and in Section 7, we present all our algebraic constructions. All proofs are relegated to the Appendices $\operatorname{A}$ (proof for results of Sections 2 and 3) and B (proof for results in Section 7).
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## 2 Overview of almost-orthogonal arrays

In this section, we introduce the notion of almost-orthogonal array and compare it with other relaxations of the concept of orthogonal array. First, we review the notion of orthogonal array. Second, we introduce the tolerance and unbalance as measures of how far an array is from being an orthogonal array and we use them to define the notion of almost-orthogonal array, providing some lower bounds. Moreover, we compare our notions with those previously existing in the literature. Third, we introduce the combinatorial problems that we consider in our search for almost-orthogonal arrays. Fourth and last, we provide some trivial constructions, against which we measure our results, for the instances we study in this paper. All relevant proofs can be found in Appendix A.

### 2.1 Orthogonal arrays

The definition of orthogonal arrays is a well-known one. Recall that, due to the connection of orthogonal arrays with experimental designs, we will refer to the rows of an array as runs, to its columns as factors and to the symbols in its entries as levels.

Definition 2.1. [25, Ch. 1] An orthogonal array with $N$ runs, $k$ factors, $s$ levels and strength $t$, or an $\mathrm{OA}(N, k, s, t)$ for short, is an $N \times k$ array $A \in S^{N \times k}$ with entries in $S$ of size $s$ such that whenever we delete $k-t$ columns of $A$ every $t$-tuple with entries in $S$ appears the same number of times, $N / s^{t}$. The index of such an orthogonal array, denoted by $\lambda(A)$ or simply $\lambda$, is this last number.

Abbreviation 2.2. We will abbreviate orthogonal array as $O A$ in what follows.
Searching for OAs is, with very few exceptions, a hard combinatorial problem. Rao's bound [25, Theorem 2.1] is the first non-trivial obstruction for the existence of OAs. For brevity, we only state the bound in the case that we focus: OAs of strength 2.

Theorem 2.3 (Rao's bound for $t=2$ ). Let $A$ be an $\operatorname{OA}(N, k, s, 2)$, then $k \leq \frac{N-1}{s-1}$.
Before continuing, let us formalize the notion of OA, since this is fundamental to introduce almost orthogonal arrays.

First, we introduce a way of selecting $t$ columns of a $N \times k$ array-which is the same as deleting $k-t$ columns. For this, we let $t, k \in \mathbb{N}$, with $t \leq k$, and we consider the set

$$
\begin{equation*}
T_{t, k}:=\left\{\left(j_{1}, \ldots, j_{t}\right) \in[k]^{t}: 1 \leq j_{1}<\cdots<j_{t} \leq k\right\} \tag{2.1}
\end{equation*}
$$

where $[k]$ denotes the set $\{1,2, \ldots, k\}$.
Note that $T_{t, k}$ is in bijection to $\binom{[k]}{t}$, the set of size $t$ subsets of $[k]$. Thus we have that $\# T_{t, k}=\binom{k}{t}$.

Second, we introduce the function that counts how many times a row appear in the selected $N \times t$ subarray. For a $N \times k$ array $A$ with entries in $S, j \in T_{t, k}$ and $x \in S^{t}$, we define

$$
\begin{equation*}
n(A, x, j):=\#\left\{i \in[N]: \forall r \in[t], a_{i, j_{r}}=x_{r}\right\} \tag{2.2}
\end{equation*}
$$

In other words, $n(A, x, j)$ counts the number of times the $t$-tuple $x$ appears as a row in the subarray

$$
A[j]:=A\left[j_{1}, \ldots, j_{t}\right]:=\left(\begin{array}{ccc}
A_{1, j_{1}} & \cdots & A_{1, j_{t}}  \tag{2.3}\\
\vdots & \ddots & \vdots \\
A_{N, j_{1}} & \cdots & A_{N, j_{t}}
\end{array}\right)
$$

of $A$, obtained after selecting columns $j_{1}, \ldots, j_{t}$ of $A$.
With the above notation, the following proposition is immediate.
Proposition 2.4. For a $N \times k$ array $A \in S^{N \times k}$ with entries in a set $S$ of size $s, A$ is an $O A(N, k, s, t)$ if and only if for all $x \in S^{t}$ and all $j \in T_{t, k}$,

$$
\begin{equation*}
n(A, x, j)=N / s^{t} \tag{2.4}
\end{equation*}
$$

### 2.2 Almost-orthogonal arrays, tolerance and unbalance

The restrictions imposed by Rao's bound can be very limiting when we need to find OAs for certain applications. By relaxing the definition of OA, i.e., by conforming ourselves with arrays in which every $t$-tuple appear roughly the same number of times, we can, in principle, construct bigger arrays. The unbalance and tolerance are measures that allow us to formalize this idea.

Definition 2.5. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and $t \in \mathbb{N}$. The tolerance of strength $t$ of $A$ is

$$
\begin{equation*}
\operatorname{Tol}_{t}(A):=\max \left\{\left|n(A, x, j)-N / s^{t}\right|: x \in S^{t}, j \in T_{t, k}\right\} \tag{2.5}
\end{equation*}
$$

and, for $p \in[1, \infty)$, the $p$-unbalance of strength $t$ of $A$ is

$$
\begin{equation*}
\mathrm{U}_{p, t}(A):=\sum_{x \in S^{t}} \sum_{j \in T_{t, k}}\left|n(A, x, j)-N / s^{t}\right|^{p} \tag{2.6}
\end{equation*}
$$

When $p$ and/or $t$ are clear from context, we will omit them from the notation.
Remark 2.6. The notion of unbalance is not inherently new. In 40] and [18, their balance, $B(t)$, is equal to our 2-unbalance up to a factor, $\binom{k}{t}^{-1} \mathrm{U}_{2, t}$. In our opinion, 'unbalance' is a better term, as $\mathrm{U}_{p, t}$ measures how non-orthogonal is an array. See discussion in Subsection 2.3 below for more comparatives.

Using the notions of unbalance and tolerance, we can rewrite the characterization of Proposition 2.4 as follows.

Proposition 2.7. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and $t \in \mathbb{N}$, the following are equivalent:
(OA) $A$ is an $O A(N, k, s, t)$.
(UA) For all $p \geq 1, \mathrm{U}_{p, t}(A)=0$.
(UE) For some $p \geq 1, \mathrm{U}_{p, t}(A)=0$.
$(T) \operatorname{Tol}_{t}(A)=0$.
Now, the above measures of not being an OA are not independent of each and are related. The following proposition shows a standard dependence between them.
Proposition 2.8. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s, t \in \mathbb{N}$ and $p, q \in[1, \infty)$ such that $p \leq q$. Then

$$
\begin{equation*}
\operatorname{Tol}_{t}(A)^{p} \leq \mathrm{U}_{p, t}(A) \leq s^{t}\binom{k}{t} \operatorname{Tol}_{t}(A)^{p} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{U}_{q, t}(A)^{p} \leq \mathrm{U}_{p, t}(A)^{q} \leq\left(s^{t}\binom{k}{t}\right)^{q-p} \mathrm{U}_{q, t}(A)^{p} \tag{2.8}
\end{equation*}
$$

In the special case of the 2-unbalance, an alternative formula can be given in terms of how similar the runs of the array are. This generalizes [25, Lemma 2.7] to general arrays and was already proven in [18, Lemma 3.1]. Moreover, it plays a fundamental role in obtaining lower bounds for the 2-unbalance, as shown in 13,39 .
Theorem 2.9. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and $t \in \mathbb{N}$. Denote by

$$
\begin{equation*}
\mathrm{H}^{\perp}(A ; r, \tilde{r}):=\#\left\{j \in[k] \mid A_{r, j}=A_{\tilde{r}, j}\right\} \tag{2.9}
\end{equation*}
$$

the Hamming similarity between the $r$ th and the $\tilde{r} t h$ runs of $A$. Then

$$
\begin{equation*}
\mathrm{U}_{2, t}(A)=\sum_{1 \leq r, \tilde{r} \leq N}\binom{\mathrm{H}^{\perp}(A ; r, \tilde{r})}{t}-\binom{k}{t} \frac{N^{2}}{s^{t}} \tag{2.10}
\end{equation*}
$$

Remark 2.10. If we compute $\mathrm{U}_{2, t}$ directly using the definition, we need to add a total of $\binom{k}{t} s^{t}$ numbers, but, if we use 2.10 , then we have to add $N^{2}$ numbers. In general, the latter will give an smaller sum than the former-specially for large values of $t$.

Corollary 2.11. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$. Then

$$
\begin{equation*}
\mathrm{U}_{2,2}(A) \geq \lambda s^{2}\left(\lambda s^{2}-1\right)\left(\binom{\lfloor\gamma\rfloor}{ 2}+\lfloor\gamma\rfloor(\gamma-\lfloor\gamma\rfloor)\right)-\lambda(\lambda-1) s^{2}\binom{k}{2} \tag{2.11}
\end{equation*}
$$

where $\lambda=N / s^{2}$ is the index (of strength two) of $A$ and $\gamma=(\lambda s-1) k /\left(\lambda s^{2}-1\right)$. Moreover, the lower bound is attained if and only if $A$ is an $O A(N, k, s, 1)$ and if there is a subset $R \subset T_{N, 2}$ of size $\binom{N}{2}(1+\lfloor\gamma\rfloor-\gamma)$ such that for $(r, \tilde{r}) \in R, \mathrm{H}^{\perp}(r, \tilde{r})=\lfloor\gamma\rfloor$ and for $(r, \tilde{r}) \in T_{N, 2} \backslash R, \mathrm{H}^{\perp}(A ; r, \tilde{r})=\lfloor\gamma\rfloor+1$.
Corollary 2.12. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$. If $\lambda=1$ and $k=\alpha(s+1)+\tilde{\kappa}$ with $\alpha \in \mathbb{N}$ and $0 \leq \tilde{\kappa} \leq s$, then 2.11) takes the form

$$
\mathrm{U}_{2,2}(A) \geq \alpha \tilde{\kappa} s^{2}(s-1)+\binom{\alpha}{2} s^{2}\left(s^{2}-1\right)= \begin{cases}0 & \text { if } \alpha=0  \tag{2.12}\\ \tilde{\kappa} s^{2}(s-1) & \text { if } \alpha=1\end{cases}
$$

If $\lambda=2$ and $k=2 s+1+\tilde{\kappa}$ with $1 \leq \tilde{\kappa} \leq s$, then (2.11) takes the form

$$
\begin{equation*}
\mathrm{U}_{2,2}(A) \geq 2 s^{2}\left((2 \tilde{\kappa}-1)(s-1)-\binom{\tilde{\kappa}+1}{2}\right) \tag{2.13}
\end{equation*}
$$

and, if $k \leq 2 s+1$, then the lower bound of (2.11) is negative and so unattainable.

Remark 2.13. The lower bound (2.11) (and its consequences) is not necessarily attainable. For example, if $A$ is an $O A\left(2 s^{2}, 2 s+1, s, 2\right)$, which exists for $s>2$ prime power by 25 , Theorem 3.16], then the lower bound is $-2 s^{2}(s-1)$ and so negative. Hence, the bound does not need to be tight, even in the case of OAs. Interestingly, this shows that for an $O A\left(2 s^{2}, 2 s+1, s, 2\right)$ the distribution of the $\mathrm{H}^{\perp}(A ; r, \tilde{r})$ is not as simple as the one given by Corollary 2.12 .
Remark 2.14. Corollary 2.11 is nothing more than [13. Theorem 2]. However, unlike 13, we don't focus on the case in which $\gamma$ is an integer.

By putting our focus on the tolerance, we define almost orthogonal arrays.
Definition 2.15. An almost-orthogonal array with $N$ runs, $k$ factors, s levels, strength $t$ and tolerance $\epsilon$, or $A O A(N, k, s, t, \epsilon)$ for short, is an $N \times k$ array $A \in S^{N \times k}$ with entries in $S$ of size $s$ such that

$$
\operatorname{Tol}_{t}(A) \leq \epsilon
$$

The index of such an almost-orthogonal array $A$, denoted by $\lambda(A)$ or simply $\lambda$, is $N / s^{t}$.
Abbreviation 2.16. We will abbreviate almost-orthogonal array as $A O A$ in what follows.
Remark 2.17. In [38], the term almost-orthogonal array was introduced. In Subsection 2.3 , and Proposition 2.35 therein, below, we show that both notions are equivalent.

### 2.3 Comparison with other relaxations of OAs

Ours is not the first relaxation of OA. Our notion of AOAs, unbalance and tolerance is similar and related to other existing relaxations of OAs. We discuss briefly the relationship between our notion and two families in the literature: the relaxations motivated by experimental designs, which do not lead to a characterization of OAs; and the more combinatorial relaxations, which do lead to characterizing measures of being an OA. As far as we know, the inequalities presented here are novel.

### 2.3.1 Relaxations in the context of experimental designs

In the context of experimental designs, relaxations of OAs have been around for a long time. The main observation is that after assigning coefficients for the estimation of main effects to the levels of the array, one obtains an orthogonal matrix. This result can be summarized in the following way. Below, $\mathbb{I}$ is the identity matrix of the appropriate order.

Proposition 2.18. Let $S$ be a set of size $s$ and non-constant $f: S \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\sum_{x \in S} f(x)=0 \tag{2.14}
\end{equation*}
$$

and let $A \in S^{N \times k}$ be an $N \times k$ array with entries in $S$. Consider the real matrix $X(A, f) \in$ $\mathbb{R}^{N \times k}$ is the matrix whose entries are given by

$$
\begin{equation*}
X_{i, j}(A, f):=\frac{f\left(A_{i, j}\right)}{\sqrt{\sum_{i=1}^{N} f\left(A_{i, j}\right)^{2}}} \tag{2.15}
\end{equation*}
$$

If $A$ is an $O A(N, k, s, 2)$, then $X(A, f)^{T} X(A, f)=\mathbb{I}$, i.e., the columns of $X(A, f)$ are orthogonal.

Remark 2.19. The choice of $f$ depends generally on the experimental design that one is considering. In [30, Ch. 11], one can see the choice $f(x)=2 x-3$ when $S=\{1,2\}$ and the choices $f(x)=x-2$ and $f(x)=3(x-2)^{2}-2$ when $S=\{1,2,3\}$. In all cases, (2.14) holds.

Based on this result, in the case of $s=2$, Booth and Cox [3] proposed to look at how near of being zero $X(A, f)^{T} X(A, f)-\mathbb{I}$ is. Depending on the norm used, the latter leads to Ave $\left(s^{2}\right)$ (also known as $E\left(s^{2}\right)$ ), if we use the Frobenius norm; Ave $(|s|)$, using the $L_{1,1}$-norm; and $s_{\max }$, using the max-norm. All these measures led to a fruitful search and discussion regarding AOAs of strength two and two levels $[10,36,37,63]$.

Based on the above, generalizing the above beyond the two level case, Wang and Wu 58 introduced for the first time the term of "nearly-orthogonal array". To measure non-orthogonality, however, Wang and Wu used the so called $\mathcal{D}$-criterion, based on the $\mathcal{D}$-value defined below.

Definition 2.20. Let $S$ be a set of size $s$ and non-constant $f: S \rightarrow \mathbb{R}$ such that (2.14) holds and $A \in S^{N \times k}$ be an $N \times k$ array with entries in $S$. The $\mathcal{D}$-value of $A$ with respect $f$ is the number

$$
\begin{equation*}
\mathcal{D}_{f}(A):=\operatorname{det}\left(X(A, f)^{T} X(A, f)\right)^{\frac{1}{k}} \in[0,1] \tag{2.16}
\end{equation*}
$$

where $X(A, f) \in \mathbb{R}^{N \times k}$ is the matrix defined by 2.15 .
Remark 2.21. Note that $\mathcal{D}_{f}(A)$ is a real number in $[0,1]$, because $X(A, f)^{T} X(A, f)$ is a positive semi-definite matrix with ones in the diagonal. To see this, we only have to apply the arithmetic-geometric inequality to the eigenvalues. Moreover, by the equality case, $\mathcal{D}_{f}(A)=1$ if and only if $X(A, f)$ has orthogonal columns.

Proposition 2.22 ( $\mathcal{D}$-criterion). Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and non-constant $f: S \rightarrow \mathbb{R}$ such that (2.14). If $A$ is an $O A(N, k, s, 2)$, then $\mathcal{D}_{f}(A)=1$.

We can see that the unbalance and tolerance give us good measures of how far is $X(A, f)$ of being orthogonal. Moreover, we obtain an explicit bound on the $\mathcal{D}$-valueunfortunately, the existing bounds on the determinant of a perturbed identity matrix [5, 54] don't allow us to obtain stronger bounds than the stated.
Theorem 2.23. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and non-constant $f: S \rightarrow \mathbb{R}$ such that (2.14). If $A$ is an $O A(N, k, s, 1)$, then

$$
\begin{equation*}
\left\|X(A, f)^{T} X(A, f)-\mathbb{I}\right\|_{F} \leq \frac{\sqrt{2 \mathrm{U}_{2,2}(A)}}{\lambda s} \tag{2.17}
\end{equation*}
$$

where $X(A, f) \in \mathbb{R}^{N \times k}$ is given by $(2.15),\|\cdot\|_{F}$ is the Frobenius norm and $\lambda=N / s^{2}$ the index (of strength two) of $A$. Now, let

$$
\begin{equation*}
\sigma_{1}(f):=\min _{\alpha} \frac{1}{s} \sum_{x \in S}|f(x)-\alpha| \text { and } \sigma_{2}(f):=\min _{\alpha} \sqrt{\frac{1}{s} \sum_{x \in S}|f(x)-\alpha|^{2}} \tag{2.18}
\end{equation*}
$$

be the absolute deviation and typical deviation of $f$ (with respect the uniform probability measure on $S$ ), respectively. Then

$$
\begin{equation*}
\left\|X(A, f)^{T} X(A, f)-\mathbb{I}\right\|_{\max } \leq \frac{1}{\lambda}\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{2} \operatorname{Tol}_{2}(A) \leq \frac{1}{\lambda} \operatorname{Tol}_{2}(A) \tag{2.19}
\end{equation*}
$$

where $\left\|\|_{\max }\right.$ is the max-norm.

Remark 2.24. By the definitions of $\operatorname{Ave}\left(s^{2}\right)$ and $s_{\max }$, we have that inequalities (2.17) and (2.19) give bounds of these invariants in terms of the unbalance and the tolerance.
Remark 2.25 . We observe that the inequalities are only in one direction, because the columns of $X(A, f)$ are orthogonal if $A$ is an $O A(N, k, s, 2)$ but not the other way around. Remark 2.26. Proposition 2.28 below is to give an idea on the size of $\left(\sigma_{1}(f) / \sigma_{2}(f)\right)^{2}$ in Theorem 2.23 and Corollary 2.27 .

Corollary 2.27. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and non-constant $f: S \rightarrow \mathbb{R}$ such that (2.14). Assume that (a) $A$ is an $O A(N, k, s, 1)$, and (b) if we remove the last factor of $A$ we get an $O A(N, k-1, s, 2)$ and if we remove some other $r$ factors, different from the last one, we get an $O A(N, k-r, s, 2)$. If

$$
\begin{equation*}
\frac{\sqrt{r}}{\lambda}\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{2} \operatorname{Tol}_{2}(A)<1 \tag{2.20}
\end{equation*}
$$

where $\lambda=N / s^{2}$ is the index (of strength two) of $A$ and $\sigma_{1}$ and $\sigma_{2}$ where given in (2.18); then

$$
\begin{equation*}
\mathcal{D}_{f}(A) \geq\left(1-\frac{r}{\lambda^{2}}\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{4} \operatorname{Tol}_{2}(A)^{2}\right)^{\frac{1}{k}} \tag{2.21}
\end{equation*}
$$

The following proposition gives a general idea regarding the range of values of $\sigma_{1}(f) / \sigma_{2}(f)$.
Proposition 2.28. Let $S$ be a set of size $s$ and $f: S \rightarrow \mathbb{R}$ a non-constant function such that (2.14). Then

$$
\begin{equation*}
\frac{1}{s-1} \leq\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{2} \leq 1 \tag{2.22}
\end{equation*}
$$

Moreover, both inequalities are tight.
Remark 2.29. In the case described by Corollary 2.27, we have, by Rao's bound (Theorem 2.3), that $k \leq \lambda(s+3)$. Thus $\sqrt{r} \leq 2 \sqrt{\lambda(s-1) \text { and so, to make Corollary } 2.27 \text { usable, }}$ we need

$$
\begin{equation*}
\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{2} \leq \frac{1}{(s-1)^{\frac{1}{2}+\varepsilon}} \tag{2.23}
\end{equation*}
$$

for some $\varepsilon>0$. Otherwise, the condition would not be satisfied at all—note that this is within the range of values given by Proposition 2.28 .

Unfortunately, in the common case in which the values of $f: S \rightarrow \mathbb{R}$ form an arithmetic sequence of length $s$, we have $2 / 3 \leq\left(\sigma_{1}(f) / \sigma_{2}(f)\right)^{2} \leq 1$ with $\lim _{s \rightarrow \infty}\left(\sigma_{1}(f) / \sigma_{2}(f)\right)^{2}=$ $3 / 4$. Hence Corollary 2.27 is unusable in this case.
Remark 2.30. Note that the condition 2.20 does not hold for the trivial construction of Proposition 2.45 below for any $f$. Moreover, for the array $A$ of Proposition 2.45 below, we indeed have $\mathcal{D}_{f}(A)=0$, since $X(A, f)$ has repeated columns.

Later on, Xu 65 proposed another measure of non-orthogonality $J_{2}$. However, to achieve a purely combinatorial relaxation of OAs, we have to choose the weights in 65 , $\S 2.1]$ uniformly equal to $s$. In this way, due to [65, Lemma 2], we would get the following definition for OAs of strength one - the ones for which Xu 65] considers $J_{2}$.

Definition 2.31. 65, Lemma 2] Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ such that $A$ is an $O A(N, k, s, 1)$ and $f: S \rightarrow \mathbb{R}$ such that (2.14). The $J_{2}$-value of $A$ is

$$
\begin{equation*}
J_{2}(A):=\frac{N^{2}}{2}\left\|X(A, f)^{T} X(A, f)-\mathbb{I}\right\|_{F}^{2}+\frac{N}{2}\left(N k(k-1)+N k s-k^{2} s^{2}\right) \tag{2.24}
\end{equation*}
$$

where $X(A, f)$ is given by (2.15), $\mathbb{I}$ the identity matrix and $\|\cdot\|_{F}$ is the Frobenius norm.
In this way, due to Theorem 2.23, $J_{2}$ is also related to the unbalance.

### 2.3.2 Combinatorial relaxations

In the more combinatorial setting, the relaxations are based on measures of non-orthogonality that recover OAs in the limit case. As we will show, all these measures are equivalent to the unbalance and the tolerance.

In the more general setting of mixed arrays, Ma, Fang and Liski 43 introduced the $(\phi, \theta)$ criterion, which generalizes the $p$-unbalance of strength 2 . This notion was important, because it unified all previous relaxations in the literature: the $E\left(s^{2}\right)$ of Booth and Cox 3 ] in the case $s=2$, the $\chi^{2}$ of Yamada and Lin [67] for $s=3$ and of Yamada and Matsui [68] for general $s$, the $\operatorname{Ave}(|f|)$ and $\operatorname{Ave}\left(f^{2}\right)$ of Fang, Lin and Ma [15], and the $B(2)$ of Lu , Li and Xie [40] (also in [18]). In this way, the ( $\phi, \theta$ ) criterion provided the best way of defining nearly-orthogonal arrays
Definition 2.32. 43 Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$, and $\phi:[0, \infty) \rightarrow[0, \infty)$ and $\theta:[0, \infty) \rightarrow[0, \infty)$ monotonic increasing functions such that $\phi(0)=\theta(0)=0$. The $(\phi, \theta)$ criterion for the non-orthogonality of $A$ is the quantity

$$
\begin{equation*}
D_{\phi, \theta}(A):=\sum_{j \in T_{2, k}} \theta\left(\sum_{x \in S^{2}} \phi\left(\left|n(A, x, j)-N / s^{2}\right|\right)\right) \tag{2.25}
\end{equation*}
$$

In particular, the $D_{1}$ and $D_{2}$ criteria for the non-orthogonality of $A$ are

$$
\begin{equation*}
D_{1}(A):=\binom{k}{2}^{-1} D_{p_{1}, \mathrm{id}}(A) \text { and } D_{2}(A):=\binom{k}{2}^{-1} D_{p_{2}, \mathrm{id}}(A) \tag{2.26}
\end{equation*}
$$

where id denotes the identity and $p_{\alpha}$ the map $x \mapsto p_{\alpha}(x):=x^{\alpha}$.
Despite the generality of their $(\phi, \theta)$ criterion, Ma, Fang and Liski [43] focused on the $D_{1}$ and $D_{2}$ criteria. However, these equal to the unbalance up to a multiplicative factor. More generally, the studied cases of the $(\phi, \theta)$ criterion have been only those in which $\phi$ and $\theta$ are of the form $x \mapsto x^{\alpha}$, with $\alpha \geq 1$. All these cases relate nicely to the unbalance.
Proposition 2.33. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$, $\alpha, \beta \geq 1$ and let $D_{\alpha, \beta}$ denote $D_{p_{\alpha}, p_{\beta}}$ where $p_{\tau}: x \mapsto x^{\tau}$. Then

$$
\begin{equation*}
\mathrm{U}_{\alpha \beta, 2}(A) \leq D_{\alpha, \beta}(A) \leq s^{2(\beta-1)} \mathrm{U}_{\alpha \beta, 2}(A) . \tag{2.27}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
D_{1}(A)=\binom{k}{2}^{-1} \mathrm{U}_{1,2}(A) \text { and } D_{2}(A)=\binom{k}{2}^{-1} \mathrm{U}_{2,2}(A) \tag{2.28}
\end{equation*}
$$

Because of this proposition, the unbalance captures all important cases of the $(\phi, \theta)$ criterion, including the ones it generalizes, while having a simpler form.

Being more explicit, the $E\left(s^{2}\right)$ of Booth and Cox [3] is $4 D_{2}$; the $\chi^{2}$ of Yamada and Lin 67 and of Yamada and Mautsi 68 is $\frac{s^{2}}{N} D_{2}$; the Ave $(|f|)$ and Ave $\left(f^{2}\right)$ of Fang, Lin and Ma 15 are, respectively, $D_{1}$ and $\binom{k}{2}^{-1} D_{1,2}$; and the $E\left(f_{N O D}\right)$ of 13 , 14 is exactly $D_{2}$. All of these, by Proposition 2.33, can be reduced to the unbalance.

We should mention very specially the balance $B(t)$ introduced by $\mathrm{Lu}, \mathrm{Li}$ and Xie 40 . In general, we have that

$$
\begin{equation*}
B(t)=\binom{k}{t}^{-1} \mathrm{U}_{2, t}, \tag{2.29}
\end{equation*}
$$

so their definition is almost identical to ours. However, we believe that the term unbalance captures better this quantity. Moreover, the notion of balance seems to play a role in quadrature discrepancies, as we will show later in Subsection 2.4 .

Finally, the recent work by Lin, Phoa and Kao [38] introduced the term of "almostorthogonal array". Our definition of AOA (Definition 2.15) is closely related to their notion although they use the notion of bandwidth instead of the tolerance.

Definition 2.34. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and $t \in \mathbb{N}$. The bandwidth of strength $t$ of $A$ is

$$
\begin{equation*}
\mathrm{BW}_{t}(A):=\max \left\{|n(A, x, i)-n(A, y, j)| \mid x, y \in S^{t}, i, j \in T_{t, k}\right\} . \tag{2.30}
\end{equation*}
$$

We can see easily that the bandwidth is nothing more than the tolerance up to a fixed constant factor.

Proposition 2.35. Let $A \in S^{N \times k}$ be an $N \times k$ array with entries in a set $S$ of size $s$ and $t \in \mathbb{N}$. Then

$$
\begin{equation*}
\operatorname{Tol}_{t}(A) \leq \operatorname{BW}_{t}(A) \leq 2 \operatorname{Tol}_{t}(A) \tag{2.31}
\end{equation*}
$$

However, the notion of AOA in Lin, Phoa and Kao [38 is not equivalent to ours, since they require stronger conditions: they require the array to be circulant. The latter makes the $n(A, x, j)$ not to depend on $j$, but can be very restrictive of a condition depending on the setting.

### 2.4 Comparison with quadrature discrepancy measures

In numerical integration, we want to find families of points $\mathcal{X} \subseteq \mathbb{X}$ of a size $N$ for which

$$
\begin{equation*}
\mathrm{Q} \mathcal{X}(\varphi):=\frac{1}{N} \sum_{x \in \mathcal{X}} \varphi(x) . \tag{2.32}
\end{equation*}
$$

gives a good approximation of the integral $\int_{\mathcal{X}} \varphi(x) \mathrm{d} \mathbb{P}(x)$ with respect some probability measure $\mathbb{P}$ on $\mathcal{X}$. In this context, two issues arises: How do we obtain such families of points? How do we control the error of such a measure?

After some precedent work by Wang and Fang [60, Hickernell [26, 27] (cf. [28]) attacked this problem obtaining several notions of discrepancy that allow one to control the quadrature error. Later on, based on Hickernell's method, new notions of discrepancy were introduced by Zhou, Fang and Ning [69], Ke, Zhang and Ye [34 and Hickernell and Liu 29, 39.

Given a probability space $\mathbb{X}$ with probability measure $\mathbb{P}$ and a reproducing kernel $\mathcal{K}: \mathbb{X} \times \mathbb{X} \rightarrow \mathcal{R}$ with respect the inner product $\langle\cdot, \cdot\rangle_{\mathcal{K}}$ on $L^{2}(\mathbb{X})$, we can consider the following discrepancy measure for a collection of (not necessarily distinct) points $\mathcal{X} \subset \mathbb{X}$ :

$$
\begin{equation*}
D_{2}(\mathcal{X} ; \mathbb{X}, \mathcal{K}):=\left(\int_{\mathbb{X} \times \mathbb{X}} \mathcal{K}(x, y) \mathrm{d}\left(\mathbb{P}-\mathbb{P}_{\mathcal{X}}\right)(x) \mathrm{d}\left(\mathbb{P}-\mathbb{P}_{\mathcal{X}}\right)(y)\right)^{\frac{1}{2}} \tag{2.33}
\end{equation*}
$$

where $\mathbb{P}_{\mathcal{X}}$ is the uniform probability measure on $\mathcal{X}$. For such a discrepancy measure, we have the following version of the Koksma-Hlawka inequality:

$$
\begin{equation*}
\left|\int_{\mathcal{X}} \varphi(x) \mathrm{d} \mathbb{P}(x)-\mathrm{Q} \mathcal{X}(\varphi)\right| \leq D_{2}(\mathcal{X} ; \mathbb{X}, \mathcal{K}) \omega_{2}(\varphi ; \mathbb{X}, \mathcal{K}) \tag{2.34}
\end{equation*}
$$

where $\varphi \in L^{2}(\mathcal{X})$ and $\omega_{2}(\varphi ; \mathcal{X}, \mathcal{K}):=\min _{c \in \mathbb{R}}\|\varphi-c\|_{\mathcal{K}}$. See 28 for all the details.
Depending on the kernel considered, we get three discrepancy measures for $[0,1]^{k}$ and one discrepancy measure for $[s]^{k}$.
Definition 2.36. Let $\mathcal{X} \subset[0,1]^{k}$ be a collection of (not necessarily distinct) points.
(CD) The centralized $L_{2}$-discrepancy, $C D$, of $\mathcal{X}$ is $C D(\mathcal{X}):=D_{2}\left(\mathcal{X} ;[0,1]^{k}, \mathcal{K}_{C}\right)$ where

$$
\begin{equation*}
\mathcal{K}_{C}(x, y):=\prod_{j=1}^{k}\left(1-\frac{1}{2}\left|x_{j}-\frac{1}{2}\right|-\frac{1}{2}\left|y_{j}-\frac{1}{2}\right|-\frac{1}{2}\left|x_{j}-y_{j}\right|\right) . \tag{2.35}
\end{equation*}
$$

(WD) The wrap-around $L_{2}$-discrepancy, $W D$, of $\mathcal{X}$ is $W D(\mathcal{X}):=D_{2}\left(\mathcal{X},[0,1]^{k}, \mathcal{K}_{W}\right)$ where

$$
\begin{equation*}
\mathcal{K}_{W}(x, y):=\prod_{j=1}^{k}\left(\frac{3}{4}-\left|x_{j}-y_{j}\right|+\left|x_{j}-y_{j}\right|^{2}\right) . \tag{2.36}
\end{equation*}
$$

(MD) The mixture $L_{2}$-discrepancy, $M D$, of $\mathcal{X}$ is $M D(\mathcal{X}):=D_{2}\left(\mathcal{X} ;[0,1]^{k}, \mathcal{K}_{M}\right)$ where

$$
\begin{equation*}
\mathcal{K}_{M}(x, y):=\prod_{j=1}^{k}\left(\frac{15}{8}-\frac{1}{4}\left|x_{j}-\frac{1}{2}\right|-\frac{1}{4}\left|y_{j}-\frac{1}{2}\right|-\frac{3}{4}\left|x_{j}-y_{j}\right|+\frac{1}{2}\left|x_{j}-y_{j}\right|^{2}\right) . \tag{2.37}
\end{equation*}
$$

Definition 2.37. Let $\mathcal{X} \subset[s]^{N}$ be a collection of (not necessarily distinct) points. The discrete discrepancy, $D D$, of $\mathcal{X}$ is $D D(\mathcal{X} ; a, b):=D_{2}\left(\mathcal{X} ;[s]^{k}, \mathcal{K}_{D ; a, b}\right)$ where

$$
\begin{equation*}
\mathcal{K}_{D ; a, b}(x, y):=a^{\#\left\{j \in[k] \mid x_{j}=y_{j}\right\}} b^{k-\#\left\{j \in[k] \mid x_{j}=y_{j}\right\}} \tag{2.38}
\end{equation*}
$$

and $a>b>0$.
Remark 2.38. Note that CD, WD and MD are discrepancy measures for quadratures over $[0,1]^{k}$, while DD is a discrepancy measure for quadratures over $[s]^{k}$. In a certain sense, we can see DD also as a discrepancy measure over $[0,1]^{k}$, if we see as telling us how much does a subcollection of points of the uniform grid differ from the whole uniform grid.
Remark 2.39. Although we are giving CD, WD, MD and DD in terms of their kernels, it is possible to give explicit formulas for them in terms of the collection of points $\mathcal{X}$ directly. For CD, WD and MD, see [69, (9), (10) \& (18)] for the explicit formulas; for DD, see below.

Now, a common way to find to find collections of points in $[0,1]^{k}$ is to consider arrays $A \in[s]^{N \times k}$ with $N$ runs, $k$ factors and $s$ levels $1, \ldots, s$, and associate to them the following indexed family of points

$$
\begin{equation*}
\mathcal{P}(A):=\left\{\left.\left(\frac{2 A_{i, j}-1}{2 s}\right)_{i=1}^{N} \in[0,1]^{N} \right\rvert\, j \in[k]\right\} . \tag{2.39}
\end{equation*}
$$

Using this identification-which is sort of arbitrary - of arrays with collections of points, we have that we can reduce the problem of looking for points to average over to a combinatorial search of arrays for which the discrepancy measures are small. We will abuse notation, and write $C D(A), M D(A)$ and $W D(A)$ instead of $C D(\mathcal{P}(A)), M D(\mathcal{P}(A))$ and $W D(\mathcal{P}(A))$. Observe that for $D D$, we can just write $D D(A)$ as we can see the runs of $A$ as a collection of $N$ points in $[s]^{k}$.

Because of the above, it has been common to focus on arrays in order to find collections of points minimizing CD, MD and WD. These techniques have been later extended to the latter DD. In general, we have two families of searches: those based on the threshold accepting heuristics $16,18,19,20,34$, and those based on combinatorial constructions 13 , 17, 12, 35. Only recently, there has been a motivation for non-array collections of points using gradient descent (35].

Intuitively, the reason why OA and, therefore also AOAs, enter into play for quadrature discrepancy estimate can be seen as follows. Let $A$ be an $O A(N, k, s, t)$, then we have that for any projection $x \mapsto x_{J}$ onto the coordinates indexed by $J \subseteq[k]$, the family $\mathcal{P}(A)_{J}:=\left\{p_{J} \mid p \in \mathcal{P}(A)\right\} \subset[0,1]^{J}$ would just be uniform grid $\left\{\left.\frac{1}{2}+\frac{\bar{a}}{s} \right\rvert\, a \in[s]\right\}^{J}$ with every point repeated the same number of times (precisely, $N / s^{|J|}$ ). In other words, if $\varphi$ depends only on $c \leq t$ coordinates, then averaging over $\mathcal{P}(A)$ would be the result of applying the quadrature rule resulting of the uniform grid.

The above can be made explicit as follows.
Theorem 2.40. Let $A \in[s]^{N \times k}$ be an array with $N$ runs, $k$ factors and $s$ levels, and $a>b>0$. Then:

$$
\begin{align*}
D D(A ; a, b)^{2} & =\frac{1}{N^{2}} \sum_{t=1}^{k} \mathrm{U}_{2, t}(A)(a-b)^{t} b^{k-t}  \tag{2.40}\\
& =-\left(\frac{a-b}{s}+b\right)^{k}+\frac{b^{k}}{N^{2}} \sum_{1 \leq r, \tilde{r} \leq N}\left(\frac{a}{b}\right)^{\mathrm{H}^{\perp}(A ; r, \tilde{r})} . \tag{2.41}
\end{align*}
$$

Moreover, we have the following:
(CD) For $s>2$,

$$
\begin{equation*}
C D(A)^{2} \leq\left(\frac{13}{12}\right)^{k}-2\left(\frac{9 s^{2}-1}{8 s^{2}}\right)^{k}+\left(\frac{3 s^{2}-6 s+2}{2 s^{2}}\right)^{k}+D D\left(A ; \frac{3 s-1}{2 s}, \frac{3 s-3}{2 s}\right)^{2} \tag{2.42}
\end{equation*}
$$

and, for $s=2$,

$$
\begin{equation*}
C D(A)^{2}=\left(\frac{13}{12}\right)^{k}-2\left(\frac{35}{32}\right)^{k}+\left(\frac{9}{8}\right)^{k}+D D\left(A ; \frac{5}{4}, 1\right)^{2} . \tag{2.43}
\end{equation*}
$$

(WD) For $s \geq 2$,

$$
\begin{equation*}
W D(A)^{2} \leq-\left(\frac{4}{3}\right)^{k}+\left(\frac{3 s^{3}-2 s^{2}+4 s-2}{2 s^{3}}\right)^{k}+D D\left(A ; \frac{3}{2}, \frac{3 s^{2}-2 s+2}{2 s^{2}}\right)^{2} \tag{2.44}
\end{equation*}
$$

with equality if $s \leq 3$.
(MD) For $s$ odd,

$$
\begin{align*}
M D(A)^{2} \leq\left(\frac{19}{12}\right)^{k} & -\frac{2}{N}\left(\frac{71 s^{2}+12 s-3}{48 s^{2}}\right)^{k} \\
& +\left(\frac{15 s^{3}-8 s^{2}+12 s-4}{8 s^{3}}\right)^{k}+D D\left(A ; \frac{15}{8}, \frac{15 s^{2}-8 s+4}{8 s^{2}}\right)^{2} \tag{2.45}
\end{align*}
$$

and, for $s$ even,

$$
\begin{align*}
M D(A)^{2} \leq & \left(\frac{19}{12}\right)^{k}-\frac{2}{N}\left(\frac{71 s^{2}+12 s-3}{48 s^{2}}\right)^{k} \\
& +\left(\frac{15 s^{3}-8 s^{2}+10 s-4}{8 s^{3}}\right)^{k}+D D\left(A ; \frac{15}{8}-\frac{1}{2 s}, \frac{15 s^{2}-8 s+4}{8 s^{2}}\right)^{2} \tag{2.46}
\end{align*}
$$

with equality if $s=2$.
Corollary 2.41. Let $A \in[s]^{N \times k}$ be an array with $N$ runs, $k$ factors and $s$ levels, and $a>b>0$. Then

$$
\begin{equation*}
D D(A ; a, b) \geq-\left(\frac{a-b}{s}+b\right)^{k}+\frac{a^{k}}{\lambda s^{2}}+b^{k}\left(1-\frac{1}{\lambda s^{2}}\right)\left(1+\left(\frac{a}{b}-1\right)(\gamma-\lfloor\gamma\rfloor)\right)\left(\frac{a}{b}\right)^{\lfloor\gamma\rfloor} \tag{2.47}
\end{equation*}
$$

where $\lambda=N / s^{2}$ is the index (of strength two) of $A$ and $\gamma=(\lambda s-1) k /\left(\lambda s^{2}-1\right)$. Moreover, the lower bound is attained if and only if $A$ is an $O A(N, k, s, 1)$ and if there is a subset $R \subset T_{N, 2}$ of size $\binom{N}{2}(1+\lfloor\gamma\rfloor-\gamma)$ such that for $(r, \tilde{r}) \in R, \mathrm{H}^{\perp}(r, \tilde{r})=\lfloor\gamma\rfloor$ and for $(r, \tilde{r}) \in T_{N, 2} \backslash R, \mathrm{H}^{\perp}(A ; r, \tilde{r})=\lfloor\gamma\rfloor+1$. In other words, the lower bound is attained if and only if $A$ attains the lower bound of Corollary 2.11.

Remark 2.42. The above theorem generalizes [18, Theorem $3.1 \& 3.3$ ] for CD and WD in the case $s=2,[18$, Theorem 4.1] for WD in the case $s=3$, and [69, Theorem 2] for MD in the case $s=2$ to arbitrary $s$. Unfortunately, for arbitrary $s$, we don't get an equality, but the inequality shows how OAs and AOAs fit in the picture of quadrature discrepancies.
Remark 2.43. An alternative formulation of the formula for $D D$ of Theorem 2.40 was given by Ma and Fang [42] and Xu and Wu 66 in terms of the generalized word pattern, in the case $s=2$. However, both forms are equivalent.

### 2.5 Searching for AOAs of minimum tolerance and unbalance

We are interested in constructing/searching AOAs of minimum tolerance and unbalance. This leads to the following two combinatorial optimization problems.

## Minimum Tolerance Problem (MTP):

Find the array $A \in[s]^{N \times k}$, among those with $N$ runs, $k$ factors and $s$ levels, with minimum $\operatorname{Tol}_{t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\operatorname{Tol}_{t}(A): A \in[s]^{N \times k}\right\} \tag{2.48}
\end{equation*}
$$

We denote the attained minimum tolerance by $\mathfrak{e}(N, k, s, t)$.

## Minimum Unbalance Problem (MUP):

Find the array $A$, among those with $N$ runs, $k$ factors and $s$ levels, with minimum $\mathrm{U}_{p, t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\mathrm{U}_{p, t}(A): A \in[s]^{N \times k}\right\} \tag{2.49}
\end{equation*}
$$

We denote the attained minimum unbalance by $\mathfrak{u}(N, k, s, t, p)$.
In general, finding optimal solutions for these problems is hard. By Proposition 2.8, we can see the MUP as an approximating hierarchy for the MTP due to

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \mathfrak{u}(N, k, s, t, p)^{\frac{1}{p}}=\mathfrak{e}(N, k, s, t) \tag{2.50}
\end{equation*}
$$

However, as $p$ grows, this become prohibitively expensive. Hence we cannot expect (and our searches confirm this) the MTP and MUP to have the same minimizers. Because of this, we consider the following hierarchy for the MUP, which allows us to focus on minimizing the unbalance given an upper bound for the tolerance.

## Hierarchy of Minimum Unbalance Problem (HMUP):

Find the $A O A(N, k, s, t, \epsilon) A$, among all $A O A(N, k, s, t, \epsilon)$, with minimum $\mathrm{U}_{p, t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\mathrm{U}_{p, t}(A): A \in[s]^{N \times k} \text { is } A O A(N, k, s, t, \epsilon)\right\} . \tag{2.51}
\end{equation*}
$$

We denote the attained minimum unbalance by $\mathfrak{u}(N, k, s, t, p, \epsilon)$.
Note that $\mathfrak{u}(N, k, s, t, p, \epsilon)$ decreases as $\epsilon$ increases and that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow \infty} \mathfrak{u}(N, k, s, t, p, \epsilon)=\mathfrak{u}(N, k, s, t, p) . \tag{2.52}
\end{equation*}
$$

achieving the limit for $\epsilon$ sufficiently large.
Example 2.44. In Figure 1, we plot $\mathfrak{u}(25,7,5,2,1, \epsilon)$ with respect $\epsilon$. We can see that

$$
\begin{aligned}
\mathfrak{u}(25,7,5,2,1,1)= & 100 \\
& >\mathfrak{u}(25,7,5,2,1,2)=80>\mathfrak{u}(25,7,5,2,1,3)=70 \\
& >\mathfrak{u}(25,7,5,2,1, \epsilon)=40
\end{aligned}
$$

where $\epsilon \geq 4$. Therefore, $\mathfrak{u}(25,7,5,2,1)=40$.
In this paper, we focus on solving the above problems for the cases of $t=2$ and index, $\lambda=N / s^{2}$, equal to 1 or 2 . Moreover, for the search, we will choose $k$ such that an $O A(N, k-1, s, t)$ exist but no known $O A(N, k, s, t)$ exists, so that the solution is not an OA. We will consider HMUP to find among those of minimum tolerance, the AOAs with best unbalance.


Figure 1 Pareto Front for unbalance $\mathfrak{u}(25,7,2,1, \epsilon)$

### 2.6 Trivial construction of AOAs out of OAs for strength two

The following proposition provides a "trivial" construction of an almost-orthogonal array out of an orthogonal array. The main idea is to repeat one of the factors of the OA. However, this construction does not provide any practical advantage for any application of OAs. Because of this, we only use it to evaluate the AOAs that we find.

Proposition 2.45. Let $N, k, s \in \mathbb{N}$ with $k$ be the biggest integer such that an $O A(N, k-$ $1, s, 2) B \in[s]^{N \times(k-1)}$ exists. Fix $\lambda=N / s^{2}$. Then the array

$$
A=\left(B_{1} \mid B\right) \in[s]^{N \times k}
$$

where $B_{1}$ is the first factor of $B$, satisfies

$$
\begin{equation*}
\operatorname{Tol}_{2}(A) \leq \lambda(s-1)=: \bar{\epsilon} \tag{2.53}
\end{equation*}
$$

and, for $p \in[1, \infty)$,

$$
\begin{equation*}
\mathrm{U}_{p, 2}(A)=\lambda^{p} s(s-1)\left[1+(s-1)^{p-1}\right]=: \bar{U} \tag{2.54}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\mathfrak{e}(N, k, s, 2) \leq \bar{\epsilon} \text { and } \mathfrak{u}(N, k, s, 2, p) \leq \bar{U} \tag{2.55}
\end{equation*}
$$

Remark 2.46. Interestingly, when $\lambda=1$ and $s$ is a prime power, Corollary 2.12 guarantees that the trivial construction gives an optimal 2-unbalance. However, it does not give neither an optimal tolerance nor 1-unbalance.

Remark 2.47. When repeating one of the factors, the obtained array is useless for factorial design because we cannot distinguish the effect of the repeated factor. This is evidenced by the fact that $\mathcal{D}_{f}(A)=0$ for $A$ as in Proposition 2.45 .

We finish with the following proposition showing the general behaviour of the tolerance and unbalance when we repeat some of the factors for an arbitrary array.

Proposition 2.48. Let $N, k, \ell, s \in \mathbb{N}, B \in[s]^{N \times(k-1)}$ be some array and $\tilde{\kappa} \leq k-1$. Fix $\lambda=N / s^{2}$. Then the array

$$
A=(B[[\tilde{\kappa}]] \mid B) \in[s]^{N \times k}
$$

where $B[[\tilde{\kappa}]]$ is the subarray of $B$ formed by its first $\tilde{\kappa}$ factors, satisfies

$$
\operatorname{Tol}_{2}(A) \leq \max \left\{\operatorname{Tol}_{2}(B), \lambda(s-1)\right\}
$$

and, for $p \in[1, \infty)$,

$$
\mathrm{U}_{p, 2}(A) \leq 2 \mathrm{U}_{p, 2}(B)+2 \mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])+\tilde{\kappa} \lambda^{p} s(s-1)\left(1+(s-1)^{p-1}\right)
$$

Remark 2.49. If $\tilde{\kappa}=1$, note that $\mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])=0$, as the sum is empty.

## 3 Symmetries for searching faster AOAs

Searching for AOAs in the space of all arrays is computationally expensive. To reduce the search space, we can restrict our search to arrays that have symmetries. In this section, we recall the symmetries of an array, show the restricted search problems that symmetries give and introduce the three families of symmetric arrays we consider. As in the previous section, all relevant proofs can be found in the Appendix A.

### 3.1 Symmetries of an array

Before considering symmetries, we note that we are not interested in symmetries up to equality of arrays, but in symmetries up to permutation of the rows. The reason for this is that in experimental design, the order of the runs-the order in which we run our experiments-is irrelevant (at least in principle).
Definition 3.1. Given two $N \times k$ arrays $A, \tilde{A} \in S^{N \times k}$ with entries in $S$, we say that $A$ and $\tilde{A}$ are equivalent, $A \cong \tilde{A}$, if there is a row permutation $P$ such that

$$
\tilde{A}=P A
$$

In other word, $A \cong \tilde{A}$ if and only if the multisets of their rows are equal (meaning they have the same number of each rows counting with multiplicity).

Let

$$
\Sigma(S, k):=\Sigma(S) \times \Sigma_{k}
$$

be the product of the group of permutations of $S, \Sigma(S)$, and the group of permutations of $[k]:=\{1, \ldots, k\}, \Sigma_{k}$. We will denote its elements by

$$
\begin{equation*}
[g \mid \sigma] \tag{3.1}
\end{equation*}
$$

where $g \in \Sigma(S)$ and $\sigma \in \Sigma_{k}$. In this way, we will writ ${ }^{3}$ expression like $[(1,2,3) \mid(1,2)(3,4)]$ instead of $((1,2,3),(1,2)(3,4))$ for an element of $\Sigma(\{1,2,3\}, 4)$. Now, $\Sigma(S, k)$ acts naturally on $S^{N \times k}$ as follows: given $[g \mid \sigma] \in \Sigma(S, k)$ and $A \in S^{N \times k}$,

$$
\begin{equation*}
[g \mid \sigma] A:=\left(g A_{i, \sigma^{-1}(j)}\right)_{\substack{i \in[N] \\ j \in[k]}} \tag{3.2}
\end{equation*}
$$

[^2]i.e., $g$ permutes the symbols in the array and $\sigma$ the columns $⿶^{4}$.

Once we have introduced the equivalence of arrays and the group action on arrays, we are ready for the definition of symmetry-automorphism-of an array.

Definition 3.2. Given a $N \times k$ array $A \in S^{N \times k}$ with entries in $S$, an automorphism (or symmetry) of $A$ is an element $[g \mid \sigma] \in \Sigma(S, k)$ such that

$$
[g \mid \sigma] A \cong A
$$

The automorphism group of $A, \operatorname{Aut}(A)$, is the group of automorphisms of $A$, i.e.,

$$
\begin{equation*}
\operatorname{Aut}(A):=\{[g \mid \sigma] \in \Sigma(S, k):[g \mid \sigma] A \cong A\} \tag{3.3}
\end{equation*}
$$

Remark 3.3. Note that an automorphism group of $A$ means a subgroup of Aut $(A)$. Therefore it should be clear that when we say that $A$ has $G \leq \Sigma(S, k)$ as an automorphism group, we mean that $G \leq \operatorname{Aut}(A)$ allowing the inclusion to be strict.
Example 3.4. Consider the arrays

$$
A=\left(\begin{array}{lll}
a & b & c \\
b & c & a \\
c & a & b
\end{array}\right) \text { and } B=\left(\begin{array}{cccc}
a & b & c & a \\
b & a & b & a
\end{array}\right)
$$

Regarding $A$, we can see that both $[(a, b, c) \mid \mathrm{id}]$ and $[\mathrm{id} \mid(1,2,3)]$ are automorphisms of $A$-in both cases, we need to permute the rows to see this. However, note that there are more automorphisms such as $[(a, b) \mid(1,2)]$, even though neither $[(a, b) \mid$ id $]$ nor [id | $(1,2)$ ] are so.

Regarding $B$, we can prove that $\operatorname{Aut}(B)=\{[\mathrm{id} \mid \mathrm{id}]\}$, and so that $B$ has no symmetries. Example 3.5. Consider the following array

$$
A=\left(\begin{array}{llll}
1 & 1 & 2 & 2 \\
1 & 2 & 1 & 2
\end{array}\right)
$$

We can see that $[(1,2) \mid(1,4)(2,3)]$ is a non-trivial symmetry of $A$. Moreover, it is the generator of the automorphism group of $A$.

The following proposition is easy to see.
Proposition 3.6. Let $A \in S^{N \times k}$ be an array with entries in $S, t \in \mathbb{N}$ and $p \in[1, \infty)$. Then, for every $[g \mid \sigma] \in \Sigma(S, k)$,

$$
\begin{equation*}
\mathrm{U}_{p, t}([g \mid \sigma] A)=\mathrm{U}_{p, t}(A) \quad \text { and } \quad \operatorname{Tol}_{t}([g \mid \sigma] A)=\operatorname{Tol}_{t}(A) \tag{3.4}
\end{equation*}
$$

In particular, the action of $\Sigma(S, k)$ on $S^{N \times k}$ preserves $O A s$ and AOAs.

### 3.2 Symmetric Minimum Tolerance and Unbalance Problems

In subsection 2.5, we introduce the two combinatorial problems we concern ourselves with in this work: the MTP and the MUP. To relax them, and make them more treatable, we restrict ourselves to families of symmetric arrays. This gives the following two relaxations of MTP and MUP.

[^3]
## Symmetric Minimum Tolerance Problem (SMTP):

Find the array $A \in[s]^{N \times k}$, among those with $N$ runs, $k$ factors and $s$ levels and symmetric under group $G \leq \Sigma([s], k)$, with minimum $\operatorname{Tol}_{t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\operatorname{Tol}_{t}(A): A \in[s]^{N \times k} \text { and } G \leq \operatorname{Aut}(A)\right\} . \tag{3.5}
\end{equation*}
$$

We denote the attained minimum tolerance by $\mathfrak{e}(N, k, s, t, G)$.

## Symmetric Minimum Unbalance Problem (SMUP):

Find the array $A$, among those with $N$ runs, $k$ factors and $s$ levels and symmetric under group $G \leq \Sigma([s], k)$, with minimum $\mathrm{U}_{p, t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\mathrm{U}_{p, t}(A): A \in[s]^{N \times k} \text { and } G \leq \operatorname{Aut}(A)\right\} . \tag{3.6}
\end{equation*}
$$

We denote the attained minimum unbalance by $\mathfrak{u}(N, k, s, t, p, G)$.
In general, these problems would not give optimizers for the TUP and MUP. However, any optimizer for these symmetric variants provides nice upper bound for the tolerance and unbalance of the general optimizer. As with MUP, we can consider the following hierarchy with analogous properties.

## Hierarchy of Symmetric Minimum Unbalance Problem (HSMUP):

Find the $A O A(N, k, s, t, \epsilon) A$, among all $A O A(N, k, s, t, \epsilon)$ symmetric under the group $G \leq \Sigma([s], k)$, with minimum $\mathrm{U}_{p, t}(A)$. Formally,

$$
\begin{equation*}
\arg \min \left\{\mathrm{U}_{p, t}(A): A \in[s]^{N \times k} \text { is } A O A(N, k, s, t, \epsilon) \text { and } G \leq \operatorname{Aut}(A)\right\} . \tag{3.7}
\end{equation*}
$$

We denote the attained minimum unbalance by $\mathfrak{u}(N, k, s, t, p, \epsilon, G)$.
The reduction of the search space for these symmetric versions of MTP, MUP and HMUP makes some of these problems accessible to our computations.

### 3.3 Three families of symmetric arrays

In our search for AOAs, we will consider symmetric arrays that lie in three big families: bicyclic, quasi- and semi-cyclic and Klein. The first two are exploited by heuristic methods (Section 6) and the last two by the IP methods (Section 5). We will comment briefly how these symmetries allow us to reduce the search space.

### 3.3.1 Bi-cyclic array

A bi-cyclic array is an array admitting an automorphism that permutes cyclically at the same time the levels and the first columns of the array with some additional restrictions.

Definition 3.7. A bi-cyclic array is an array $A \in[s]^{N \times k}$ that has an automorphism, called the bi-cyclic automorphism of $A$, of the form

$$
[(1, \ldots, s) \mid(1, \ldots, r)]
$$

where $r$ is a divisor of $s$ such that $r \leq k$.

Remark 3.8. In the heuristic methods, where this symmetry is exploited, the parameter $r$ will always be the maximum divisor of $s$ that does not exceed $k$.

In general, if a bi-cyclic array with $s$ levels has more factors than levels, then we have that its cyclic automorphism acts freely on the set of runs of the array. Because of this, the action of this automorphism on the set of rows produces orbits of size $s$. This fact allows us to encode a bi-cyclic array with $N$ runs and $k$ factors into an array with $\mathrm{N} / \mathrm{s}$ runs and $k$ factors.
Example 3.9. Consider the bi-cyclic array

$$
\left(\begin{array}{lllll}
1 & 1 & 2 & 3 & 2 \\
3 & 2 & 2 & 1 & 3 \\
3 & 1 & 3 & 2 & 1 \\
1 & 3 & 2 & 1 & 1 \\
3 & 2 & 1 & 2 & 2 \\
2 & 1 & 3 & 3 & 3
\end{array}\right)
$$

with bi-cyclic automorphism $[(1,2,3) \mid(1,2,3)]$, where the first three runs belong to one orbit and the second three runs to another. Instead of encoding this full array, we can just give the automorphism and the following array

$$
\left(\begin{array}{lllll}
1 & 1 & 2 & 3 & 2 \\
1 & 3 & 2 & 1 & 1
\end{array}\right)
$$

that has a member of each orbit of the action on rows.
The above feature of bi-cyclic arrays is exploited in the heuristic methods (Section 6) to reduce the search space dramatically - instead of the search space of size $s^{N k}$ of arrays without symmetries, we pass to the search space of size $s^{N k / s}$.

### 3.3.2 Quasi- and semi-cyclic arrays

A semi-cyclic array is an array where an automorphism permuts cyclically a subset of the levels. This notion generalizes the well-known case of cyclic arrays in the literature [4] 8, Part VI, Ch. 17]. The quasi-cyclic case was already exploited in [49].

Definition 3.10. A semi-cyclic array is an array $A \in[s]^{N \times k}$ that has an automorphism, called the semi-cyclic automorphism of $A$, of the form

$$
[(a, \ldots, s) \mid \mathrm{id}]
$$

where $a \in[s] \backslash\{s\}=\{1, \ldots, s-1\}$. We will say quasi-cyclic instead of semi-cyclic when $a=2$, and cyclic when $a=1$.

In general, when the semi-cyclic automorphism acts on the runs of the corresponding semi-cyclic array, we have orbits of size 1 , when all the levels of the run are in $\{1, \ldots, a-1\}$; and orbits of size $s-a+1$, otherwise. This allows one to compress the search space significantly, particularly in the case of quasi-cyclic arrays, where a quasi-cyclic array with $N$ runs, $k$ factors and $s$ levels can be encoded into an array with $\lceil N /(s-1)\rceil$ runs and $k$ factors.

Example 3.11. Consider the quasi-cyclic array

$$
\left(\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 2 & 3 & 2 \\
1 & 1 & 3 & 2 & 3 \\
1 & 3 & 2 & 1 & 1 \\
1 & 2 & 3 & 1 & 1
\end{array}\right)
$$

with quasi-cyclic automorphism $[(2,3) \mid$ id $]$, where the first run is fixed and the next two pairs are the orbits of the action on runs. Instead of encoding this full array, we can just give the automorphism and the following array

$$
\left(\begin{array}{lllll}
1 & 1 & 2 & 3 & 2 \\
1 & 3 & 2 & 1 & 1
\end{array}\right)
$$

that has a member of each orbit of the action on rows and where the fixed run is implicitly given by the number of runs of the encoded array.

The above feature is explore in two ways. In the IP search (Section 5), we exploit both the semi- and quasi-cyclic to identify variables of the IP through simple additional linear constraints. In the heuristic methods (Section 6), we exploit (only) quasi-cyclic arrays to encode a bigger array into a smaller one - so instead of searching inside a search space of size $s^{N k}$, we search in one of size $s^{(N-\lambda) k /(s-1)}$.

### 3.3.3 Klein arrays

A Klein array is an array where we can permute non-cyclically the first four factors. A class of interest is that of semi-cyclic Klein arrays.

Definition 3.12. A Klein array is an array $A \in[s]^{N \times k}$ that has an automorphism, called the Klein automorphism of $A$, of the form

$$
[\operatorname{id} \mid(1,2)(3,4)] .
$$

A semi-cyclic Klein array is an array that is both semi-cyclic and Klein.
When acting on the runs of a Klein array, the Klein automorphism will have orbits of size one and two. This allows roughly to encode a Klein array into an array with half the number of runs.

Example 3.13. The array

$$
\left(\begin{array}{lllll}
1 & 1 & 2 & 3 & 2 \\
1 & 1 & 3 & 2 & 2 \\
1 & 1 & 3 & 2 & 3 \\
1 & 1 & 2 & 3 & 3 \\
1 & 3 & 2 & 1 & 1 \\
3 & 1 & 1 & 2 & 1 \\
1 & 2 & 3 & 1 & 1 \\
2 & 1 & 1 & 3 & 1
\end{array}\right)
$$

is a Klein quasi-cyclic array.
The above feature is exploited in the search of AOAs using IP (Section5), by identifying variables of the IP through simple additional linear constraints.

## 4 Overview of the Search/Construction Results

In this section, we report the results of our search through IP (Section 5) and heuristic methods (Section (6) as well as our algebraic constructions (Section 7). In general, we will focus on solving the MUP and MTP (Subsection 2.5) and SMUP and SMTP (Subsection (3.2) at strength $t=2$ for arrays with $N$ runs, $k$ factors and $s \leq 10$ levels such that:
(1) The index $\lambda=N / s^{2}$ is either 1 or 2 .
(2) There is an $O A(N, k-1, s, 2)$, but no known $O A(N, k, s, 2)$ (see [8, Ch. 6, III]).

For these arrays, we will report the arrays which among the ones we found/constructed have the best 1 -unbalance in Tables 3 and 6; the best 2-unbalance in Tables 4 and 7 ; and the best tolerance in Tables 5 and 8. We discuss our results regarding the unbalance in Subsection 4.1, and those regarding the tolerance in Subsection 4.2. We specify the used notation in Table 1, where in all tables, we specify in bold the dominating values.

Additionally, in Subsection 4.3, we compare the arrays that we found with respect to others found in the literature, such as those of [34], [55] and [43]. We do this comparison with respect to the tolerance and other non-orthogonality measures: $\mathcal{D}_{f}$ with $f(a)=a-\frac{s+1}{2}$ (Definition 2.20), $D_{1}, D_{2}$ (Definition 2.32), and CD, WD and MD (Definition 2.36) The discrepancy measures have been computed with the DiceDesign package 11 from R software [52]. We report these comparative results in Tables 10 and 11. Moreover, in Table 9 , we further report our comparative results against arrays with parameters beyond our initial consideration. We discuss these comparative results in Subsection 4.3. We specify the notation used in Table 2.

All the arrays, whose results we report, are available at the following repository:

> https://github.com/tonellicueto/AOAs

In each of the tables mentioned above, we mark in boldface the best value attained for the array.
Remark 4.1. All the searches, either through IP (Section 5) and heuristic methods (Section (6), were conducted in the ARINA computational cluster from SGI/IZO-SGIker at the University of the Basque Country [1]. In total, we run each of our searches up to a maximum of 100 Gb of memory and 72 hours of computation time. Because of this, the search has been limited to arrays with the number of runs, factors and levels that we have considered.

Remark 4.2. We note that the algebraic constructions (Section 7) produce arrays only for $s$ a prime power. Due to this, non-prime-power values of $s$ are missing from the tables regarding this methodology. However, this method, unlike the other two methods, produces infinite families of AOAs.

### 4.1 Results for the minimum unbalance (MUP and SMUP)

Tables 3 and 4 show the unbalance results for index $\lambda=1$. For $p=1$, we can see that IP produces the best arrays, which improve significantly the trivial constructions when $s$ is not

[^4]Table 1 Notation (Not.) for Tables 3, 4, 5, 6, 7, and 8

| Not. | Description | Ref. |
| :---: | :---: | :---: |
| $s$ | number of levels (symbols) | 2.1 |
| $k$ | number of factors (columns) | 2.1 |
| $\bar{U}$ | unbalance of the trivial construction (2.54) | 2.6 |
| $\bar{\epsilon}$ | tolerance of the trivial construction 2.53 | 2.6 |
| $\mathfrak{u}$ | unbalance of the found array | Def. 2.5 |
| e | tolerance of the found array | Def. 2.5 |
| st | solving status of the IP | 5 |
| $O P$ | the optimal solution has been found |  |
| $M L$ | the 100Gb memory limit has been exceeded |  |
| TL | the 72 hours time limit has been exceeded |  |
| ${ }^{i}$ | an OA with less than $k$ factors considered as input, design obtained with the DoE.base package 24 from R 52 the IP solution for alternative parameters configuration fully or partially considered as input |  |
| $G$ | the automorphism group | 3.3 |
| $[1 \mid r]$ | bi-cyclic automorphisms $[(1,2, \ldots, s) \mid(1,2, \cdots, r)]$ | 3.3.1 |
| $[a \mid \cdot]$ | quasi- and semi-cyclic automorphisms $[(a, a+1, \ldots, s) \mid \cdot]$ | 3.3.2 |
| $[\cdot \mid \mathrm{K}]$ | Klein automorphism [ $\cdot \mid(1,2)(3,4)]$ | 3.3 .3 |

Table 2 Notation (Not.) for Tables 9, 10 and 11

| Not. | Description | Ref. |
| :---: | :---: | :---: |
| $s$ | number of levels (symbols) | 2.1 |
| $k$ | number of factors (columns) | 2.1 |
| e | tolerance of the found array | Def. 2.5 |
| $\mathcal{D}_{f}$ | $\mathcal{D}$-value with respect $f$ | Def. 2.20 |
| $D_{1}$ | $D_{1}$-criterion | Def. 2.32 |
| $D_{2}$ | $D_{2}$-criterion | Def. 2.32 |
| $C D$ | centralized $L_{2}$-discrepancy | Def. 2.36 |
| $W D$ | wrap-around $L_{2}$-discrepancy | Def. 2.36 |
| $M D$ | mixture $L_{2}$-discrepancy | Def. 2.36 |
| Met. the methodology or source used for obtaining the results |  |  |
| IP | the Integer Programming model | 5 |
| BC | the two-stage local search heuristic for bi-cyclic AOAs (TSBC) | $\underline{6}$ |
| QC | the two-stage local search heuristic for quasi-cyclic AOAs (TSQC) | $\underline{6}$ |
| AC | the algebraic construction | 7 |
| Ke | array obtained from 34 |  |
| Ma | array obtained from $\overline{43}$ |  |
| CD | array obtained from 5 55 optimal with respect CD |  |
| WD | array obtained from 55 optimal with respect WD |  |

Table 3 Minimum unbalance results for $\lambda=1$ and $p=1$

| Instance$(s, k)$ | Bounds |  | Integer Programming |  |  |  | Heuristic |  |  | AC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{U}$ | $\bar{\epsilon}$ | $\mathfrak{u}$ | st | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ |
| $(2,4)$ | 4 | 1 | 4 | OP | 1 | [id $\mid \mathrm{K}]$ | 4 | 1 | $[1 \mid 2]$ | 4 | 1 |
| $(3,5)$ | 12 | 2 | 12 | OP | 2 | [id $\mid \mathrm{K}$ ] | 12 | 2 | $[1 \mid 3]$ | 18 | 1 |
| $(4,6)$ | 24 | 3 | 24 | OP | 3 | [id $\mid \mathrm{K}$ ] | 24 | 3 | [2\|id] | 48 | 1 |
| $(5,7)$ | 40 | 4 | 40 | OP | 4 | [2\|id] | 40 | 4 | $[1 \mid 5]$ | 100 | 1 |
| $(6,4)$ | 60 | 5 | 4 | OP | 1 | [3\|id] | 12 | 1 | $[1 \mid 3]$ | - | - |
| $(7,9)$ | 84 | 6 | 84 | TL | 6 | [2 \| id] | 84 | 6 | [2\|id] | 294 | 1 |
| $(8,10)$ | 112 | 7 | 112 | OP | 7 | [2 \| id] | 112 | 7 | [2\|id] | 448 | 1 |
| $(9,11)$ | 144 | 8 | 144 | $\mathrm{OP}^{i}$ | 8 | [id $\mid$ id] | 976 | 8 | [2\| id $]$ | 648 | 1 |
| $(10,5)$ | 180 | 9 | 36 | TL | 1 | $[2 \mid \mathrm{K}]$ | 36 | 1 | [2\|id] | - | - |

Table 4 Minimum unbalance results for $\lambda=1$ and $p=2$

| Instance$(s, k)$ | Bounds |  | Integer Programming |  |  |  | Heuristic |  |  | AC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{U}$ | $\bar{\epsilon}$ | $\mathfrak{u}$ | st | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ |
| $(2,4)$ | 4 | 1 | 4 | OP | 1 | [id $\mid$ K ] | 4 | 1 | $[1 \mid 2]$ | 4 | 1 |
| $(3,5)$ | 18 | 2 | 18 | OP | 1 | [id $\mid$ K ] | 18 | 1 | $[1 \mid 3]$ | 18 | 1 |
| $(4,6)$ | 48 | 3 | 48 | OP | 1 | [2\|id] | 48 | 3 | [2\|id] | 48 | 1 |
| $(5,7)$ | 100 | 4 | 100 | OP | 4 | [2 \| id] | 100 | 1 | $[1 \mid 5]$ | 100 | 1 |
| $(6,4)$ | 180 | 5 | 4 | OP | 1 | [3\|id] | 12 | 1 | $[1 \mid 3]$ | - | - |
| $(7,9)$ | 294 | 6 | 294 | $\mathrm{OP}^{j}$ | 6 | [2\|id] | 294 | 6 | [2\|id] | 294 | 1 |
| $(8,10)$ | 448 | 7 | 448 | $\mathrm{OP}^{j}$ | 7 | [2 \| id] | 448 | 7 | [2\| id] | 448 | 1 |
| $(9,11)$ | 648 | 8 | 648 | $\mathrm{ML}^{i}$ | 4 | [id $\mid$ id] | 1144 | 8 | [2\|id] | 648 | 1 |
| $(10,5)$ | 900 | 9 | 36 | $\mathrm{OP}^{i}$ | 1 | [2\| K ] | 36 | 1 | [2\|id] | - | - |

Table 5 Unbalance results for $\lambda=1$ and minimum tolerance $(\mathfrak{e}=1)$

| Instance$(s, k)$ | Integer Programming |  |  | Heuristic |  | AC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathfrak{u}$ | st | $G$ | $\mathfrak{u}$ | $G$ | u |
| $(2,4)$ | 4 |  | [id \| K] | 4 | $[1 \mid 2]$ | 4 |
| $(3,5)$ | 18 | OP | [id \| id] | 18 | $[1 \mid 3]$ | 18 |
| $(4,6)$ | 48 | TL | [id \| id ] | 60 | [2\|id] | 48 |
| $(5,7)$ | 128 | TL | [id \| id] | 100 | $[1 \mid 5]$ | 100 |
| $(6,4)$ | 4 | OP | [3\|id] | 12 | $[1 \mid 3]$ | - |
| $(7,9)$ | 576 | TL | [2\|id] | 336 | [2\|id] | 294 |
| $(8,10)$ | 1022 | TL | [2\|id] | 504 | [2\|id] | 448 |
| $(9,11)$ | 2272 | TL | [2\|id] | 1216 | [2\|id] | 648 |
| $(10,5)$ | 36 | TL | $[2 \mid \mathrm{K}]$ | 36 | [2\|id] | - |

a prime power and match them otherwise. For $p=2$, IP and the algebraic constructionthe latter only for $s$ a prime power-produce the best arrays. Although heuristic methods are not optimal, they turn out to be pretty competitive obtaining arrays comparable to those of IP in many cases.

Tables 6 and 7 show unbalance results for index $\lambda=2$. For both $p=1$ and $p=2$, algebraic constructions are the dominating method when $s$ a prime power. In general, IP produces the best search results, but the heuristic method seems to have an advantage for $s=10$. However, as Table 7 suggests, this is due to the fact that the symmetry group used for the IP search is more restrictive.

Regarding $p=2$ and $s$ prime power, we can see that the results in Tables 4 and 7 are optimal due to Corollary 2.12. In Table 4, this has further interest as the arrays obtained by IP search have non-trivial symmetries. We note that Corollary 2.12 applies to the arrays obtained through algebraic construction beyond the values shown in the table.

### 4.2 Results for the minimum tolerance (MTP and SMTP)

Tables 5 and 8 show the results for the minimum tolerance.
For the index $\lambda=1$, we have that that all methods produce arrays with the minimum tolerance: $\mathfrak{e}=1$. Because of this, Table 5 does not show the different tolerances. For $s$ a prime power, the algebraic construction produces the best unbalances dominating over the other two methodologies. Moreover, by Corollary 2.12, these unbalances are optimal. For $s$ not a prime power, IP produces the best results.

For the index $\lambda=2$, the heuristic methodology obtains the best tolerance. Since the optimal tolerance is not always one, Table 8 indicates both the 1-unbalance and 2 unbalance of the best tolerance array. In this way, we can see how the best unbalances are not necessarily achieved by the best tolerance AOAs.

### 4.3 Comparison with scientific literature

In Tables 9,10 and 11 , we show the comparison of our results with the ones in the literature. Tables 10 and 11 deal with the cases initially considered by us, while Table 9 handles two cases not initially considered by us.

In general, our methods outperform the existing results for $D_{1}$ and $D_{2}$. This fact is not surprising, since $D_{1}$ and $D_{2}$ are just scaled version of the unbalance (see Definition 2.32), which we are trying to optimize in our search for AOAs. Moreover, with the exception of $s=6$, Corollary 2.12 guarantees that the obtained arrays do not only have the best $D_{2}$, but the optimal $D_{2}$.

Regarding the $\mathcal{D}$-value (Definition 2.20 , which we consider for $f(a)=a-\frac{s+1}{2}$, and the discrepancy measures CD, WD and MD (Definition 2.36), our methods (particularly IP and the algebraic constructions) produce results almost identical to those of the literature, even if they might not outperform them. For the discrepancy measures, Theorem 2.40 together with Corollary 2.41 provide an explanation of this phenomenon. Corollary 2.41 guarantee that our arrays have optimal discrete discrepancy and Theorem 2.40 shows how this optimal discrete discrepancy leads to good values of CD, WD and MD. Moreover, in the case of $s=3$ and WD, this fully justify why the arrays with best optimal $D_{2}$ have also the best WD.

Table 6 Minimum unbalance results for $\lambda=2$ and $p=1$

| Instance$(s, k)$ | Bounds |  | Integer Programming |  |  |  | Heuristic |  |  | AC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{U}$ | $\bar{\epsilon}$ | $\mathfrak{u}$ | st | $\mathfrak{e}$ | $G$ | u | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ |
| $(2,8)$ | 8 | 2 | 8 | OP | 2 | [id \| K ] | 24 | 2 | $[1 \mid 2]$ | - | - |
| $(3,8)$ | 24 | 4 | 18 | OP | 1 | [id \\| id] | 24 | 4 | $[1 \mid 3]$ | 12 | 2 |
| $(4,10)$ | 48 | 6 | 32 | $\mathrm{OP}^{i}$ | 2 | [id \\| id] | 156 | 3 | [2\|id] | 32 | 2 |
| $(5,12)$ | 80 | 8 | 60 | $\mathrm{OP}^{i}$ | 3 | [id \\| id] | 472 | 8 | [2\|id] | 60 | 3 |
| $(6,8)$ | 120 | 10 | 48 | $\mathrm{OP}^{j}$ | 1 | [id \\| id] | 140 | 5 | [2\|id] | - | - |
| $(7,16)$ | 168 | 12 | 140 | $\mathrm{ML}^{i}$ | 5 | [id \\| id] | 2232 | 6 | [2\|id] | 140 | 5 |
| $(8,18)$ | 224 | 14 | 192 | $\mathrm{TL}^{i}$ | 6 | [id $\mid$ id] | 4102 | 7 | [2\|id] | 192 | 6 |
| $(9,20)$ | 288 | 16 | 1244 | $\mathrm{TL}^{i}$ | 10 | [id $\mid$ id] | 6896 | 8 | [2\|id] | 252 | 7 |
| $(10,11)$ | 360 | 18 | 3564 | $\mathrm{TL}^{j}$ | 9 | $[2 \mid \mathrm{K}]$ | 1386 | 2 | [2\|id] | - | - |

Table 7 Minimum unbalance results for $\lambda=2$ and $p=2$

| Instance$(s, k)$ | Bounds |  | Integer Programming |  |  |  | Heuristic |  |  | AC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{U}$ | $\bar{\epsilon}$ | $\mathfrak{u}$ | st | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ | $G$ | $\mathfrak{u}$ | $\mathfrak{e}$ |
| $(2,8)$ | 16 | 2 | 16 | OP | 1 | [id \\| id] | 48 | 1 | $[1 \mid 2]$ | - | - |
| $(3,8)$ | 72 | 4 | 18 | TL | 1 | [id $\mid$ id] | 54 | 2 | $[1 \mid 3]$ | 18 | 2 |
| $(4,10)$ | 192 | 6 | 64 | TL ${ }^{i}$ | 2 | [id \\| id] | 208 | 2 | $[1 \mid 4]$ | 64 | 2 |
| $(5,12)$ | 400 | 8 | 150 | $\mathrm{ML}^{i}$ | 3 | [id \| id] | 640 | 1 | $[1 \mid 5]$ | 150 | 3 |
| $(6,8)$ | 720 | 10 | 48 | $\mathrm{TL}^{i}$ | 1 | [id \\| id] | 144 | 1 | $[1 \mid 6]$ | - | - |
| $(7,16)$ | 1176 | 12 | 490 | $\mathrm{OP}^{j}$ | 5 | [id \\| id] | 2958 | 6 | [2\|id] | 490 | 5 |
| $(8,18)$ | 1792 | 14 | 768 | $\mathrm{OP}^{j}$ | 6 | [id \\| id] | 5362 | 7 | [2\|id] | 768 | 6 |
| $(9,20)$ | 2592 | 16 | 2102 | $\mathrm{TL}^{j}$ | 2 | [id $\mid$ id] | 9072 | 8 | [2\|id] | 1134 | 7 |
| $(10,11)$ | 3600 | 18 | 6668 | $\mathrm{OP}^{j}$ | 2 | $[2 \mid \mathrm{K}]$ | 1458 | 1 | [2\|id] | - | - |

Table 8 Unbalance results for $\lambda=2$ and minimum tolerance

| Instance | Integer Programming |  |  |  |  | Heuristic |  |  |  | AC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(s, k)$ | $\mathfrak{u}_{1}$ | $\mathfrak{u}_{2}$ | st | $\mathfrak{e}$ | $G$ | $\mathfrak{u}_{1}$ | $\mathfrak{U}_{2}$ | $\mathfrak{e}$ | $G$ | $\mathfrak{u}_{1}$ | $\mathfrak{U}_{2}$ | $\mathfrak{e}$ |
| $(2,8)$ | 16 | 16 | OP | 1 | [id \\| id] | 48 | 48 | 1 | $[1 \mid 2]$ | - | - | - |
| $(3,8)$ | 18 | 18 | OP | 1 | [id \| id ] | 66 | 66 | 1 | $[1 \mid 3]$ | 12 | 18 | 2 |
| $(4,10)$ | 410 | 410 | TL | 1 | [1\|id] | 224 | 224 | 1 | $[1 \mid 4]$ | 32 | 64 | 2 |
| $(5,12)$ | 160 | 238 | $\mathrm{OP}^{i}$ | 2 | [id \| id] | 640 | 640 | 1 | $[1 \mid 5]$ | 60 | 150 | 3 |
| $(6,8)$ | 48 | 48 | TL | 1 | [id \| id] | 144 | 144 | 1 | $[1 \mid 6]$ | - | - | - |
| $(7,16)$ | 588 | 880 | TL ${ }^{i}$ | 2 | [id \\| id] | 2716 | 3094 | 2 | $[1 \mid 7]$ | 140 | 490 | 5 |
| $(8,18)$ | 908 | 1366 | TL ${ }^{i}$ | 2 | [id \| id ] | 4912 | 5592 | 2 | $[1 \mid 8]$ | 192 | 768 | 6 |
| $(9,20)$ | 1408 | 2102 | $\mathrm{TL}^{i}$ | 2 | [id \| id] | 8352 | 9540 | 2 | $[1 \mid 9]$ | 252 | 1134 | 7 |
| $(10,11)$ | 3892 | 6668 | $\mathrm{OP}^{j}$ | 2 | $[2 \mid \mathrm{K}]$ | 1458 | 1458 | 1 | [2\|id] | - | - | - |

Table 9 Comparison results for instances in [34, 55] and 43

| $s$ | $k$ | $\lambda$ | $\mathfrak{e}$ | $\mathcal{D}_{f}$ | $D_{1}$ | $D_{2}$ | $C D$ | $W D$ | $M D$ | Met. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 8 | 1 | 2 | 0.8409 | 2.4286 | 2.5714 | 0.2242 | 1.5638 | 4.2253 | $\mathrm{Ke} 34$ |
|  |  |  | 2 | 0.0084 | 2.3571 | 2.5714 | 0.2351 | 1.5638 | 4.2667 | CD 55 |
|  |  |  | 2 | 0.0084 | 2.3571 | 2.5714 | 0.2351 | 1.5638 | 4.2667 | WD 55 |
|  |  |  | 1 | 0.0056 | 2.5714 | 2.5714 | 0.2392 | 1.5638 | 4.2908 | IP |
|  |  |  | 2 | 0.8660 | 1.7143 | 2.5714 | 0.2266 | 1.5638 | 4.2282 | IP |
|  |  |  | 2 | 0.0000 | 1.7143 | 2.5714 | 0.2443 | 1.5638 | 4.2936 | QC |
| 6 | 7 | 1 | 2 | 0.9775 | 6.6667 | 6.8571 | 0.0419 | 0.2206 | 0.4674 | Ma 43] |
|  |  |  | 2 | 0.9987 | 13.1429 | 13.6190 | 0.0359 | 0.2247 | 0.4548 | CD 55 |
|  |  |  | 1 | 0.9913 | 4.7619 | 4.7619 | 0.0391 | 0.2154 | 0.4507 | IP |
|  |  |  | 1 | 0.9935 | 4.7619 | 4.7619 | 0.0402 | 0.2209 | 0.4612 | QC |

Table 10 Comparison results for web uniform designs 55 and $\lambda=1$

| $s$ | $k$ | $\lambda$ | $\mathfrak{e}$ | $\mathcal{D}_{f}$ | $D_{1}$ | $D_{2}$ | $C D$ | $W D$ | $M D$ | Met. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | 1 | 1 | 0.9747 | 2.0000 | 2.0000 | 0.0773 | 0.3412 | 0.5246 | CD 55 |
|  |  | 1 | 2 | 0.8027 | 1.6000 | 1.8000 | 0.0841 | 0.3386 | 0.5323 | WD 55 |
|  |  | 1 | 1 | 0.9642 | 1.8000 | 1.8000 | 0.0814 | 0.3386 | 0.5298 | IP |
|  |  | 1 | 2 | 0.9441 | 1.2000 | 1.8000 | 0.0817 | 0.3386 | 0.5316 | IP |
|  |  | 1 | 2 | 0.0000 | 1.2000 | 1.8000 | 0.0869 | 0.3386 | 0.5375 | BC |
|  |  | 1 | 1 | 0.8706 | 1.8000 | 1.8000 | 0.0841 | 0.3386 | 0.5341 | AC |
| 4 | 6 | 1 | 1 | 1.0000 | 3.2000 | 3.2000 | 0.0603 | 0.3243 | 0.5439 | CD 55 |
|  |  | 1 | 1 | 0.9635 | 3.2000 | 3.2000 | 0.0652 | 0.3021 | 0.5371 | WD 55 |
|  |  | 1 | 1 | 0.9184 | 3.2000 | 3.2000 | 0.0703 | 0.3129 | 0.5599 | IP |
|  |  | 1 | 3 | 0.9283 | 1.6000 | 3.2000 | 0.0697 | 0.3145 | 0.5602 | IP |
|  |  | 1 | 3 | 0.0000 | 1.6000 | 3.2000 | 0.0771 | 0.3147 | 0.5690 | QC |
|  |  | 1 | 1 | 0.8270 | 3.2000 | 3.2000 | 0.0751 | 0.3143 | 0.5651 | AC |
| 5 | 7 | 1 | 2 | 0.9956 | 8.5714 | 8.8571 | 0.0516 | 0.3293 | 0.6845 | CD 55 |
|  |  | 1 | 4 | 0.9754 | 1.9048 | 4.7619 | 0.0583 | 0.3217 | 0.6952 | IP |
|  |  | 1 | 4 | 1.0000 | 1.9048 | 4.7619 | 0.0582 | 0.3279 | 0.7070 | BC |
|  |  | 1 | 1 | 0.9686 | 4.7619 | 4.7619 | 0.0612 | 0.3259 | 0.7057 | AC |
| 6 | 4 | 1 | 1 | 0.9999 | 2.6667 | 2.6667 | 0.0124 | 0.0454 | 0.0567 | CD 55 |
|  |  | 1 | 1 | 0.9999 | 0.6667 | 0.6667 | 0.0135 | 0.0452 | 0.0571 | IP |
|  |  | 1 | 1 | 0.9948 | 2.0000 | 2.0000 | 0.0131 | 0.0459 | 0.0578 | BC |

Table 11 Comparison results for web uniform designs 55 and $\lambda=2$

| $s$ | $k$ | $\lambda$ | $\mathfrak{e}$ | $\mathcal{D}_{f}$ | $D_{1}$ | $D_{2}$ | $C D$ | $W D$ | $M D$ | Met. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 8 | 2 | 2 | 0.9974 | 0.5714 | 0.6429 | 0.1492 | 1.2517 | 3.3878 | CD 55 |
|  |  | 2 | 2 | 0.9947 | 0.5714 | 0.6429 | 0.1522 | 1.2517 | 3.3936 | WD 55 |
|  |  | 2 | 1 | 0.9744 | 0.6429 | 0.6429 | 0.1545 | 1.2517 | 3.4052 | IP |
|  |  | 2 | 4 | 0.9647 | 0.8571 | 2.5714 | 0.1610 | 1.2962 | 3.5160 | BC |
|  |  | 2 | 1 | 0.9322 | 2.3571 | 2.3571 | 0.1614 | 1.2891 | 3.5009 | BC |
|  |  | 2 | 2 | 0.9920 | 0.4286 | 0.6429 | 0.1532 | 1.2517 | 3.3957 | AC |
| 4 | 10 | 2 | 2 | 0.9944 | 6.0444 | 6.8889 | 0.1588 | 1.7177 | 5.8851 | CD 55] |
|  |  | 2 | 2 | 0.9850 | 4.5778 | 4.6667 | 0.1693 | 1.6747 | 5.8821 | WD 55 |
|  |  | 2 | 1 | 0.9255 | 9.1111 | 9.1111 | 0.1907 | 1.7750 | 6.3064 | IP |
|  |  | 2 | 2 | 0.9906 | 0.7111 | 1.4222 | 0.1625 | 1.6286 | 5.7027 | IP |
|  |  | 2 | 3 | 0.8998 | 3.4667 | 4.9333 | 0.2052 | 1.7113 | 6.1255 | QC |
|  |  | 2 | 1 | 0.9441 | 4.9778 | 4.9778 | 0.1732 | 1.6993 | 5.9848 | BC |
|  |  | 2 | 2 | 0.9827 | 0.7111 | 1.4222 | 0.1668 | 1.6260 | 5.7239 | AC |
| 5 | 12 | 2 | 3 | 0.9965 | 14.3030 | 17.6667 | 0.1516 | 2.5771 | 12.6809 | CD 55] |
|  |  | 2 | 3 | 0.9958 | 0.9091 | 2.2727 | 0.1621 | 2.3661 | 12.1654 | IP |
|  |  | 2 | 8 | 0.9527 | 7.1515 | 14.7879 | 0.2162 | 2.6099 | 13.6464 | QC |
|  |  | 2 | 1 | 0.9533 | 9.6970 | 9.6970 | 0.1766 | 2.5171 | 13.0467 | BC |
|  |  | 2 | 3 | 0.9946 | 0.9091 | 2.2727 | 0.1601 | 2.3661 | 12.1637 | AC |
| 7 | 16 | 2 | 4 | 0.9978 | 35.5667 | 48.2167 | 0.2008 | 6.7195 | 62.7258 | CD 55] |
|  |  | 2 | 5 | 0.9921 | 1.1667 | 4.0833 | 0.2433 | 6.1279 | 59.9444 | IP |
|  |  | 2 | 6 | 0.9536 | 18.6000 | 28.3000 | 0.3330 | 6.8577 | 69.1272 | QC |
|  |  | 2 | 5 | 0.9990 | 1.1667 | 4.0833 | 0.2305 | 6.1482 | 60.3086 | AC |



Figure 2 Best normalized unbalances $\hat{\mathrm{U}}_{1,2}$ (left) and $\widehat{\mathrm{U}}_{2,2}$ (right) by $\lambda=1$ (top) and $\lambda=2$ (bottom)

### 4.4 Discussion

Figure 2 shows the comparable best results obtained with the integer programming (green), heuristics (orange) and algebraic construction (red) for the normalized unbalance (see A.2) for the precise formula) for $p=1$ (left) and $p=2$ (right), when $\lambda=1$ (top) and $\lambda=2$ (bottom), respectively. We use the normalized unbalance of (A.2) as it allows not only comparisons of the methods within the same parameters, but also across different choices of the parameters.

In general, the IP and the algebraic construction (with the exception of $\lambda=1$ and $p=1$ ) produce the arrays with the best normalized unbalances. However, in terms of scalability, the algebraic constructions outperform the IP search; therefore, we consider that exploring new algebraic constructions might be a promising direction for the future. However, we should not ignore that the heuristic methodology produced the best tolerances for $\lambda=2$. In this sense, each methodology seems to have an advantage at hand depending on what we want to optimize when searching/constructing arrays.

## 5 Integer Programming for Almost-Orthogonal Arrays

In this section, we will detail an integer programming formulation for obtaining AOAs. In the setting of OAs, IP has been successfully used to generate OAs 66, 7, 21, 22, 53, 57], relying on the techniques for symmetric IPs 44, 45, 46, 47]. For classical references regarding IP, see $41,50,61,62$ and references therein. The IP formulation here described has been executed under IBM ILOG CPLEX 20.1 optimization software using up to 8 threads 56].

### 5.1 IP modeling

Let us introduce the mathematical modelling of the Minimum Unbalance Problem (MUP), whose optimal solution is $A \in M_{N \times k}(S)$ an almost-orthogonal array $A O A(N, k, s, t, \epsilon)$ with $N=\lambda s^{t}$ runs, $k$ factors, $s$ levels, strength $t=2$, index $\lambda$ and tolerance $\epsilon$. Let us consider that the array $A$ contains the $\lambda s^{t}$ ordered combinations in the first $t$ columns. Let us define the following indices and sets:
$i \in \mathcal{I}:=\{1, \ldots, N\}$ denotes the run (or row);
$j \in \mathcal{J}:=\{t+1, \ldots, k\}$ denotes the factor (or column);
$c \in \mathcal{C}:=\left\{1, \ldots,\binom{k-t}{t}\right\}$ denotes the $t$-tuple column;
$m \in \mathcal{M}:=\{1, \ldots, s\}$ denotes the level (or symbol);
$l \in \mathcal{L}:=\left\{1, \ldots, s^{t}\right\}$ denotes the lexicographic position of the $\left(x_{1}, \ldots, x_{t}\right)$ combination.
Now, let us define the following variables:
$x_{i, j}^{m}$ is a binary variable, that takes value 1 if row $i$ and column $j$ takes value $m$;
$z_{i, c}^{l}$ is a binary variable, that takes value 1 if row $i$ and $t$-tuple column $c$ contains the $l$-th combination;
$\delta_{c}^{0, l}$ is an integer variable, such that the $t$-tuple column $c$ contains the $l$-th combination exactly $\lambda+\delta_{c}^{0, l}$ times. In other words, is the difference (positive or negative) between the frequency of the $l$-th combination and the index $\lambda$. For example, when index $\lambda=1$ and tolerance $\epsilon=1$, then, $\delta_{c}^{0, l}=-1$ if $t$-tuple column $c$ does not contain the $l$-th combination, $\delta_{c}^{0, l}=0$ if $t$-tuple column $c$ contains exactly once the $l$-th combination and $\delta_{c}^{0, l}=1$ if $t$-tuple column $c$ contains exactly twice the $l$-th combination.
$\delta^{1, m}$ is an integer variable, such that takes non null value if the condition that each level appears $\lambda s$ times along the runs is relaxed.
$\delta_{m^{\prime}, j}^{2, m}$ is an integer variable, such that takes non null value if the condition that each pair of columns $(1, j)$ contain all the $s^{t}$ combinations $\lambda$ times is relaxed.
$\delta_{m^{\prime}, j}^{3, m}$ is an integer variable, such that takes non null value if the condition that each pair of columns $(2, j)$ contain all the $s^{t}$ combinations $\lambda$ times is relaxed.

Then, the mathematical modelling of MUP, with $\mathcal{O}\left(s^{4} k^{2}\right)$ variables is as follows:

$$
\begin{align*}
& \min \quad \sum_{c \in \mathcal{C}, l \in \mathcal{L}}\left|\delta_{c}^{0, l}\right|^{p}+\sum_{m \in \mathcal{M}}\left|\delta^{1, m}\right|^{p}+\sum_{m, m^{\prime} \in \mathcal{M}, j \in \mathcal{J}}\left|\delta_{m^{\prime}, j}^{2, m}\right|^{p}+\left|\delta_{m^{\prime}, j}^{3, m}\right|^{p}  \tag{5.1a}\\
& \text { s.t. } \sum_{i \in \mathcal{I}} x_{i, j}^{m}=\lambda s, \quad \forall j \in \mathcal{J} \backslash\{|\mathcal{J}|\}, m \in \mathcal{M}  \tag{5.1b}\\
& \sum_{i \in \mathcal{I}} x_{i,|\mathcal{J}|}^{m}=\lambda s+\delta^{1, m}, \quad \forall m \in \mathcal{M}  \tag{5.1c}\\
& \sum_{m \in \mathcal{M}} x_{i, j}^{m}=1, \quad \forall i \in \mathcal{I}, \quad j \in \mathcal{J}  \tag{5.1d}\\
& \sum_{\ell=1}^{\lambda} \sum_{i=(\ell-1) s^{2}+\left(m^{\prime}-1\right) s+1}^{(\ell-1) s^{2}+m^{\prime} s} x_{i, j}^{m}=\lambda+\delta_{m^{\prime}, j}^{2, m}, \quad \forall j \in \mathcal{J}, m, m^{\prime} \in \mathcal{M}  \tag{5.1e}\\
& \sum_{\ell=1}^{\lambda} \sum_{i \in \mathcal{I}: i \equiv(\ell-1) s^{2}+m^{\prime}}(\bmod s)  \tag{5.1f}\\
& \sum_{l \in \mathcal{L}} l z_{i, c}^{l}=s \sum_{m \in \mathcal{M}} m x_{i, j_{1}}^{m}+\sum_{m \in \mathcal{M}} m x_{i, j_{2}}^{m}-s, \quad \forall i \in \mathcal{I}, c=\left(\delta_{m_{1}, j}^{3, m}, \quad \forall j \in \mathcal{J}, m, m^{\prime} \in \mathcal{M}\right.  \tag{5.1g}\\
& \sum_{l \in \mathcal{L}} z_{i, c}^{l}=1, \quad \forall i \in \mathcal{I}, c \in \mathcal{C}  \tag{5.1h}\\
& \sum_{i \in \mathcal{I}} z_{i, c}^{l}=\lambda+\delta_{c}^{0, l}, \quad \forall l \in \mathcal{L}, c \in \mathcal{C}  \tag{5.1i}\\
& x_{i, j}^{m}, z_{i, c}^{l} \in\{0,1\}, \quad \forall i \in \mathcal{I}, j \in \mathcal{J}, c \in \mathcal{C}, l \in \mathcal{L}, m \in \mathcal{M}  \tag{5.1j}\\
& \delta_{c}^{0, l}, \delta_{m^{\prime}, j}^{2, m}, \delta_{m^{\prime}, j}^{3, m} \in\{\max (-\lambda,-\epsilon), \ldots, \epsilon\}, \quad \forall j \in \mathcal{J}, c \in \mathcal{C}, l \in \mathcal{L}, m, m^{\prime} \in \mathcal{M}  \tag{5.1k}\\
& \delta^{1, m} \in\left\{-\lambda s, \ldots, \lambda s^{t}-\lambda s\right\}, \quad \forall m \in \mathcal{M} . \tag{5.11}
\end{align*}
$$

The objective function 5.1a minimizes the $p$-unbalance of $A$, where

$$
U_{p, 2}(A)=\sum_{c \in \mathcal{C}, l \in \mathcal{L}}\left|\delta_{c}^{0, l}\right|^{p}+\sum_{m, m^{\prime} \in \mathcal{M}, j \in \mathcal{J}}\left|\delta_{m^{\prime}, j}^{2, m}\right|^{p}+\left|\delta_{m^{\prime}, j}^{3, m}\right|^{p}
$$

Notice that $\delta_{c}^{0, l}, \delta_{m^{\prime}, j}^{2, m}$ and $\delta_{m^{\prime}, j}^{e, m}$ correspond to $n(A, x, c)-\lambda$, where $x$ is the $l$-th combination and $c$ is the $t$-tuple column, for $c=\left(j_{1}, j_{2}\right), c=\left(1, j_{2}\right)$ and $c=\left(2, j_{2}\right)$, respectively, $j_{1}, j_{2} \in \mathcal{J}$. The constraints (5.1b) guarantee that for each column, each level appears $\lambda s$ times along all the runs, but, at most, for the last column, whose condition is relaxed as stated in $\sqrt{5.1 \mathrm{c}}$, where each level can appear $\lambda s+\delta^{1, m}$ times. The constraints (5.1d) ensure that each cell has associated exactly one level. The constraints (5.1e) and (5.1f) enforce that the pair of columns $(1, j)$ and $(2, j)$, respectively, contain the $s^{t}$ combinations $\lambda+\delta_{m^{\prime}, j}^{2, m}$ or $\lambda+\delta_{m^{\prime}, j}^{3, m}$ times, respectively, $j \in \mathcal{J}$. The constraints 5.1g determine that for each row, any pair of columns $\left(j_{1}, j_{2}\right)$ corresponds to one combination from $S^{t}$. The constraints (5.1h) set that for each run, there is exactly one combination associated to each pair of columns ( $j_{1}, j_{2}$ ). The constraints (5.1i) ensure that for each pair of columns $\left(j_{1}, j_{2}\right)$, each potential combination can appear no times, once, twice, $\ldots$, or at most $\epsilon+\lambda$ times. (5.1j) contain the $0-1$ constraints and $(5.1 \mathrm{k})-(5.11)$ the integrality constraints.

Notice that once we solve the MUP, the cell $(i, j)$ of $A$ contains the symbol determined by the non-null variable of the vector $\left(x_{i, j}^{1}, \ldots, x_{i, j}^{k}\right)$, i.e., $a_{i, j}=\sum_{m} m x_{i, j}^{m}$. Moreover, if
objective function is equal to 0 , the MUP obtain an OA; otherwise, it can obtain an AOA when the problem is solved up to optimality or, on the contrary, an upper bound on the $\mathfrak{u}\left(\lambda s^{2}, k, 2, p\right)$ value. Note that MUP belongs to Integer Linear Programming for $p=1$ and Integer Quadratic Programming for $p=2$.

### 5.2 Exploiting symmetry

In order to reduce the search space, we restrict it to the symmetric arrays of Subsection 3.3. To do so, we adapt the previous modeling (5.1) to introduce symmetries in the resulting matrix with respect to symbols or columns as follows.

The constraints (5.2a)-5.2c) ensure the automorphism $[(\bar{m}, \ldots, s) \mid$ id $]$ that fix the symbols $\{1, \ldots, \bar{m}-1\}$ and permutes cyclically the symbols $\{\bar{m}, \ldots, s\}$, where $\bar{m} \in[s]$. For each run $i \in[N], \sigma_{\bar{m}}(i)$ is the corresponding next row, such that the prefixed automorphism follows. Note that for $\bar{m}=1$, the longest cycle is considered; for $\bar{m}=2$, a difference matrix can be obtained, see 49]; for $\bar{m}=s-1$, the smallest cycle is considered; and for $\bar{m}=s$, no symmetry is considered.

$$
\begin{array}{lr}
x_{i, j}^{m}=x_{\sigma_{\bar{m}}(i), j}^{m}, & \forall i, j, \forall m \in\{1, \ldots, \bar{m}-1\} \\
x_{i, j}^{m}=x_{\sigma_{\bar{m}}^{m}(i), j}^{m+1}, & \forall i, j, \forall m \in\{\bar{m}, \ldots, s-1\} \\
x_{i, j}^{s}=x_{\sigma_{\bar{m}}(i), j}^{m}, & \forall i, j \tag{5.2c}
\end{array}
$$

Additionally, for the instances with more than three factors, $k \geq 4$, we can consider, simultaneously or not, the automorphism $[\mathrm{id} \mid(1,2)(3,4)]$, that is, the symmetry that permutes the pair of columns $(1,2)$ and $(3,4)$. The constraints (5.3a)- (5.3b) ensure that symmetry. For each run $i \in[N], \sigma_{0}(i)$ is the corresponding next row, such that the previous symmetry follows.

$$
\begin{array}{lr}
x_{i, 3}^{m}=x_{\sigma_{0}(i), 4}^{m}, & \forall i, m \\
x_{i, 4}^{m}=x_{\sigma_{0}(i), 3}^{m}, & \forall i, m \\
x_{i, k}^{m}=x_{\sigma_{0}(i), k}^{m}, & \forall i, m, \forall k>4 \tag{5.3c}
\end{array}
$$

In section 4. the obtained AOA results with this IP methodology are shown and the detailed symmetries are shown in $G$ columns in the corresponding tables.

## 6 Heuristic Methods for Almost-Orthogonal Arrays

Heuristic methods are uncommon for the search of OAs, being the only exception the use of genetic algorithms for the search for binary orthogonal arrays [48]. In the context of AOAs, heuristic methods are more common, since to successfully solve the underlying combinatorial optimization problem we don't need to fully minimize the objective function. In this setting, the so-called threshold-accepting heuristics of Ma, Fang and Liski [43] is the more common one, having been used extensively in the context of quadrature discrepancy measures (16, 18, 19, 20, 34.

In our search, we use local search meta-heuristics [31, 32, 33] based on a local version of Pareto fronts. This leads to a whole family of heuristic algorithms, which are competitive in many of the considered cases.

### 6.1 Local Pareto Fronts

In a metric space ( $\mathbb{X}$, dist), we want to optimize ('minimize') the multi-objective continuous cost function

$$
f: \mathbb{X} \rightarrow \mathbb{R}^{m}
$$

This problem induces a partial order $\preccurlyeq_{f}$ on $\mathbb{X}$ given by the component-wise partial order of the $f$-values, i.e.,

$$
\begin{equation*}
x \preccurlyeq_{f} y \text { if and only if } f(x) \leq f(y) \tag{6.1}
\end{equation*}
$$

where the right-hand side ' $\leq$ ' is the component-wise order which satisfies $f(x) \leq f(y)$ if and only if for all $i, f_{i}(x) \leq f_{i}(y)$.

In general, finding the $f$-optimal solution to this problem is the same as finding the minimum element in $\mathbb{X}$ with respect $\preccurlyeq_{f}$. However, in general, we cannot expect such a minimum to exist. The existence of trade-offs between the different components of $f$ leads to the definition of Pareto front.

Definition 6.1. A Pareto front of $f$ in $\mathbb{X}$ is a set $F \subset \mathbb{X}$ such that for all $x \in \mathbb{X}$, there is $x_{*} \in F$ such that $x_{*} \preccurlyeq_{f} x$, i.e., $f\left(x_{*}\right) \leq f(x)$.

Unfortunately, being a Pareto set is a global property. To make it local, we only require for $F$ to be a Pareto front in its $r$-neighborhood $\mathcal{U}(F, r):=\{x \in \mathbb{X} \mid \operatorname{dist}(x, F) \leq r\}$.

Definition 6.2. A local Pareto front of $f$ in $(\mathbb{X}$, dist) with radius $r$ is a set $F \subset \mathbb{X}$ such that $F$ is a Pareto front of $f$ in its $r$-neighborhood $\mathcal{U}(F, r)$.

Using the notion of local Pareto fronts, we can design heuristic algorithms for finding local Pareto fronts with radius $r$ in discrete spaces as follows:

```
Algorithm 6.1: Local Pareto Front Heuristic
    repeat
        while \(F\) unchanged do
            take \(u \in \mathcal{U}(F, r) \quad / /\) We loop over the elements of \(\mathcal{U}(F, r)\)
            if for all \(x \in F, f(x) \leq f(u)\) then
                    Do nothing // \(u\) is not a new minimal element
            else
                    \(F \leftarrow F \cup\{u\} \quad / / u\) is a new minimal element, add it
                /* Removal of non-minimal elements after adding \(u\) */
                for \(x \in F\) do
                if \(f(u) \leq f(x)\) then
                    \(F \leftarrow F \backslash\{x\} \quad / / x\) is not minimal anymore, remove it
    until \(F\) unchanged
```

In many practical situations, $\mathbb{X}$ will take the form of the space of sequences of length $\ell$ over a certain finite alphabet $S$ and dist will be the Hamming distance H given by the number of positions that differ. In this way, looping over $\mathcal{U}(F, r)$ will be the same as looping over those sequences obtained from those of $F$ with at most $r$ changes. It is common then to loop first over all those sequences obtained with one change, then over all sequences obtained with two changes, and so on.

However, we should not assume that the setting of sequences above is the only one with practical interest. For example, we might consider as our search space a (weighted) graph with its corresponding geodesic metric.

### 6.2 Local Pareto Fronts in the context of AOAs

In the setting of AOAs, we will search over the space of $N \times k$ arrays with symbols in the finite set $S$ of size $s, S^{N \times k}$, using as distance the Hamming distance - recall that, in some sense, an array is just a sequence written in the form of a table. We will consider mainly the multi-objective cost function

$$
\begin{equation*}
A \mapsto\left(\mathrm{U}_{p, 2}(A), \operatorname{Tol}_{2}(A)\right) \tag{6.2}
\end{equation*}
$$

for $p=1$ and $p=2$, constructing this way a local Pareto front for the $p$-unbalance and the tolerance. To initialize the algorithm, we use a singleton with a randomly generated array.

A priori, we could consider our heuristic algorithms for any $r$. However, from our practical computations, we have that these algorithms are not competitive for $r \neq 2$. If $r<2$, then the algorithms terminates but it does not produce competitive outputs; and if $r>2$, then the algorithm does not terminate at all—within the considered time limit of 72 hours in the used computational cluster. Hence we limit ourselves to the case $r=2$. We refer to this as Two-Stage Local Search (TS) since the search occurs in two stages: a first stage in which we loop over all arrays obtained by one change, and a second stage in which we loop over all arrays obtained by two changes.
Remark 6.3. Observe that, for $r \in \mathbb{N}$, the size of an $r$-ball in $\left(S^{\ell}, \mathrm{H}\right)$ is

$$
\begin{equation*}
\sum_{k=0}^{r}\binom{\ell}{k}\left(s^{\ell}-1\right)^{k} \tag{6.3}
\end{equation*}
$$

Hence we should expect the size of the $r$-neighborhood to be exponential in $r$. In the particular case $r=2$, we have

$$
\begin{equation*}
1+\ell\left(s^{\ell}-1\right)+\binom{\ell}{2}\left(s^{\ell}-1\right)^{2} \sim \ell^{2} s^{2 \ell} \tag{6.4}
\end{equation*}
$$

### 6.3 Exploiting symmetry

In order to reduce the search space, we can restrict ourselves to the symmetric arrays introduced in Subsection 3.3 with which we reduce the search space significantly. As said in this subsection, for the heuristic method, we focus on two kinds of symmetric arrays: the bi-cyclic (TSBC or, simply, BC) and the quasi-cyclic (TSQC, or, simply, QC).

From Subsection 3.3 , we have that TSBC and TSQC will run faster as they significantly reduce the size of the considered arrays. In this way, the size of the neighborhoods that appears during the execution of the search is significantly smaller-by the above remark, the dependence of the size of Hamming 2-balls on the size of the array is roughly exponential.

## 7 Algebraic Construction of Almost-Orthogonal Arrays

To construct optimal orthogonal arrays with an odd primer power number of level sets, constructions rely on finite fields. To do this, there are three main constructions: Bush construction [25, §3.2], the Addelman-Kempthorne construction [25, §3.3] and the RaoHamming construction [25, §3.4].

In this section, we will use the variations of the Addelman-Kempthorne construction to show the following two theorems. The first one covers the case of index one and the second one the case of index two. The constructions are given after the theorems and the proofs can be found in Appendix B.
Theorem 7.1. Let $s$ be a prime power and $\tilde{\kappa} \leq s \frac{s^{\ell-1}-1}{s-1}$ and $\ell \geq 2$ positive integers. There is an array $A \in M_{s^{\ell} \times \frac{s^{\ell}-1}{s-1}+\tilde{\kappa}}(\{1, \ldots, s\})$ with $s^{\ell}$ runs, $\frac{s^{\ell}-1}{s-1}+\tilde{\kappa}$ factors and $s$ levels such that:
(0) $A$ is an $O A$ of strength one.
(1a) The first $\frac{s^{\ell}-1}{s-1}$ columns of $A$ form an $O A$ of strength two.
(1b) The last $\tilde{\kappa}$ columns of $A$ form an $O A$ of strength two.
(2) The tolerance of strength two of $A$ satisfies:

$$
\begin{equation*}
\operatorname{Tol}_{2}(A)=s^{\ell-2} \tag{7.1}
\end{equation*}
$$

(3) For every $p \in[1, \infty)$,

$$
\begin{equation*}
\mathrm{U}_{p, 2}(A)=\tilde{\kappa} s^{2}(s-1) s^{(\ell-2) p} . \tag{7.2}
\end{equation*}
$$

Theorem 7.2. Let $s>2$ be a prime power and $\tilde{\kappa} \leq s-1$ and $\ell \geq 2$ positive integers. There is an array $A \in M_{2 s^{\ell} \times 2 \frac{s^{\ell}-1}{s-1}-1+\tilde{\kappa}}(\{1, \ldots, s\})$ with $2 s^{\ell}$ runs, $2 \frac{s}{\ell}-1_{s-1}^{s-1+\tilde{\kappa} \text { factors and }}$ $s$ levels such that:
(0) $A$ is an $O A$ of strength one.
(1a) The first $\frac{2 s^{\ell}-1}{s-1}-1$ columns of $A$ form an $O A$ of strength two.
(1b) If we remove the first column of $A$ and any of the $\tilde{\kappa}-1$ last columns of $A$, we have an $O A$ of strength two.
(2) The tolerance of strength two of $A$ satisfies:

$$
\begin{equation*}
\operatorname{Tol}_{2}(A)=\max \{2,(s-2)\} s^{\ell-2} \tag{7.3}
\end{equation*}
$$

(3) For every $p \in[1, \infty)$,

$$
\begin{equation*}
\mathrm{U}_{p, 2}(A)=\binom{\tilde{\kappa}+1}{2} 2 s(s-2)\left((s-2)^{p-1}+2^{p-1}\right) s^{(\ell-2) p} . \tag{7.4}
\end{equation*}
$$

Remark 7.3. We exclude the case $s=2$ from Theorem 7.2, since we get an OA in that case.

Remark 7.4. For $p=2$ and $\ell=2$, Theorem 7.1 attains the optimal lower bound of Corollary 2.12 for any choice of $\tilde{\kappa}$ and Theorem 7.2 does so too for $\tilde{\kappa}=1$. Hence, for these parameters, the AOAs of Theorems 7.1 and 7.2 (Constructions $7.5,7.6$ and 7.7 ) are optimal.

In what follows, $s$ will be a prime power, $\mathbb{F}_{s}$ will denote the finite field with $s$ elements, and $\ell$ and $\tilde{\kappa}$ fixed as in the statement of the theorem. Also, we will denote vectors of $\mathbb{F}_{s}^{\ell}$ as $(x, y)$ with $x \in \mathbb{F}_{s}$ and $y \in \mathbb{F}_{s}^{\ell-1}$, and we will use the notation

$$
\begin{equation*}
\gamma^{T} y:=\sum_{i=1}^{\ell-1} \gamma_{i} y_{i} \tag{7.5}
\end{equation*}
$$

for $\gamma, y \in \mathbb{F}_{s}^{\ell-1}$. Now, we can provide the constructions for Theorems 7.1 and 7.2 .
Construction 7.5 (Addelman-Kempthorne half-construction). Take a subset

$$
\Gamma \subset \mathbb{F}_{s}^{\ell-1}
$$

maximal with respect the property that every two elements in $\Gamma$ are $\mathbb{F}_{s}$-linearly independent, i.e., every $\mathbb{F}_{s}$-linear line in $\mathbb{F}_{s}^{\ell-1}$ is spanned by one and only one element in $\Gamma$.

On the one hand, consider the array $L \in M_{s^{\ell} \times 1+s \frac{s^{\ell-1}-1}{s-1}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns indexed by the disjoint union of $\{*\}$ and $\mathbb{F}_{s} \times \Gamma$, given by

$$
L_{(x, y), z}= \begin{cases}x, & \text { if } z=*  \tag{7.6}\\ a x+\gamma^{T} y, & \text { if } z=(a, \gamma) \in \mathbb{F}_{s} \times \Gamma\end{cases}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $z \in\{*\} \sqcup \mathbb{F}_{s} \times \Gamma$.
On the other hand, consider the array $Q \in M_{s^{\ell} \times \tilde{\kappa}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns by a subset $\Xi \subseteq \mathbb{F}_{s} \times \Gamma$ of size $\tilde{\kappa}$, given by

$$
\begin{equation*}
Q_{(x, y),(\beta, \gamma)}=x^{2}+\beta x+\gamma^{T} y \tag{7.7}
\end{equation*}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $(\beta, \gamma) \in \Xi \subset \mathbb{F}_{s} \times \Gamma$.
The array

$$
A=\left(\begin{array}{ll}
L & Q \tag{7.8}
\end{array}\right) \in M_{s^{\ell} \times \frac{s^{\ell}-1}{s-1}+\tilde{\kappa}}\left(\mathbb{F}_{s}\right)
$$

satisfies the claims of Theorem 7.1.
Construction 7.6 (Extension of Addelman-Kempthorne for odd $s$ ). Take a nonsquare $\omega \in \mathbb{F}_{s}$ and a subset

$$
\begin{equation*}
\Gamma \subset \mathbb{F}_{s}^{\ell-1} \tag{7.9}
\end{equation*}
$$

maximal with respect the property that every two elements in $\Gamma$ are $\mathbb{F}_{s}$-linearly independent, as we did in the construction above.

First, consider the arrays $L, \tilde{L} \in M_{s^{\ell} \times 1+s \frac{s^{\ell-1}-1}{s-1}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns indexed by the disjoint union of $\{*\}$ and $\mathbb{F}_{s} \times \Gamma$, given by

$$
L_{(x, y), z}= \begin{cases}x, & \text { if } z=*  \tag{7.10}\\ a x+\gamma^{T} y, & \text { if } z=(a, \gamma) \in \mathbb{F}_{s} \times \Gamma\end{cases}
$$

and

$$
\tilde{L}_{(x, y), z}= \begin{cases}x, & \text { if } z=*  \tag{7.11}\\ a x+\gamma^{T} y+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}, & \text { if } z=(a, \gamma) \in \mathbb{F}_{s} \times \Gamma\end{cases}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $z \in\{*\} \sqcup \mathbb{F}_{s} \times \Gamma$.
Second, consider the arrays $Q, \tilde{Q} \in M_{s^{\ell} \times \tilde{\kappa}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns by $\mathbb{F}_{s} \times \Gamma$, given by

$$
\begin{equation*}
Q_{(x, y),(\beta, \gamma)}=(x-\beta)^{2}+\gamma^{T} y \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{Q}_{(x, y),(\beta, \gamma)}=\omega(x-\beta)^{2}+\gamma^{T} y \tag{7.13}
\end{equation*}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $(\beta, \gamma) \in \mathbb{F}_{s} \times \Gamma$.
Third, consider the arrays $E, \tilde{E} \in M_{s^{\ell} \times \tilde{\kappa}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns by a subset $\Xi \subset\left(\mathbb{F}_{s} \backslash 0\right) \times\left\{\beta_{0}\right\} \subset\left(\mathbb{F}_{s} \backslash 0\right) \times \mathbb{F}_{s}$, for some $\beta_{0} \in \mathbb{F}_{s}$, given by

$$
\begin{equation*}
E_{(x, y),(a, \beta)}=(x-\beta)^{2}-a x \tag{7.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{E}_{(x, y),(a, \beta)}=\omega(x-\beta)^{2}-a x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4} \tag{7.15}
\end{equation*}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $(a, \beta) \in \Xi \subset\left\{\left(a, \beta_{0}\right) \in \mathbb{F}_{s}^{2} \mid a \neq 0\right\}$.
The array

$$
A=\left(\begin{array}{ccc}
L & Q & E  \tag{7.16}\\
\tilde{L} & \tilde{Q} & \tilde{E}
\end{array}\right) \in M_{2 s^{\ell} \times 2 \frac{s^{\ell}-1}{s-1}-1+\tilde{\kappa}}\left(\mathbb{F}_{s}\right)
$$

satisfies the claims of Theorem 7.2 for odd $s$.
Construction 7.7 (Extension of Addelman-Kempthorne for even $s$ ). Take $\zeta \in \mathbb{F}_{s}$ such that $\zeta^{s / 2} \neq \zeta$ (i.e., $\zeta \notin \mathbb{F}_{s / 2}$ when $s>2$ ) and a subset of

$$
\begin{equation*}
\Gamma \subset \mathbb{F}_{s}^{\ell-1} \tag{7.17}
\end{equation*}
$$

maximal with respect the property that every two elements in $\Gamma$ are $\mathbb{F}_{s}$-linearly independent, as we did in the construction above.

First, consider the arrays $L, \tilde{L} \in M_{s^{\ell} \times 1+s^{\frac{\varepsilon^{\ell-1-1}}{s-1}}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns indexed by the disjoint union of $\{*\}$ and $\mathbb{F}_{s} \times \Gamma$, given by

$$
L_{(x, y), z}= \begin{cases}x, & \text { if } z=*  \tag{7.18}\\ a x+\gamma^{T} y, & \text { if } z=(a, \gamma) \in \mathbb{F}_{s} \times \Gamma\end{cases}
$$

and

$$
\tilde{L}_{(x, y), z}= \begin{cases}x, & \text { if } z=*  \tag{7.19}\\ a x+\gamma^{T} y+a^{2} \zeta, & \text { if } z=(a, \gamma) \in \mathbb{F}_{s} \times \Gamma\end{cases}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $z \in\{*\} \sqcup \mathbb{F}_{s} \times \Gamma$.
Second, consider the arrays $Q, \tilde{Q} \in M_{s^{\ell} \times \tilde{\kappa}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns by $\mathbb{F}_{s} \times \Gamma$, given by

$$
\begin{equation*}
Q_{(x, y),(\beta, \gamma)}=x^{2}+\beta x+\gamma^{T} y \tag{7.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{Q}_{(x, y),(\beta, \gamma)}=x^{2}+\beta x+\gamma^{T} y+\beta^{2} \zeta \tag{7.21}
\end{equation*}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $(\beta, \gamma) \in \mathbb{F}_{s} \times \Gamma$.
Third, consider the arrays $E, \tilde{E} \in M_{s^{\ell} \times \tilde{\kappa}}\left(\mathbb{F}_{s}\right)$, with rows indexed by $\mathbb{F}_{s}^{\ell}$ and columns by a subset $\Xi \subset \mathbb{F}_{s} \backslash 0$ of size $\tilde{\kappa}$ given by

$$
\begin{equation*}
E_{(x, y), \delta}=x^{2}+\delta x \tag{7.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{E}_{(x, y), \delta}=x^{2}+\delta x+\delta^{2} \zeta \tag{7.23}
\end{equation*}
$$

where $(x, y) \in \mathbb{F}_{s} \times \mathbb{F}_{s}^{\ell-1} \cong \mathbb{F}_{s}^{\ell}$ and $\delta \in \Xi \subset \mathbb{F}_{s} \backslash 0$.
The array

$$
A=\left(\begin{array}{ccc}
L & Q & E  \tag{7.24}\\
\tilde{L} & \tilde{Q} & \tilde{E}
\end{array}\right) \in M_{2 s^{\ell} \times 2 \frac{s^{\ell}-1}{s-1}-1+\tilde{\kappa}}\left(\mathbb{F}_{s}\right)
$$

satisfies the claims of Theorem 7.2 for even $s$.
Recall that the proofs of Theorems 7.1 and 7.2 are in Appendix B.
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## A Proofs for Section 2 and Section 3

Proof of Proposition 2.4. By its definition, $n(A, x, j)$ counts the number of times that $x \in S^{t}$ appears as a row in $A[j]:=A\left[j_{1}, \ldots, j_{t}\right]$. Hence

$$
\begin{equation*}
\sum_{x \in S^{t}} n(A, x, j)=N \tag{A.1}
\end{equation*}
$$

since $A[j]$ has $N$ rows. Now, $A$ is an OA if and only if for every $j$, all the $n(A, x, j)$ are equal. Since there are $s^{t}$ possible $x \in S^{t}$, the latter happens if and only if the value equals $N / s^{t}$.

Proof of Proposition 2.7. If $A$ is an OA, then for all $j \in T_{t, k}$ and $x \in S^{t}, n(A, x, j)=N / s^{t}$ and so $\mathrm{U}_{p, t}(A)=\operatorname{Tol}_{t}(A)=0$. Now, if $A$ is not an OA, then for some $j \in T_{t, k}$ and $x \in S^{t}$, $\left|n(A, x, j)-N / s^{t}\right|>0$, and so

$$
\mathrm{U}_{p, t}(A) \geq\left|n(A, x, j)-N / s^{t}\right|^{p}>0 \text { and } \operatorname{Tol}_{t}(A) \geq\left|n(A, x, j)-N / s^{t}\right|>0
$$

Hence none of them is zero if $A$ is not an OA.

Proof of Proposition 2.8. Consider the quantity

$$
\widehat{\mathrm{U}}_{p, t}(A):= \begin{cases}\operatorname{Tol}_{t}(A) & \text { if } p=\infty  \tag{A.2}\\ \left(\frac{\mathrm{U}_{p, t}(A)}{s^{t}\left(\frac{1}{k}\right)}\right)^{\frac{1}{p}} & \text { if } p \in[1, \infty)\end{cases}
$$

We can easily see that $\widehat{\mathrm{U}}_{p, t}(A)$ is a $p$-mean of the $\left|n(A, x, j)-N / s^{t}\right|$. Hence the bounds follow from the usual inequalities between $p$-means.

Proof of Theorem 2.9. We include this proof only for completeness. We follow the proof of 18, Lemma 3.1], which is an application of double counting. Fix the array $A \in S^{N \times k}$. For $r \in[N], j \in[k]$ and $x \in S$, consider the numbers

$$
z_{r, j}(x)= \begin{cases}1 & \text { if } A_{r, j}=x  \tag{A.3}\\ 0 & \text { if } A_{r, j} \neq x\end{cases}
$$

Then we have that

$$
\begin{equation*}
\mathrm{H}^{\perp}(A ; r, \tilde{r})=\sum_{j \in[k]} \sum_{x \in S} z_{r, j}(x) z_{\tilde{r}, j}(x) \tag{A.4}
\end{equation*}
$$

and that

$$
\begin{equation*}
\binom{\mathrm{H}^{\perp}(A ; r, \tilde{r})}{t}=\sum_{j \in T_{t, k}} \sum_{x \in S^{t}} z_{r, j_{1}}\left(x_{1}\right) z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{r, j_{t}}\left(x_{t}\right) z_{\tilde{r}, j_{t}}\left(x_{t}\right) . \tag{A.5}
\end{equation*}
$$

To see this, note that $z_{r, j_{1}}\left(x_{1}\right) z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{r, j_{t}}\left(x_{t}\right) z_{\tilde{r}, j_{t}}\left(x_{t}\right)=1$ if and only if the $r$ th and $\tilde{r}$ th runs of $A[j]$ equal $x$. Therefore $\sum_{x \in S^{t}} z_{r, j_{1}}\left(x_{1}\right) z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{r, j_{t}}\left(x_{t}\right) z_{\tilde{r}, j_{t}}\left(x_{t}\right)=1$ if the $r$ th and $\tilde{r}$ th runs of $A[j]$ are equal, i.e., if $j$ corresponds to a subset of the factors where the $r$ th and $\tilde{r}$ th runs of $A$ agree.

Now, we also have that

$$
\begin{aligned}
\mathrm{U}_{2, t}(A) & =\sum_{x \in S^{t}} \sum_{j \in T_{t, k}}\left|n(A, x, j)-N / s^{t}\right|^{2} \\
& =\sum_{x \in S^{t}} \sum_{j \in T_{t, k}} n(A, x, j)^{2}-2 \sum_{x \in S^{t}} \sum_{j \in T_{t, k}} n(A, x, j) \frac{N}{s^{t}}+\sum_{x \in S^{t}} \sum_{j \in T_{t, k}}\left(\frac{N}{s^{t}}\right)^{2} \\
& =\sum_{x \in S^{t}} \sum_{j \in T_{t, k}} n(A, x, j)^{2}-2\binom{k}{t} N \frac{N}{s^{t}}+s^{t}\binom{k}{t}\left(\frac{N}{s^{t}}\right)^{2} \\
& =\sum_{x \in S^{t}} \sum_{j \in T_{t, k}} n(A, x, j)^{2}-\binom{k}{t} \frac{N^{2}}{s^{t}}
\end{aligned}
$$

where, in the fourth equality, we have used that for $j \in T_{t, k}, \sum_{x \in S^{t}} n(A, x, j)=N$. Hence, we only need to show that

$$
\begin{equation*}
\sum_{x \in S^{t}} \sum_{j \in T_{t, k}} n(A, x, j)^{2}=\sum_{r, \tilde{r}} \sum_{j \in T_{t, k}} \sum_{x \in S} z_{r, j_{1}}\left(x_{1}\right) z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{r, j_{t}}\left(x_{t}\right) z_{\tilde{r}, j_{t}}\left(x_{t}\right) . \tag{A.6}
\end{equation*}
$$

But, for each $x \in S^{t}$ and $j \in T_{t, k}$,

$$
\sum_{r, \tilde{r}} z_{r, j_{1}}\left(x_{1}\right) z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{r, j_{t}}\left(x_{t}\right) z_{\tilde{r}, j_{t}}\left(x_{t}\right)=\sum_{r, \tilde{r}}\left(z_{r, j_{1}}(x) \cdots z_{r, j_{t}}\left(x_{t}\right)\right)\left(z_{\tilde{r}, j_{1}}\left(x_{1}\right) \cdots z_{\tilde{r}, j_{t}}\left(x_{t}\right)\right)
$$

$$
\begin{aligned}
& =\left(\sum_{r} z_{r, j_{1}}(x) \cdots z_{r, j_{t}}\left(x_{t}\right)\right)^{2} \\
& =n(A, x, j)^{2}
\end{aligned}
$$

since $z_{r, j_{1}}(x) \cdots z_{r, j_{t}}\left(x_{t}\right)=1$ if and only if the $r$ th run of $A[j]$ is $x$, meaning we are counting the runs of $A[j]$ equal to $x$. Hence the desired identity follows.

Proof of Corollary 2.11. This is a consequence of [39, Lemma 2] applied to

$$
\begin{equation*}
U_{2,2}(A)=2 \sum_{(r, \tilde{r}) \in T_{2, \lambda s^{2}}}\binom{\mathrm{H}^{\perp}(A ; r, \tilde{r})}{2}-\lambda(\lambda-1) s^{2}\binom{k}{2}, \tag{A.7}
\end{equation*}
$$

and noting that $\sum_{(r, \tilde{r}) \in T_{2, \lambda s^{2}}} \mathrm{H}^{\perp}(A ; r, \tilde{r})=\frac{1}{2} \mathrm{U}_{2,1}(A)+\binom{\lambda s^{2}}{2} k$. The right-hand side first sum is lower bounded by

$$
\begin{equation*}
\min \left\{\left.2 \sum_{(r, \tilde{r}) \in T_{2, N \lambda s^{2}}}\binom{h_{r, \tilde{r}}}{2} \right\rvert\, h_{r, \tilde{r}} \in \mathbb{Z} \text { and } \sum_{(r, \tilde{r}) \in T_{2, \lambda s^{2}}} h_{r, \tilde{r}}=\frac{1}{2} \mathrm{U}_{2,1}(A)+\binom{\lambda s^{2}}{2} k\right\} \tag{A.8}
\end{equation*}
$$

with equality if and only if, for

$$
\begin{equation*}
\tilde{\gamma}=\frac{\mathrm{U}_{1,2}(A)}{\lambda s^{2}\left(\lambda s^{2}-1\right)}+\gamma \tag{A.9}
\end{equation*}
$$

there is a subset $R \subset T_{N, 2}$ of size $\binom{N}{2}(1+\lfloor\tilde{\gamma}\rfloor-\tilde{\gamma})$ such that for $(r, \tilde{r}) \in R, \mathrm{H}^{\perp}(r, \tilde{r})=\lfloor\tilde{\gamma}\rfloor$ and for $(r, \tilde{r}) \in T_{N, 2} \backslash R, \mathrm{H}^{\perp}(A ; r, \tilde{r})=\lfloor\tilde{\gamma}\rfloor+1$.

Now, the expression for the minimum in A.8) is still

$$
\begin{equation*}
\lambda s^{2}\left(\lambda s^{2}-1\right)\left(\binom{\lfloor\tilde{\gamma}\rfloor}{ 2}+\lfloor\tilde{\gamma}\rfloor(\tilde{\gamma}-\lfloor\tilde{\gamma}\rfloor)\right) \tag{A.10}
\end{equation*}
$$

which (surprisingly!) is a strictly growing continuous function on $\tilde{\gamma}$. Hence the final corollary follows from noting that $\tilde{\gamma} \geq \gamma$ with equality if and only if $A$ is an $O A(N, k, s, 1)$.

Remark A.1. The only reason the above proof does not extend for $t>2$ is because the map $x \mapsto\binom{x}{t}$ is strictly convex only for $t=2$. For $t=2$, it is strictly convex on $x \geq t-1$; but it is not clear that we can force this condition on the $\mathrm{H}^{\perp}(A ; r, \tilde{r})$.

Proof of Corollary 2.12. We just substitute the possible values in Corollary 2.11 and compute.

Proof of Proposition 2.18. Without loss of generality, after scaling $f$ by a constant, assume $\sum_{x \in S} f(x)^{2}=1$. Note that scaling $f$ by a constant doesn't affect the matrix $X(A, f)$.

If $A$ is an $O A(N, k, s, 2)$, then $A$ is also an $O A(N, k, s, 1)$ and so

$$
\begin{equation*}
\sum_{j=1}^{N} f\left(A_{i, j}\right)^{2}=\sum_{x \in S} n(A, x, j) f(x)^{2}=\sum_{x \in S} N / s f(x)^{2}=N / s, \tag{A.11}
\end{equation*}
$$

and, for $i \neq j$,

$$
\begin{equation*}
\left(X(A, f)^{T} X(A, f)\right)_{i, j}=\frac{s}{N} \sum_{k=1}^{N} f\left(A_{k, i}\right) f\left(A_{k, j}\right) \tag{2.15}
\end{equation*}
$$

$$
\begin{align*}
& =\frac{s}{N} \sum_{(x, y) \in S^{2}} n(A,(x, y),(i, j)) f(x) f(y) \\
& =\frac{s}{N} \sum_{(x, y) \in S^{2}} \frac{N}{s^{2}} f(x) f(y)  \tag{N,k,s,2}\\
& =\frac{1}{s} \sum_{(x, y) \in S^{2}} f(x) f(y) \\
& =\frac{1}{s}\left(\sum_{x \in S} f(x)\right)\left(\sum_{y \in S} f(y)\right) \\
& =0
\end{align*}
$$

Hence $X(A, f)^{T} X(A, f)=\mathbb{I}$, as we wanted to show.
Proof of Proposition 2.22. If $A$ is an $O A(N, k, s, 2)$, then, by Proposition 2.18, we have that $X(A, f)^{T} X(A, f)=\mathbb{I}$ and so $\mathcal{D}_{f}(A)=1$.

Proof of Theorem 2.23. As in the proof of Proposition 2.18, assume that $\sum_{x \in S} f(x)^{2}=1$. Then A.11) holds, because $A$ is an $O A(N, k, s, 1)$, and so, for $i \neq j$,

$$
\begin{align*}
&\left(X(A, f)^{T} X(A, f)\right)_{i, j}= \frac{s}{N} \sum_{k=1}^{N} f\left(A_{k, i}\right) f\left(A_{k, j}\right) \\
&= \frac{s}{N} \sum_{(x, y) \in S^{2}} n(A,(x, y),(i, j)) f(x) f(y) \\
&= \frac{s}{N} \sum_{(x, y) \in S^{2}}\left(n(A,(x, y),(i, j))-\frac{N}{s^{2}}\right) f(x) f(y) \\
& \quad+\frac{s}{N} \sum_{(x, y) \in S^{2}} \frac{N}{s^{2}} f(x) f(y) \\
&= \frac{s}{N} \sum_{(x, y) \in S^{2}}\left(n(A,(x, y),(i, j))-\frac{N}{s^{2}}\right) f(x) f(y) \\
& \quad+\frac{1}{s}\left(\sum_{x \in S} f(x)\right)\left(\sum_{y \in S} f(y)\right) \\
&= \frac{s}{N} \sum_{(x, y) \in S^{2}}\left(n(A,(x, y),(i, j))-\frac{N}{s^{2}}\right) f(x) f(y) \tag{2.14}
\end{align*}
$$

(2.15) \& A.11)
and so, by the Cauchy-Schwarz inequality and A.11, for $i \neq j$,

$$
\begin{equation*}
\left|\left(X(A, f)^{T} X(A, f)\right)_{i, j}\right| \leq \frac{s}{N} \sqrt{\sum_{(x, y) \in S^{2}}\left|n(A,(x, y),(i, j))-\frac{N}{s^{2}}\right|^{2}} \tag{A.12}
\end{equation*}
$$

and thus

$$
\left\|X(A, f)^{T} X(A, f)-\mathbb{I}\right\|_{F}
$$

$$
\begin{equation*}
\leq \frac{s}{N} \sqrt{2 \sum_{(i, j) \in T_{2, k}} \sum_{(x, y) \in S^{2}}\left|n(A,(x, y),(i, j))-\frac{N}{s^{2}}\right|^{2}}=\frac{s}{N} \sqrt{2 \mathrm{U}_{2,2}(A)} \tag{A.13}
\end{equation*}
$$

which proves (2.17), since $s / N=1 /(\lambda s)$.
To prove 2.19), assume, for now, that $\sum_{x \in S} f(x)^{2}=1$. As shown above, for $i \neq j$, we have

$$
\begin{equation*}
\left(X(A, f)^{T} X(A, f)\right)_{i, j}=\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda) f(x) f(y) \tag{A.14}
\end{equation*}
$$

Now, add and substract $\alpha$ to both $f(x)$ and $f(y)$, so that we get

$$
\begin{align*}
\left(X(A, f)^{T} X(A, f)\right)_{i, j} & =\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda)(f(x)-\alpha)(f(y)-\alpha) \\
& +\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda) \alpha(f(y)-\alpha) \\
& +\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda)(f(x)-\alpha) \alpha \\
& +\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda) \alpha^{2} \tag{A.15}
\end{align*}
$$

Now, since $A$ is an $O A(N, k, s, 1)$,

$$
\begin{equation*}
\sum_{x \in S} n(A,(x, y),(i, j))=n(A, y, j)=\lambda s \tag{A.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{y \in S} n(A,(x, y),(i, j))=n(A, x, i)=\lambda s \tag{A.17}
\end{equation*}
$$

Thus, by A.16,

$$
\begin{align*}
\sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))- & \lambda) \alpha(f(y)-\alpha) \\
& =\sum_{y \in S}\left(\sum_{x \in S} n(A,(x, y),(i, j))-\lambda\right) \alpha(f(y)-\alpha)=0 \tag{A.18}
\end{align*}
$$

and, by A.17,

$$
\begin{align*}
& \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda)(f(x)-\alpha) \alpha \\
&=\sum_{x \in S}\left(\sum_{y \in S} n(A,(x, y),(i, j))-\lambda\right)(f(x)-\alpha) \alpha=0 \tag{A.19}
\end{align*}
$$

Also, by A.1),

$$
\begin{equation*}
\sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda)=0 \tag{A.20}
\end{equation*}
$$

Hence, combining (A.15) with A.18, A.19) and A.20, we get

$$
\begin{equation*}
\left(X(A, f)^{T} X(A, f)\right)_{i, j}=\frac{s}{N} \sum_{(x, y) \in S^{2}}(n(A,(x, y),(i, j))-\lambda)(f(x)-\alpha)(f(y)-\alpha) . \tag{A.21}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left|\left(X(A, f)^{T} X(A, f)\right)_{i, j}\right| \leq \frac{s}{\lambda} \operatorname{Tol}_{2}(A)\left(\frac{1}{s} \sum_{x \in S}|f(x)-\alpha|\right)^{2}, \tag{A.22}
\end{equation*}
$$

where optimizing with respect $\alpha$ gives the squared average absolute deviation, $\sigma_{1}(f)^{2}$, on the right hand side.

Now, for general $f$, we don't have $\sum_{x \in S} f(x)^{2}=1$. However, $\frac{1}{\sqrt{s} \sigma_{2}(f)} f$ would satisfy that condition, and $\sigma_{1}\left(\frac{1}{\sqrt{s} \sigma_{2}(f)} f\right)=\frac{1}{\sqrt{s}} \frac{\sigma_{1}(f)}{\sigma_{2}(f)}$. From here, the claim follows, since $X(A, f)$ does not vary under scaling of $f$ by constants.

Proof of Corollary 2.27. By assumption, we have that

$$
X(A, f)^{T} X(A, f)=\left(\begin{array}{cc}
1 & v^{T}  \tag{A.23}\\
v & \mathbb{I}
\end{array}\right)
$$

with $v$ having at most $r$ non-zero components of absolute value at most $\frac{1}{\lambda}\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{2} \operatorname{Tol}_{2}(A)$. Hence, by [5, Proposition 1], we have that

$$
\begin{equation*}
\operatorname{det}\left(X(A, f)^{T} X(A, f)\right)=1-\sum_{i} v_{i}^{2} \geq 1-\frac{r}{\lambda^{2}}\left(\frac{\sigma_{1}(f)}{\sigma_{2}(f)}\right)^{4} \operatorname{Tol}_{2}(A)^{2}, \tag{A.24}
\end{equation*}
$$

and so, given the assumption (2.20), the result follows.
Proof of Proposition 2.28. The right-hand side of (2.22) follows from the inequality between the arithmetic and quadratic means, which implies $\sigma_{1}(f) \leq \sigma_{2}(f)$.

To prove the left-hand side of (2.22), assume that this is false and there is $f$ such that $\left(\sigma_{1}(f) / \sigma_{2}(f)\right)^{2}<1 /(s-1)$. Then, let $A$ be the array of Proposition 2.45 with $s$ levels. Then, by Corollary 2.27, $\mathcal{D}_{f}(A)>0$. But, $\mathcal{D}_{f}(A)=0$, because, by construction, $A$ was constructed repeating one column. Hence a contradiction, proving the desired inequality.

To achieve the lower bound of (2.22) take $f:[s] \rightarrow \mathbb{R}$ such that $f(1)=-(s-1)$ and $f(a)=1$ for $a \neq 1$. To achieve the upper bound, take any $f:[s] \rightarrow\{-1,0,1\}$ such that $f^{-1}(-1)$ and $f^{-1}(1)$ have the same size.

Proof of Proposition 2.33. Recall that

$$
D_{\alpha, \beta}(A)=\sum_{j \in T_{2, k}}\left(\sum_{x \in S^{2}}\left|n(A, x, j)-N / s^{2}\right|^{\alpha}\right)^{\beta} .
$$

Now, we have that

$$
\sum_{x \in S^{2}}\left|n(A, x, j)-N / s^{2}\right|^{\alpha \beta} \leq\left(\sum_{x \in S^{2}}\left|n(A, x, j)-N / s^{2}\right|^{\alpha}\right)^{\beta}
$$

$$
\begin{equation*}
\leq s^{2(\beta-1)} \sum_{x \in S^{2}}\left|n(A, x, j)-N / s^{2}\right|^{\alpha \beta} \tag{A.25}
\end{equation*}
$$

by the usual inequalities between the $\alpha$-mean and the $\alpha \beta$-mean. Now, adding A.25 over $j \in T_{2, k}$ gives $\mathrm{U}_{\alpha \beta, 2}(A)$ on the left-hand side, and $s^{2(\beta-1)} \mathrm{U}_{\alpha \beta, 2}(A)$ on the right-hand side. Hence the desired inequalities follow. For the identities with $D_{1}$ and $D_{2}$, we use that they the proven inequalities are equalities when $\beta=1$.

Proof of Proposition 2.35. By the triangle inequality, for any $x, y \in S^{t}$ and $i, j \in T_{t, k}$, we have

$$
|n(A, x, i)-n(A, y, i)| \leq\left|n(A, x, i)-N / s^{t}\right|+\left|n(A, y, i)-N / s^{t}\right| \leq 2 \operatorname{Tol}_{t}(A)
$$

Therefore, maximizing on the left-hand side, $\mathrm{BW}_{t}(A) \leq 2 \operatorname{Tol}_{t}(A)$.
Fix $x \in S^{t}$ and $i \in T_{t, k}$, then

$$
\begin{aligned}
\left|n(A, x, i)-N / s^{t}\right| & =\left|n(A, x, i)-\frac{1}{\binom{k}{t} s^{t}} \sum_{j \in T_{t, k}} \sum_{y \in S^{t}} n(A, y, j)\right| \\
& =\left|\frac{1}{\binom{k}{t} s^{t}} \sum_{j \in T_{t, k}} \sum_{y \in S^{t}}(n(A, x, i)-n(A, y, j))\right| \\
& \leq \frac{1}{\binom{k}{t} s^{t}} \sum_{j \in T_{t, k}}|n(A, x, i)-n(A, y, j)| \\
& \leq \operatorname{BW}_{t}(A)
\end{aligned}
$$

where the first equality follows from $\sum_{j \in T_{t, k}} \sum_{y \in S^{t}} n(A, y, j)=N\binom{k}{t}$. Hence, maximizing the left-hand side, we get $\operatorname{Tol}_{t}(A) \leq \mathrm{BW}_{t}(A)$.

Proof of Theorem 2.40. The equation 2.41 follows from the definition of DD (Definition 2.37), see [14, Theorem 2]. For the other identity (2.40, note that

$$
\begin{array}{rlr}
\sum_{r, \tilde{r}} \rho^{\mathrm{H}^{\perp}(A ; r, \tilde{r})} & =\sum_{t=0}^{\infty} \sum_{r, \tilde{r}}\binom{\mathrm{H}^{\perp}(A ; r, \tilde{r})}{t}(\rho-1)^{t} & \text { (Newton's binomial) } \\
& =\sum_{t=0}^{k}\binom{k}{t}\left(\frac{\rho-1}{s}\right)^{t}+\sum_{t=0}^{\infty} \mathrm{U}_{2, t}(A)(\rho-1)^{t} & \text { (Theorem 2.9) } \\
& =\left(1+\frac{\rho-1}{s}\right)^{k}+\sum_{t=0}^{\infty} \mathrm{U}_{2, t}(A)(\rho-1)^{t} & \text { (Newton's binomial) } \\
& =\left(1+\frac{\rho-1}{s}\right)^{k}+\sum_{t=1}^{\infty} \mathrm{U}_{2, t}(A)(\rho-1)^{t} . & \left(\mathrm{U}_{2,0}(A)=0\right)
\end{array}
$$

For the remaining of the identities, we use the formulas for $\mathrm{CD}, \mathrm{MD}$ and WD in 18 , (3) and (4)] and [34, (4)], together with easily obtainable bounds for points of the form $\left(\frac{2 x_{i}-1}{2 s}\right)$.

Proof of Corollary 2.41. The proof of this corollary is analogous to that of Corollary 2.11. We apply again just [39, Lemma 2] and the proof is just similar: We show the inequality with $\tilde{\gamma}$ of A.9 instead of $\gamma$. Then we argue that the lower bound is a growing function of $\tilde{\gamma}$ and so deduce the bound with $\gamma$ instead of $\tilde{\gamma}$.

Proof of Proposition 2.45. To compute the unbalance and tolerance of $A$, we only need to deal with the case in which we pick $j=(1,2) \in T_{2, k}$, as in all the other cases we are dealing with an orthogonal array by construction of $A$.

Now, take $j=(1,2) \in T_{2, k}$. Then

$$
\begin{equation*}
\sum_{x \in S^{t}}|n(A, x, j)-\lambda|^{p}=\sum_{\substack{x \in S^{t} \\ x_{1}=x_{2}}} \sum_{j \in T_{t, k}}|n(A, x, j)-\lambda|^{p}+\sum_{\substack{x \in S^{t} \\ x_{1} \neq x_{2}}} \sum_{j \in T_{t, k}}|n(A, x, j)-\lambda|^{p} . \tag{A.26}
\end{equation*}
$$

In the first summand, we have $n(A, x, j)=n\left(A,\left(x_{2}\right),(2)\right)$, since $x_{1}=x_{2}$ and the first two columns of $A$ are equal. Now, every $O A(N, k-1, s, 2)$ is $O A(N, k-1, s, 1)$, where the index is now $\lambda s$ instead of $\lambda$. Thus $n(A, x, j)=\lambda s$ in the first summand. In the second summand, we have that $n(A, x, j)=0$, because the first two columns of $A$ are equal, but $x_{1} \neq x_{2}$.

Hence, putting this together, we have

$$
\begin{aligned}
\sum_{x \in S^{t}}|n(A, x, j)-\lambda|^{p} & =\sum_{\substack{x \in S^{t} \\
x_{1}=x_{2}}}|\lambda(s-1)|^{p}+\sum_{\substack{x \in S^{t} \\
x_{1} \neq x_{2}}}|0-\lambda|^{p} \\
& =s \lambda^{p}(s-1)^{p}+s(s-1) \lambda^{p}=\lambda^{p} s(s-1)\left[1+(s-1)^{p-1}\right] .
\end{aligned}
$$

Moreover, we have shown that $|n(A, x, j)-\lambda|$ is at most $\lambda(s-1)$, so this is the value of the tolerance.

Proof of Proposition 2.48. The proof is analogous to that of Proposition 2.45. However, there will be some extra cases, but the main idea is the same: the only pairs of factors of $A$ not covered by $B$ are those factors in which we are picking a factor of $B$ and its repetition in $B[[\tilde{\kappa}]]$.

For the tolerance, we consider a pair of factors. If the pair is analogous to pick a pair of factors of $B$, then we can bound the $|n(A, x, j)-\lambda|$ by $\operatorname{Tol}_{2}(B)$; if not, then we are picking the same factor twice, and so, using the proof of Proposition 2.45, we get the bound $\lambda(s-1)$. The maximum of these two bounds is the tolerance then.

For the unbalance, we will do the computation with more care. Given two factors $j_{1}$ and $j_{2}$ of $A$, we have four cases: a) both $j_{1}$ and $j_{2}$ are factors of $B[[\tilde{k}]]$, b) both $j_{1}$ and $j_{2}$ are factors from $B$, c) $j_{1}$ is a factor from $B[\tilde{\kappa}]$ and $j_{2}$ one of the first $\tilde{\kappa}$ factors of $B$, and d) $j_{1}$ is a factor of $\left.B[\tilde{\kappa}]\right]$ and $j_{2}$ a factor from $B$ which is not one of the first $\tilde{\kappa}$ factors.

In the case (a), we get $\left.\mathrm{U}_{p, 2}(B[\tilde{\kappa}]]\right)$ after adding; in the case (b), we get $\mathrm{U}_{p, 2}(B)$ after adding. The latter is so, because these cases reduce to computing the unbalance of $B[[\tilde{\kappa}]]$ and $B$ respectively. In the case (c), we have two kinds of summands: either $j_{1}$ and $j_{2}$ correspond to the same factor or they correspond to different ones. If they correspond to the same factor, then we have $\tilde{\kappa}$ summands, which are handled as in the proof of Proposition 2.45, getting $\tilde{\kappa} \lambda^{p} s(s-1)\left(1+(s-1)^{p-1}\right)$. If they correspond to different summand, then we are just computing the unbalance of $B[[\tilde{\kappa}]]$, but each pair of factors appears twice. Thus we get $2 \mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])$. Summing up, in the case (c), we get

$$
\left.2 \mathrm{U}_{p, 2}(B[\tilde{\kappa}]]\right)+\tilde{\kappa} \lambda^{p} s(s-1)\left(1+(s-1)^{p-1}\right)
$$

In the case (d), as we range over the pairs, we get all the pairs for computing the unbalance of $B$, except those use for computing the unbalance of $B[[\tilde{\kappa}]]$. Hence we get $\mathrm{U}_{p, 2}(B)-$ $\mathrm{U}_{p, 2}(B[[\tilde{k}]])$.

Putting all the cases above together, we get that $\mathrm{U}_{p, 2}(A)$ equals

$$
\begin{aligned}
\mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])+\mathrm{U}_{p, 2}(B)+\left(2 \mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])+\tilde{\kappa} \lambda^{p} s(s-1)(1\right. & \left.\left.+(s-1)^{p-1}\right)\right) \\
& +\left(\mathrm{U}_{p, 2}(B)-\mathrm{U}_{p, 2}(B[[\tilde{\kappa}]])\right)
\end{aligned}
$$

which, after simplifying the sum, gives the desired result.
Proof of Proposition 3.6. We can see, after a simple computation, that for $A \in S^{N \times k}$, $x \in S^{t}, j \in T_{t, k}$ and $[g \mid \sigma] \in \Sigma(S, k)$,

$$
\begin{equation*}
n([g \mid \sigma] A, x, j)=n\left(A, g^{-1} x, \sigma^{-1} j\right) \tag{A.27}
\end{equation*}
$$

where $g^{-1} x:=\left(g^{-1} x_{1}, \ldots, g^{-1} x_{t}\right)$ and $\sigma^{-1} j$ is equal to $\left(\sigma^{-1} j_{1}, \ldots, \sigma^{-1} j_{t}\right)$ up to reordering of the entries - the permutation might not give a tuple in $T_{t, k}$. Hence the action of $\Sigma(S, k)$ only permutes the summands of $\mathrm{U}_{p, t}$ or the values among which we take the maximum for computing $\mathrm{Tol}_{t}$. In either case, this does not change the resulting value.

## B Proofs for Section 7

Proof of Theorem 7.1 for $s$ odd. Take $A$ as in Construction 7.5. In order to prove the claims, we only need to choose all possible pair of columns and count how many times each $(u, v) \in \mathbb{F}_{s}^{2}$ appears. Now, since the rows are indexed by vectors $(x, y) \in \mathbb{F}_{s}^{\ell}$ being the entries of $A$ polynomials in those, this translates for each pair of columns to count the solutions of a system of the form

$$
\left\{\begin{array}{l}
p_{1}(x, y)=u \\
p_{2}(x, y)=v
\end{array}\right.
$$

where $p_{1}$ and $p_{2}$ are polynomials of degree at most two. Note that the columns of $A$ are indexed by the disjoint union of $\{*\}, \mathbb{F}_{s} \times \Gamma$ and $\Xi$, so we have 5 possible combinations of column types.

Case 1. Column indexed by $\{*\}$ and column indexed by $\mathbb{F}_{s} \times \Gamma$ (L-column).
In this case, the system takes the form:

$$
\left\{\begin{align*}
x & =u  \tag{B.1}\\
a x+\gamma^{T} y & =v
\end{align*}\right.
$$

with $(a, \gamma) \in \mathbb{F}_{s} \times \Gamma$. Since $\gamma \neq 0$, this system has precisely $s^{\ell-2}$ solutions for each $(u, v)$, since it can be seen as an affine hyperplane in $\mathbb{F}_{s}^{\ell-1}$.

Case 2. Both columns indexed by $\mathbb{F}_{s} \times \Gamma$ (L-column).
In this case, the system takes the form:

$$
\left\{\begin{array}{l}
a x+\gamma^{T} y=u  \tag{B.2}\\
\tilde{a} x+\tilde{\gamma}^{T} y=v
\end{array}\right.
$$

with $(a, \gamma),(\tilde{a}, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$ distinct. Note that the matrix

$$
\left(\begin{array}{ll}
a & \gamma^{T} \\
\tilde{a} & \tilde{\gamma}^{T}
\end{array}\right)
$$

has rank two. Otherwise, the two rows have to be proportional, but, by construction of $\Gamma$, this forces $\gamma=\tilde{\gamma}$ and so $a=\tilde{a}$, contrary to assumption. Hence this system has precisely $s^{\ell-2}$ solutions for every $(u, v)$, as it is the intersection of two non-parallel affine hyperplanes in $\mathbb{F}_{s}^{\ell}$.

Case 3. Column indexed by $\{*\}$ and column indexed by $\Xi$ ( $Q$-column).
In this case, the system takes the form:

$$
\left\{\begin{align*}
x & =u  \tag{B.3}\\
x^{2}+\beta x+\gamma^{T} y & =v
\end{align*}\right.
$$

with $(\beta, \gamma) \in \Xi$. Arguing as in case 1 , this system has precisely $s^{\ell-2}$ solutions for each $(u, v)$.

Case 4. Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column) and column indexed by $\Xi$ ( $Q$-column).
In this case, the system takes the form:

$$
\left\{\begin{align*}
a x+\gamma^{T} y & =u  \tag{B.4}\\
x^{2}+\beta x+\tilde{\gamma}^{T} y & =v
\end{align*}\right.
$$

with $(a, \gamma) \in \mathbb{F}_{s} \times \Gamma$ and $(\beta, \tilde{\gamma}) \in \Xi$. By construction of $\Gamma$, there are two cases: either $\gamma$ and $\tilde{\gamma}$ are distinct, and so linearly independent, or they are equal.

If they are distinct, then for every possible value of $x \in \mathbb{F}_{s}$, we get an affine system of codimension 2 with $s^{\ell-3}$ solutions in $y \in \mathbb{F}_{s}^{\ell-1}$ for every $(u, v)$. Hence, in total, we have that there are $s^{\ell-2}$ solutions for each $(u, v)$.

If they are equal, then we can substitute $\gamma^{T} y$ in the second equation, to get the following quadratic polynomial:

$$
x^{2}+(\beta-a) x+u-v=0
$$

This polynomial has two, one or zero roots depending on whether its discriminant, given by $\Delta(u, v):=(\beta-a)^{2}-4(u-v)$, is a non-zero square, zero or a non-square in $\mathbb{F}_{s}$. Now, for each of its roots, there are $s^{\ell-2}$ possible solutions in $y$. Hence the whole system has $2 s^{\ell-2}, s^{\ell-2}$ or 0 solutions depending on whether $\Delta(u, v)$ is a non-zero square, zero or a non-square in $\mathbb{F}_{s}$.

Finally, since $\Delta(u, v)$ is an affine univariate map of $u-v$, we have that is zero for $s$ values of $(u, v)$, a non-zero square for $\frac{s(s-1)}{2}$ values of $(u, v)$ and a non-square for the remaining $\frac{s(s-1)}{2}$ values of $(u, v)$. Hence, for $s$ values of $(u, v)$, the system has $s^{\ell-2}$, and for the remaining $s(s-1)$ values of $(u, v)$, the system has either $2 s^{\ell-2}$ or 0 solutions.

Case 5. Both columns indexed by $\Xi$.
In this case, the system takes the form:

$$
\left\{\begin{array}{l}
x^{2}+\beta x+\gamma^{T} y=u  \tag{B.5}\\
x^{2}+\tilde{\beta} x+\tilde{\gamma}^{T} y=v
\end{array}\right.
$$

with $(\beta, \gamma),(\tilde{\beta}, \tilde{\gamma}) \in \Xi$. As in case 4 , we distinguish two cases depending on whether $\gamma$ and $\tilde{\gamma}$ are distinct or equal.

If they are distinct, then we argue, as in case 4 , making $x$ go trough all possible values. Thus we get $s^{\ell-2}$ solutions for each $(u, v)$.

If they are equal, then $\beta \neq \tilde{\beta}$. By substracting the first equation from the second, we arrive at a system of the form:

$$
\left\{\begin{align*}
x^{2}+\beta x+\gamma^{T} y & =u  \tag{B.6}\\
(\tilde{\beta}-\beta) x & =v-u
\end{align*}\right.
$$

which is analogous to the system considered in case 3 . Hence the system has still $s^{\ell-2}$ solutions for each $(u, v)$.

Putting all these cases together, we have the only choice of columns of $A$ in which all possible $(u, v)$ appear the same ammount of times as a row is the case 4 , which is the case in which we mix the columns of $L$ and $Q$. Hence $L$ and $Q$ are OA of strength two, and so $A$ an OA of strength one.

Now, from case 4, we have that

$$
\left|n(A,((a, \gamma),(\beta, \tilde{\gamma})),(u, v))-s^{\ell-2}\right|
$$

differs from zero if and only if $\gamma=\tilde{\gamma}$. Note that given a column of $Q$ indexed by $(\beta, \gamma)$, this only happen for the $s$ columns of $L$ indexed by $(a, \gamma)$. And, in that case, it takes the value 0 for $s$ possible values of $(u, v)$ and the value $s^{\ell-2}$ for the remaining $s(s-1)$ values of $(u, v)$.

Hence the claim about the tolerance of $A$ follows, and also

$$
\sum_{(a, \gamma)} \sum_{(u, v)}\left|n(A,((a, \gamma),(\beta, \gamma)),(u, v))-s^{\ell-2}\right|=s^{2}(s-1) s^{(\ell-2) p}
$$

from where the claim about the unbalance follows.
Proof of Theorem 7.1 for s even. The proof is analogous to that of the odd case. We divide in the five possible cases, being the only different case the case 4 , when $\gamma=\tilde{\gamma}$. Observe that this is the only case where the number of solutions of a quadratic equation mattered.

Recall that the polynomial (rewritten in characteristic 2) is of the form:

$$
x^{2}+(a+\beta) x+u+v=0
$$

If $a=\beta$, then this polynomial has a unique zero for all $(u, v)$. If $a \neq \beta$, after a change of variables, we are reduced to the quadratic polynomial

$$
\begin{equation*}
Z^{2}+Z+\frac{u+v}{a+\beta}=0 \tag{B.7}
\end{equation*}
$$

Observe that this polynomial has either two roots in $\mathbb{F}_{s}$ or none at all—if $\zeta$ is a root, then $\zeta+1$ is also a root.

Now, consider the trace map,

$$
\begin{align*}
T: \mathbb{F}_{s} & \rightarrow \mathbb{F}_{2} \\
x & \mapsto \sum_{i=0}^{\log _{2} s-1} x^{2^{i}}, \tag{B.8}
\end{align*}
$$

and the map

$$
\begin{align*}
L: \mathbb{F}_{s} & \rightarrow \mathbb{F}_{s}  \tag{B.9}\\
x & \mapsto x+x^{2} .
\end{align*}
$$

Both of this maps are $\mathbb{F}_{2}$-linear maps and we have that $t^{6}$

$$
\operatorname{im} L=\operatorname{ker} T
$$

Hence (B.7) has two solutions if and only if $T\left(\frac{u+v}{a+\beta}\right)=0$. But, using linearity with respect $u+v$, we have that this happens for half of the values of $(u, v)$.

Summing up, when $s$ is even, the system (B.4) has $s^{\ell-2}$ solution for all $(u, v)$ if $\gamma \neq \tilde{\gamma}$ or $a=\beta$. If $\gamma=\tilde{\gamma}$ and $a \neq \beta$, then it has $2 s^{\ell-2}$ solutions for half of the values of $(u, v)$ and no solutions for the other half of the values of $(u, v)$.

Finally, counting gives the desired result.
Proof of Theorem 7.2 for odd $s$. The proof strategy is similar to that of Theorem 7.1. We will take two columns of $A$ and reduce the problem of how many times $(u, v) \in \mathbb{F}_{s}^{2}$ appears to that of counting solutions to a polynomial system over $\mathbb{F}_{s}$. However, we will get now two systems, one for the upper-half of $A$ and one for the lower-half. Hence we will count how many $(x, y) \in \mathbb{F}^{\ell}$ are solutions of

$$
\left\{\begin{array} { l } 
{ p _ { 1 } ( x , y ) = u } \\
{ p _ { 2 } ( x , y ) = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\tilde{p}_{1}(x, y)=u \\
\tilde{p}_{2}(x, y)=v
\end{array}\right.\right.
$$

and add the two counts to get how many times $(u, v) \in \mathbb{F}_{s}^{2}$ appears as a row in the two selected columns of $A$. Note that, in this case, the columns of $A$ are indexed by the disjoint union of $\{*\}, \mathbb{F}_{s} \times \Gamma(L$-column $), \mathbb{F}_{s} \times \Gamma(Q$-column $)$ and $\Xi(E$-column $)$. Hence, we have 9 possible cases combining column types.

Case 1. Column indexed by $\{*\}$ and column indexed by $\mathbb{F}_{s} \times \Gamma$ (L-column).
The systems take the form

$$
\left\{\begin{array} { r l } 
{ x } & { = u }  \tag{B.10}\\
{ a x + \gamma ^ { T } y } & { = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
x & =u \\
a x+\gamma^{T} y+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4} & =v
\end{array}\right.\right.
$$

where $(a, \gamma) \in \mathbb{F}_{s} \times \Gamma$. In both systems, arguing as in case 1 of proof of Theorem 7.1, we have that there are $s^{\ell-2}$ solutions for each $(u, v)$, so a total of $2 s^{\ell-2}$ in total.

Case 2. Column indexed by $*$ and column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $Q$-column)
$\{*\}$
The systems take the form

$$
\left\{\begin{array} { r l } 
{ x } & { = u }  \tag{B.11}\\
{ ( x - \beta ) ^ { 2 } + \gamma ^ { T } y } & { = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
x & =u \\
\omega(x-\beta)^{2}+\gamma^{T} y & =v
\end{array}\right.\right.
$$

where $(\beta, \gamma) \in \mathbb{F}_{s} \times \Gamma$. Again, arguing as in case 4 of proof of Theorem 7.1, we have that each system has $s^{\ell-2}$ solutions for each $(u, v)$, so a total of $2 s^{\ell-2}$.

Case 3. Column indexed by $*$ and column indexed by $\Xi$ ( $E$-column)
$\{*\}$

[^5]The systems take the form

$$
\left\{\begin{array} { r l } 
{ x } & { = u }  \tag{B.12}\\
{ ( x - \beta ) ^ { 2 } + a x } & { = v }
\end{array} \quad \text { and } \left\{\begin{array}{rl}
x & =u \\
\omega(x-\beta)^{2}+a x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4} & =v
\end{array}\right.\right.
$$

where $(a, \beta) \in \Xi$. In both systems, for each $(u, v)$, either there are $s^{\ell-1}$ solutions (corresponding to the free vector of variables $y \in \mathbb{F}_{s}^{\ell-1}$ ) or none at all. Now, the left-hand side system has solution for $(u, v)$ of the form

$$
\left(u,(u-\beta)^{2}+a u\right),
$$

while the right hand side has, for $(u, v)$, solution of the form

$$
\left(u, \omega(u-\beta)^{2}+a u-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}\right) .
$$

Now, none of these two lists of $(u, v)$ intersect, since otherwise

$$
(u-\beta)^{2}=\frac{a^{2}}{4 \omega}
$$

would have a solution in $\mathbb{F}_{s}$ contradicting that $\omega$ is a non-square in $\mathbb{F}_{s}-a$ is non-zero by election. Hence we have $2 s(u, v)$ for which the combined number of solutions is $s^{\ell-1}$ and $s^{2}-2 s$ for which the combined number of solutions is zero.

Case 4. Both columns indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column)
In this case, we get systems

$$
\left\{\begin{array} { l } 
{ a x + \gamma ^ { T } y = u }  \tag{B.13}\\
{ \tilde { a } x + \tilde { \gamma } ^ { T } y = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
a x+\gamma^{T} y+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=u \\
\tilde{a} x+\tilde{\gamma}^{T} y+\left(1-\frac{1}{\omega}\right) \frac{\tilde{a}^{2}}{4}=v
\end{array}\right.\right.
$$

with $(a, \gamma),(\tilde{a}, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$. Arguing as in case 2 of proof of Theorem 7.1, we have that for each $(u, v)$, each system has $s^{\ell-2}$ solutions, and so a combined number of $2 s^{\ell-2}$ solutions.

Case 5. Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column) and column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $Q$-column)
The systems take the form

$$
\left\{\begin{array} { r } 
{ a x + \gamma ^ { T } y = u }  \tag{B.14}\\
{ ( x - \beta ) ^ { 2 } + \tilde { \gamma } ^ { T } y = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{r}
a x+\gamma^{T} y+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=u \\
\omega(x-\beta)^{2}+\tilde{\gamma}^{T} y=v
\end{array}\right.\right.
$$

with $(a, \gamma),(\beta, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$. We argue similar to case 4 of proof of Theorem 7.1, depending our analysis on whether $\gamma$ and $\tilde{\gamma}$ are equal or different.

If $\gamma \neq \tilde{\gamma}$, then, for each $x \in \mathbb{F}_{s}$, we have, in both the left-hand side and right-hand side system, an affine system of codimension 2 with $s^{\ell-3}$ solutions in $y \in \mathbb{F}_{s}^{\ell-1}$. Hence, for every $(u, v)$, each system has $s^{\ell-2}$ solutions, and so a combined number of $2 s^{\ell-2}$ solutions.

If $\gamma=\tilde{\gamma}$, then we substitute, in each system, the first equation into the second, obtaining the equation

$$
(x-\beta)^{2}-a(x-\beta)+u-v-a \beta=0
$$

for the left-hand side system, and the equation

$$
\omega(x-\beta)^{2}-a(x-\beta)+u-v-a \beta-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=0
$$

for the right-hand side system. Now, the discriminat (in $x-\beta$ ) of the first equation is

$$
a^{2}-4(u-v-a \beta)
$$

while the discriminant of the second one is

$$
\omega\left(a^{2}-4(u-v-a \beta)\right) .
$$

Hence, for each $(u, v)$, one of this quadratic equations has two solutions in $\mathbb{F}_{s}$ if and only if the other has zero, has exactly one if and only if the other has one, and it has zero if and only if the other has two.

Going back to the original system, this means that for each $(u, v)$, one of the following three things happen: (1) the left-hand side system has $2 s^{\ell-2}$ solutions and the right-hand side one zero; (2) the left-hand side and right-hand side systems have both $s^{\ell-2}$ solutions; and (3) the left-hand side system has no solutions and the right-hand side one $2 s^{\ell-2}$ solutions. Hence, for each $(u, v)$, no matter the case, the combined number of solutions is $2 s^{\ell-2}$.

Case 6 . Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column) and column indexed by $\Xi$ ( $E$-column)
We get systems of the form

$$
\left\{\begin{array} { r l } 
{ a x + \gamma ^ { T } y } & { = u }  \tag{B.15}\\
{ ( x - \beta ) ^ { 2 } - \tilde { a } x } & { = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{r}
a x+\gamma^{T} y+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=u \\
\omega(x-\beta)^{2}-\tilde{a} x-\left(1-\frac{1}{\omega}\right) \frac{\tilde{a}^{2}}{4}=v
\end{array}\right.\right.
$$

with $(a, \gamma) \in \mathbb{F}_{s} \times \Gamma$ and $(\tilde{a}, \beta) \in \Xi$. To solve these systems, we first solve the second equation and then the corresponding linear equation in $y$.

When solving the quadratic equations, we have the discriminant (with respect $x-\beta$ )

$$
\tilde{a}^{2}+4(\tilde{a} \beta+v)
$$

on the left-hand side, and the discriminant

$$
\omega\left(\tilde{a}^{2}+4(\tilde{a} \beta+v)\right)
$$

on the right-hand side. This is then the situation of the previous case, having three cases for the system: (1) the left-hand side system has $2 s^{\ell-2}$ solutions and the right-hand side one zero; (2) the left-hand side and right-hand side systems have both $s^{\ell-2}$ solutions; and (3) the left-hand side system has no solutions and the right-hand side one $2 s^{\ell-2}$ solutions.

Hence, for any $(u, v)$, we conclude that the combined number of solutions is always $2 s^{\ell-2}$.

Case 7. Both columns indexed by $\mathbb{F}_{s} \times \Gamma(Q$-column $)$
The systems take the form

$$
\left\{\begin{array} { l } 
{ ( x - \beta ) ^ { 2 } + \gamma ^ { T } y = u }  \tag{B.16}\\
{ ( x - \tilde { \beta } ) ^ { 2 } + \tilde { \gamma } ^ { T } y = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\omega(x-\beta)^{2}+\gamma^{T} y=u \\
\omega(x-\tilde{\beta})^{2}+\tilde{\gamma}^{T} y=v
\end{array}\right.\right.
$$

with $(\beta, \gamma),(\tilde{\beta}, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$. This is a similar case to the case 4 above, having two cases depending on whether $\gamma$ and $\tilde{\gamma}$ are equal.

If $\gamma \neq \tilde{\gamma}$, then the same argument as in case 4 work out, having that each system has $s^{\ell-2}$ solutions for each $(u, v)$. Hence we get a combined count of $2 s^{\ell-2}$ for each $(u, v)$.

If $\gamma=\tilde{\gamma}$, then we substract the first equation from the second, obtaining the systems

$$
\left\{\begin{array} { r l } 
{ ( x - \beta ) ^ { 2 } + \gamma ^ { T } y } & { = u }  \tag{B.17}\\
{ 2 ( \beta - \tilde { \beta } ) x + \tilde { \beta } ^ { 2 } - \beta ^ { 2 } } & { = v - u }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
\omega(x-\beta)^{2}+\gamma^{T} y & =u \\
2 \omega(\beta-\tilde{\beta}) x+\omega\left(\tilde{\beta}^{2}-\beta^{2}\right) & =v-u
\end{array}\right.\right.
$$

Now, we are picking different columns, so $\beta \neq \tilde{\beta}$. Hence the second equation has always a solution in $x$, which can be substituted in the first equation to get a linear system with $s^{\ell-2}$ solutions.

Hence, for each $(u, v)$, each system has $s^{\ell-2}$ solutions, having a combined number of $2 s^{\ell-2}$ solutions.

Case 8. Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $Q$-column) and column indexed by $\Xi$ ( $E$-column)
The system takes the form

$$
\left\{\begin{array} { r } 
{ ( x - \beta ) ^ { 2 } + \gamma ^ { T } y = u }  \tag{B.18}\\
{ ( x - \tilde { \beta } ) ^ { 2 } - a x = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
\omega(x-\beta)^{2}+\gamma^{T} y & =u \\
\omega(x-\tilde{\beta})^{2}-a x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4} & =v
\end{array}\right.\right.
$$

with $(\beta, \gamma) \in \mathbb{F}_{s} \times \Gamma$ and $(a, \tilde{\beta}) \in \Xi$. This is a case similar to case 6 above, where we solve the second equation and then the corresponding linear equation in $y$. Even more, we have the same second equation, up to changing $\beta$ by $\tilde{\beta}$, so the same discussion applies.

Hence, arguing as in case 6 , we conclude that for each $(u, v)$, the combined total of solution is $2 s^{\ell-2}$.

Case 9. Both columns indexed by $\Xi$ ( $E$-column)
The system takes the form

$$
\left\{\begin{array} { l } 
{ ( x - \beta ) ^ { 2 } - a x = u }  \tag{B.19}\\
{ ( x - \beta ) ^ { 2 } - \tilde { a } x = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\omega(x-\beta)^{2}-a x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=u \\
\omega(x-\beta)^{2}-\tilde{a} x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=v
\end{array}\right.\right.
$$

with $(a, \beta),(\tilde{a}, \beta) \in \Xi$ - note that the second component is the same by construction of $\Xi$. Moreover, without loss of generality, we can assume that $\beta=0$ after changing $x$ by $x+\beta$, $u$ by $u-a \beta$, and $v$ by $v-\tilde{a} \beta$. Hence the pair of systems becomes:

$$
\left\{\begin{array} { l } 
{ x ^ { 2 } - a x = u }  \tag{B.20}\\
{ x ^ { 2 } - \tilde { a } x = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\omega x^{2}-a x-\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}=u \\
\omega x^{2}-\tilde{a} x-\left(1-\frac{1}{\omega}\right) \frac{\tilde{a}^{2}}{4}=v
\end{array}\right.\right.
$$

Now, for each $(u, v)$, the combined number of solutions is a multiple of $S^{\ell-1}$ since $y$ is free in both systems. Thus we only need to count the number of solutions in $x$.

For each system, the number of solutions in $x$ is either one or zero. Otherwise, we would have a system with the same quadratic equation twice, which is not the case as $a \neq \tilde{a}$ by construction. Now, by looking at the discriminants, we have that if the left system has a solution, then

$$
a^{2}-u \text { and } \tilde{a}^{2}-v
$$

are squares in $\mathbb{F}_{s}$, and if the right system has a solution, then

$$
\omega\left(a^{2}-u\right) \text { and } \omega\left(\tilde{a}^{2}-v\right)
$$

are squares in $\mathbb{F}_{s}$. Hence, if both systems have solutions, we necessary have

$$
u=a^{2} \text { and } v=\tilde{a}^{2}
$$

But then, for this choice of $(u, v)$, neither the left nor the right system have a solutionsince $a \neq \tilde{a}$ by construction. Hence either the left system has a solution or the right system has one, but not both.

Now, the left system has a solution in $x$ if and only if the quadratic polynomials have a common solution. By Sylvester's resultant [9, pp. 155-156], the latter happens if and only if

$$
Q(u, v):=\operatorname{det}\left(\begin{array}{cccc}
1 & -a & -u &  \tag{B.21}\\
& 1 & -a & -u \\
1 & -\tilde{a} & -v & \\
& 1 & -\tilde{a} & -v
\end{array}\right)=(u-v)^{2}+(a-\tilde{a})(\tilde{a} u-a v)
$$

vanishes-this polynomial vanishes if and only if $x^{2}-a x=u$ and $x^{2}-\tilde{a} x=v$ have a common zero.

Now, a simple computation, show that $Q$ defines a non-empty non-singular projective quadratic curve. Hence, parameterizing it using the straight lines passing through its point $(0,0)$, we deduce that it has exactly $s$ in $\mathbb{F}_{s}^{2}$. In other words, there are $s(u, v)$ s for which the left system has $s^{\ell-1}$ solutions (the solution in $x$ gives rise to $s^{\ell-1}$ in $(x, y)$ as $y$ can take $s^{\ell-1}$ values); and for the rest of the $(u, v)$, the left system does not have any solution at all.

Similarly, one can show that that the left system has solution if and only if

$$
\begin{equation*}
\tilde{Q}(u, v)=Q_{1}\left(u+\left(1-\frac{1}{\omega}\right) \frac{a^{2}}{4}, v+\left(1-\frac{1}{\omega}\right) \frac{\tilde{a}^{2}}{4}\right) \tag{B.22}
\end{equation*}
$$

vanishes. $\tilde{Q}$ defines again a non-empty non-singular projective quadratic planar curve-its just a translate of the curve defined by $Q$ Hence, we have $s(u, v)$ s for which the right system has $s^{\ell-1}$ solutions; and for the rest of the $(u, v)$, the left system does not have any solution at all.

Finally, since both systems cannot have solutions at the same time, there are $2 s$ values of $(u, v)$ for which the combined number of solutions is $s^{\ell-1}$ and $s(s-2)$ for which the combined number of solutions is zero.

We have gone through all possible combinations of 2 columns of $A$. Now, there are only two cases in which not all $(u, v)$ appear the same number of times as a row: case 3 and case 9.

Hence, doing the counting as in the proof of Theorem 7.1, we have that, in case 3,

$$
\sum_{(a, \beta)} \sum_{(u, v)}\left|n(A,(*,(a, \beta)),(u, v))-2 s^{\ell-2}\right|^{p}=\tilde{\kappa}\left(2 s\left((s-2) s^{\ell-2}\right)^{p}+s(s-2)\left(2 s^{\ell-2}\right)^{p}\right)
$$

and, in case 9 ,

$$
\begin{aligned}
\sum_{(a, \beta),(\tilde{a}, \tilde{\beta})} \sum_{(u, v)} \mid n(A,(*,(a, \beta)),(u, v))- & \left.2 s^{\ell-2}\right|^{p} \\
& =\binom{\tilde{\kappa}}{2}\left(2 s\left((s-2) s^{\ell-2}\right)^{p}+s(s-2)\left(2 s^{\ell-2}\right)^{p}\right)
\end{aligned}
$$

Adding all up, and simplifying, gives the desired unbalance.

Proof of Theorem 7.2 for even s. As in the proof of Theorem 7.1 for even $s$, we just reanalyze the cases of the proof of Theorem 7.6 for odd $s$ in which changes have to me made to the arguments.

Observe that a change to the argument has to be made only in the cases where we have to analyze the solutions of a quadratic polynomial. In the remainder of the cases, this is not needed, as characteristic two does not play a role. Said this, the cases that we will re-analyze are the cases $3,5,6,7,8$ and 9 of the Proof of Theorem 7.2 for odd $s$, since these are the ones that are significantly different. As this proof will be similar, we will not give as many details as in that proof.

Before continuing with the proof, we recall the map $T$ and $L$ given respectively by the formulas $(\overline{\mathrm{B} .8})$ and $(\overline{\mathrm{B} .9})$ in the proof of Theorem 7.1 for even $s$. In this proof, we proved the following fact:

For $\delta \neq 0$, the quadratic polynomial $x^{2}+\delta x+\varepsilon \in \mathbb{F}_{s}[x]$ has either two roots in $\mathbb{F}_{s}$ or none. Moreover, it has two roots in $\mathbb{F}_{s}$ if and only if $T\left(\varepsilon / \delta^{2}\right)=0$.

We will use this fact to analyze all the quadratic equations that appear in the analysis. Now, note that the choice of $\zeta$ forces $T(\zeta)=1$. Otherwise, $\operatorname{span}_{\mathbb{F}_{2}}\left\{\zeta^{a} \mid a \geq 0\right\}$ would be a propper subfield of $\mathbb{F}_{s}$ contradicting the fact that $\zeta^{s / 2} \neq \zeta$.

Case 3. Column indexed by $*$ and column indexed by $\Xi$ ( $E$-column)
$\{*\}$
The systems take the form

$$
\left\{\begin{array} { r l } 
{ x } & { = u }  \tag{B.23}\\
{ x ^ { 2 } + \delta x } & { = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
x & =u \\
x^{2}+\delta x+\delta^{2} \zeta & =v
\end{array}\right.\right.
$$

where $\delta \in \Xi$. By substituting the first equation into the second one, we get that the first system has $s^{\ell-1}$ (the variable $y$ is free) for values of the form

$$
\begin{equation*}
\left(u, u^{2}+\delta u\right) \tag{B.24}
\end{equation*}
$$

and zero otherwise. Similarly, the second system has $s^{\ell-1}$ solutions for values of the form

$$
\begin{equation*}
\left(u, u^{2}+\delta u+\delta^{2} \zeta\right) \tag{B.25}
\end{equation*}
$$

and zero otherwise. Now, $\delta \neq 0$, so these two families of $(u, v)$ pairs are disjoint. Hence for $2 s$ values of $(u, v)$, the combined number of solutions is $s^{\ell-1}$; and for the remaining $s(s-2)$ values of $(u, v)$, the combined number of solutions is zero.

Case 5. Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column $)$ and column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $Q$-column $)$
The systems take the form

$$
\left\{\begin{array} { r l } 
{ a x + \gamma ^ { T } y } & { = u }  \tag{B.26}\\
{ x ^ { 2 } + \beta x + \tilde { \gamma } ^ { T } y } & { = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{rl}
a x+\gamma^{T} y+a^{2} \zeta & =u \\
x^{2}+\beta x+\tilde{\gamma}^{T} y+\beta^{2} \zeta & =v
\end{array}\right.\right.
$$

with $(a, \gamma),(\beta, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$. There are two cases: $\gamma \neq \tilde{\gamma}$ and $\gamma=\tilde{\gamma}$.
If $\gamma \neq \tilde{\gamma}$, then, as done in many cases before, we solve the corresponding linear system in $y$ for each of the possible values of $x$. Hence we get $2 s^{\ell-2}$ combined solutions for each $(u, v)$.

If $\gamma=\tilde{\gamma}$, we add the first equation to the second obtaining, respectively $\boldsymbol{7}^{7}$

$$
x^{2}+(a+\beta) x+u+v=0
$$

and

$$
x^{2}+(a+\beta) x+u+v+(a+\beta)^{2} \zeta=0 .
$$

Now, the first quadratic equation has two solutions if and only if $T\left((u+v) /(a+\beta)^{2}\right)=0$, and the second one if and only if $T\left((u+v) /(a+\beta)^{2}\right)+1=T\left((u+v) /(a+\beta)^{2}+\zeta\right)=0$. Thus one of the quadratic equations has two solutions if and only if the other one has zero. Therefore we conclude that there are $2 s^{\ell-2}$ combined solutions for each $(u, v)$.

Case 6 . Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $L$-column) and column indexed by $\Xi$ ( $E$-column)
We get systems of the form

$$
\left\{\begin{array} { r } 
{ a x + \gamma ^ { T } y = u }  \tag{B.27}\\
{ x ^ { 2 } + \delta x = v }
\end{array} \quad \text { and } \left\{\begin{array}{rl}
a x+\gamma^{T} y+a^{2} \zeta & =u \\
x^{2}+\delta x+\delta^{2} \zeta & =v
\end{array}\right.\right.
$$

with $(a, \gamma) \in \mathbb{F}_{s} \times \Gamma$ and $\delta \in \Xi$. To solve these systems, we first solve the second equation and then the corresponding linear equation in $y$.

Now, the first quadratic equation has two solutions if and only if $T\left(v / \delta^{2}\right)=0$, and the second one if and only if $T\left(v / \delta^{2}\right)+1=T\left(v / \delta^{2}+\zeta\right)=0$. So one has two solutions if and only if the other has zero. Thus one system has $2 s^{\ell-2}$ solutions if and only if the other one has zero, and we conclude that we have a combined number of $2 s^{\ell-2}$ combined solutions for each $(u, v)$.

Case 7. Both columns indexed by $\mathbb{F}_{s} \times \Gamma(Q$-column $)$
The systems take the form

$$
\left\{\begin{array} { l } 
{ x ^ { 2 } + \beta x + \gamma ^ { T } y = u }  \tag{B.28}\\
{ x ^ { 2 } + \tilde { \beta } x + \tilde { \gamma } ^ { T } y = v }
\end{array} \text { and } \left\{\begin{array}{l}
x^{2}+\beta x+\gamma^{T} y+\beta^{2} \zeta=u \\
x^{2}+\tilde{\beta} x+\tilde{\gamma}^{T} y+\tilde{\beta}^{2} \zeta=v
\end{array}\right.\right.
$$

with $(\beta, \gamma),(\tilde{\beta}, \tilde{\gamma}) \in \mathbb{F}_{s} \times \Gamma$. This case is analogous to the case 5 . If $\gamma \neq \tilde{\gamma}$, we solve the corresponding linear system in $y$ for each $x$ getting a total of $2 s^{\ell-2}$ combined solutions for each $(u, v)$. If $\gamma=\tilde{\gamma}$, we add equations to reduce to the quadratic case and deduce that one system has $2 s^{\ell-2}$ solutions if and only if the other one has zero solutions. Hence we conclude again that we have $2 s^{\ell-2}$ combined solutions for each $(u, v)$.

Case 8. Column indexed by $\mathbb{F}_{s} \times \Gamma$ ( $Q$-column) and column indexed by $\Xi$ ( $E$-column)
The system takes the form

$$
\left\{\begin{array} { r } 
{ x ^ { 2 } + \beta x + \gamma ^ { T } y = u }  \tag{B.29}\\
{ x ^ { 2 } + \delta x = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{r}
x^{2}+\beta x+\gamma^{T} y+\beta^{2} \zeta=u \\
x^{2}+\delta x+\delta^{2} \zeta=v
\end{array}\right.\right.
$$

with $(\beta, \gamma) \in \mathbb{F}_{s} \times \Gamma$ and $\delta \in \Xi$. This cases is analogous to case 6 , we first solve the quadratic equation in $x$ and then the linear equation in $y$. Almost the same argument gives that one system has $2 s^{\ell-2}$ solutions if and only if the other one has zero. Hence the combined total number of solutions is $2 s^{\ell-2}$ independently of $(u, v)$.

Case 9. Both columns indexed by $\Xi$ ( $E$-column)

[^6]The system takes the form

$$
\left\{\begin{array} { l } 
{ x ^ { 2 } + \delta x = u }  \tag{B.30}\\
{ x ^ { 2 } + \tilde { \delta } x = v }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
x^{2}+\delta x+\delta^{2} \zeta=u \\
x^{2}+\tilde{\delta} x+\tilde{\delta}^{2} \zeta=v
\end{array}\right.\right.
$$

with $\delta, \tilde{\delta} \in \Xi$ such that $\delta \neq \tilde{\delta}$.
Each system has a number of solutions that is $s^{\ell-2}$ (number of possible values that the free $y$ can take) times the number of solutions in $x$. Moreover, each system has either one or zero solutions in $x$, since the two quadrics that form the system are different, and so cannot have more than one root in common. Even more, both systems cannot have a solution in $x$ at the same time, otherwise

$$
T\left(u / \delta^{2}\right)=T\left(v / \tilde{\delta}^{2}\right)=T\left(u / \delta^{2}+\zeta\right)=T\left(v / \tilde{\delta}^{2}+\zeta\right)=0
$$

which is not possible as $T(\zeta) \neq 0$. Hence, as in the odd case, we have just to count for how many $(u, v)$, the left system has one solution in $x$, and for how many $(u, v)$, the right system has one solution in $x$.

By looking at each of the quadratic equations in each of the systems (as we have done before), we have that for each $(u, v)$, at most one system has $s^{\ell-1}$ solutions (note that they have at most a common solution, since they are different quadratic polynomials; and $s^{\ell-1}$ come from the free variable $y$ ), being possible that none of the systems have solutions.

Now, any of the systems have a solution in $x$ if and only if the conforming quadratics have a common root. Thus, by the Sylvester resultant [9, pp. 155-156], the left system has a solution in $x$ if and only if

$$
Q(u, v)=\operatorname{det}\left(\begin{array}{cccc}
1 & \delta & u & \\
& 1 & \delta & u \\
1 & \tilde{\delta} & v & \\
& 1 & \tilde{\delta} & v
\end{array}\right)=(u+v)^{2}+(\delta+\tilde{\delta})(\tilde{\delta} u+\delta v)
$$

vanishes; and the right system has a solution in $x$ if and only if and

$$
\tilde{Q}(u, v):=Q\left(u+\delta^{2} \zeta, v+\tilde{\delta}^{2} \zeta\right)=\operatorname{det}\left(\begin{array}{cccc}
1 & \delta & u+\delta^{2} \zeta & \\
& 1 & \delta & u+\delta^{2} \zeta \\
1 & \tilde{\delta} & v+\tilde{\delta}^{2} \zeta & \\
& 1 & \tilde{\delta} & v+\tilde{\delta}^{2} \zeta
\end{array}\right)
$$

vanishes.
One can easily check that both $Q$ and $\tilde{Q}$ define non-empty non-singular projective quadratic planar curves. Thus, considering all straight lines passing through a point 8 , we get that both these curves have $s$ points in the affine plane $\mathbb{F}_{s}$.

Hence, by the above paragraphs, there are $s$ values of $(u, v)$ for which the left system has $s^{\ell-1}$ solutions; and $s$ values of $(u, v)$ for which the right system has $s^{\ell-1}$ solutions. As this cannot happen at the same time, there are $2 s$ values of $(u, v)$ for which the combined number of solutions is $s^{\ell-1}$ and $s(s-2)$ for which the combined number of solutions is zero.

Now, the proof is analogous to that of Theorem 7.2 for odd $s$, since the same cases (3 and 9 ) contribute to the unbalance and they do so with the same number in terms of $s, \ell$ and $p$.
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[^1]:    ${ }^{1}$ In this work, we consider the so-called fixed-level or unmixed arrays. Hence we can only compare against those, and not against the existing mixed-level almost orthogonal arrays.
    ${ }^{2}$ https://github.com/tonellicueto/AOAs

[^2]:    ${ }^{3}$ In what follows, recall that $\left(u_{1}, u_{2}, \ldots, u_{c}\right)$, with the $u_{i}$ distinct, denotes the cyclic permutation sending $u_{1}$ to $u_{2}, u_{2}$ to $u_{3}, \ldots, u_{c-1}$ to $u_{c}$, and $u_{c}$ to $u_{1}$.

[^3]:    ${ }^{4}$ The $\sigma^{-1}$ in the subindex is needed to make $\sigma$ send the $i$ th column to the place of the $\sigma(i)$ th column, and to guarantee the axioms of group action.

[^4]:    ${ }^{5}$ We don't consider DD as it depends on several parameters, making it hard to represent it.

[^5]:    ${ }^{6}$ To see this, note that $T \circ L=0$ (by direct computation, since $x^{s}=x$ for $x \in \mathbb{F}_{s}$ ) and that $\operatorname{dim}_{\mathbb{F}_{2}} \operatorname{im} L=$ $s / 2-1=\operatorname{dim}_{\mathbb{F}_{2}} \operatorname{ker} T$ (this follows from $\operatorname{ker} L=\mathbb{F}_{2}, \operatorname{im} T=\mathbb{F}_{2}$ and that the dimension of the domain of a linear map equals the sum of the dimension of the image and the kernel).

[^6]:    ${ }^{7}$ Recall that we are in characteristic two, so we can ignore signs.

[^7]:    ${ }^{8}$ Just consider all straight lines passing through a point of the curve, each will intersect the curve at another point except the tangent curve. This gives a bijection between the projective line and the projective points of the curve, and so between $\mathbb{F}_{s}$ with the affine points of the curve.

